
https://helda.helsinki.fi

Machine Learning of Bone Marrow Histopathology Identifies

Genetic and Clinical Determinants in Patients with MDS

Brück, Oscar E.

2021-05-01

Brück , O E , Lallukka-Brück , S E , Hohtari , H R , Ianevski , A , Ebeling , F T , Kovanen , P

E , Kytölä , S I , Aittokallio , T A , Ramos , P M , Porkka , K V & Mustjoki , S M 2021 , '

Machine Learning of Bone Marrow Histopathology Identifies Genetic and Clinical

Determinants in Patients with MDS ' , Cancer Discovery , vol. 2 , no. 3 , pp. 238-249 . https://doi.org/10.1158/2643-3230.BCD-20-0162

http://hdl.handle.net/10138/351824

https://doi.org/10.1158/2643-3230.BCD-20-0162

unspecified

acceptedVersion

Downloaded from Helda, University of Helsinki institutional repository.

This is an electronic reprint of the original article.

This reprint may differ from the original in pagination and typographic detail.

Please cite the original version.



Machine Learning of Bone Marrow Histopathology Identifies Genetic and Clinical 1 

Determinants in MDS Patients 2 

 3 

Oscar E. Brück*1,2,3,4, Susanna E. Lallukka-Brück†1, Helena R. Hohtari †1,2, Aleksandr 4 

Ianevski†5, Freja T. Ebeling4, Panu E. Kovanen6, Soili Kytölä7, Tero A. Aittokallio3,5,8, 5 

Pedro M. Ramos9, Kimmo V. Porkka1,2,3,4, Satu M. Mustjoki*1,2,3,10 6 

 7 

1 Hematology Research Unit Helsinki, University of Helsinki and Helsinki University 8 
Hospital Comprehensive Cancer Center, Helsinki, Finland 9 
2 Translational Immunology Research Program, University of Helsinki, Helsinki, 10 
Finland 11 
3 iCAN Digital Precision Cancer Medicine Flagship, Helsinki, Finland 12 
4 Helsinki University Hospital Comprehensive Cancer Center, Department of 13 
Hematology, Helsinki, Finland 14 
5 Institute for Molecular Medicine Finland, HiLIFE, University of Helsinki, Helsinki, 15 
Finland 16 
6 Department of Pathology, HUSLAB, Helsinki University Hospital and University of 17 
Helsinki, Helsinki, Finland 18 
7 HUS Diagnostic Center, HUSLAB, Helsinki University Hospital, Helsinki, Finland 19 
8 Department of Cancer Genetics, Institute for Cancer Research, Oslo University 20 
Hospital, and Oslo Centre for Biostatistics and Epidemiology, University of Oslo, 21 
Oslo, Norway 22 
9 Novartis Pharmaceuticals, Basel, Switzerland 23 
10 Department of Clinical Chemistry and Hematology, University of Helsinki, 24 
Helsinki, Finland 25 
 26 
 27 
* Corresponding authors 28 
† These authors contributed equally to this work. 29 
 30 
 31 
Address for correspondence: 32 
Drs S Mustjoki and O Brück, Hematology Research Unit Helsinki, University of 33 
Helsinki and Helsinki University Hospital Comprehensive Cancer Center, 34 
Haartmaninkatu 8, FIN-00290 Helsinki, Finland. E-mail: satu.mustjoki@helsinki.fi, 35 
oscar.bruck@hus.fi 36 
Running title: Histopathological Landscape of MDS 37 
Word count: Abstract 150, Manuscript 4490 38 
Number of Figures and tables: 4 figures; 1 table, 10 supplemental figures, 3 39 
supplemental tables 40 
 41 
Disclosure of Conflicts of Interest 42 
K.P. received honoraria and research funding from Celgene, Incyte, Novartis and 43 
Bristol-Myers Squibb. S.M. received honoraria and research funding from Pfizer, 44 



 2 

Novartis and Bristol-Myers Squibb. H.H. received research funding from Incyte. 45 
P.R.M. is employed by Novartis Pharmaceuticals.  46 



 3 

Abstract 47 

In myelodysplastic syndrome (MDS) and myeloproliferative neoplasm (MPN), bone 48 

marrow (BM) histopathology is assessed to identify dysplastic cellular morphology, 49 

cellularity, and blast excess. Yet, other morphological findings may elude the human 50 

eye. We used convolutional neural networks to extract morphological features from 51 

236 MDS, 87 MDS/MPN, and 11 control BM biopsies. These features predicted 52 

genetic and cytogenetic aberrations, prognosis, age, and gender in multivariate 53 

regression models. Highest prediction accuracy was found for TET2 (area under the 54 

receiver-operating curve [AUROC] 0.94) and spliceosome mutations (0.89) and 55 

chromosome 7 monosomy (0.89). Mutation prediction probability correlated with 56 

variant allele frequency and number of affected genes per pathway, demonstrating 57 

the algorithms’ ability to identify relevant morphological patterns. By converting 58 

regression models to texture and cellular composition, we reproduced the classical 59 

del(5q) MDS morphology consisting of hypolobulated megakaryocytes. In summary, 60 

this study highlights the potential of linking deep BM histopathology with genetics and 61 

clinical variables.  62 
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Statement of significance 63 

Histopathology is elementary in the diagnostics of MDS patients, but its high-64 

dimensional data are underused. By elucidating the association of morphological 65 

features with clinical variables and molecular genetics, this study highlights the vast 66 

potential of convolutional neural networks in understanding MDS pathology and how 67 

genetics is reflected in BM morphology.  68 
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Introduction 69 

Current diagnosis of myelodysplastic syndrome (MDS) is based on identifying cellular 70 

dysplasia by visual inspection of bone marrow (BM) aspirate or biopsy (1). Karyotype, 71 

blast proportion, and peripheral blood (PB) cell count are assessed for disease 72 

subclassification according to WHO guidelines and for risk stratification by the 73 

Revised International Prognostic Scoring System (IPSS-R) criteria (1,2). 74 

 75 

Deep learning enables accurate visual pattern recognition with convolutional neural 76 

networks (CNNs), where multiple processing layers detect and decode image data 77 

into numerical features (3). CNNs have recently led to significant breakthroughs in 78 

the analysis of biomedical images, facilitating diagnosis of skin tumors, retinal 79 

disease, intracranial hemorrhage, and breast cancer (3–6). In the context of routine 80 

hematoxylin and eosin (H&E) tissue stains, similar algorithms have improved 81 

Gleason scoring in prostate cancer, outcome prediction in colorectal cancer, and 82 

even discrimination of solid cancer patients by driver mutation status (4,7–9). 83 

 84 

Here, we investigate the potential of CNN-based morphological analysis in 85 

hematology. To improve our understanding of MDS histopathology and its 86 

association with clinical factors, we predict diagnosis, prognosis, IPSS-R risk score, 87 

mutated genes, cytogenetics, and patient age and gender by utilizing solely BM 88 

morphological features (study flow presented in Supplementary Fig. 1). We 89 

demonstrate the highest detection accuracy for point mutations, such as TET2 and 90 

ASXL1. The mutation prediction probability correlates with variant allele frequency 91 

(VAF) within the sample, confirming the identification of mutation-specific features. To 92 

study interactions between disease determinants and BM histology, we introduce a 93 

novel multidimensional image analysis approach that combines information at tile, 94 
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segmented nucleated hematopoietic cell (NHC) and pixel levels, ultimately facilitating 95 

the interpretation of complex BM histopathological patterns. 96 

 97 

 98 

Results 99 

Unsupervised modeling of BM texture recognized morphologic lineages and distinct 100 

myelodysplastic clusters 101 

To dissect BM morphology, we extracted ImageNet-configured visual features of 102 

H&E-stained BM biopsies from patients with MDS (236 samples from 143 subjects), 103 

MDS-MPN (87 samples from 51 subjects), and healthy controls (11 samples from 11 104 

subjects) using VGG16 and Xception CNNs (Fig. 1A, Supplementary Fig. 1). Images 105 

of tissue microarray (TMA) cores were grayscaled and split into 500 tiles enabling the 106 

examination of detailed tissue patterns. To investigate the spectrum of CNN texture 107 

patterns, we mapped image tiles from diagnostic BM samples of MDS, MDS/MPN, 108 

and control subjects with two-dimensional UMAP representation (Fig. 1B). 109 

Unsupervised image segregation was principally driven by stromal and cellular 110 

texture. Images with cellular content were observed to subcluster according to NHC 111 

and RBC abundance and lipid droplet density. As up to 60% of MDS patients may 112 

present with a hypercellular BM phenotype at diagnosis, complete discrimination of 113 

MDS and MDS/MPN patients with an unsupervised approach is unlikely (10). Here, 114 

MDS/MPN patients harbored an increased number of hypercellular tiles, while MDS 115 

patients demonstrated heterogeneous histopathological phenotypes (Fig. 1B). 116 

Notably, tiles from healthy subjects represented a balanced cellular and lipid droplet 117 

composition, with scarce proportion of stroma. 118 

 119 
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By clustering image tiles with PhenoGraph, we observed distinct subgroups of tissue 120 

texture. In turn, we hypothesized that these patterns could be interconnected into 121 

morphological entities (Fig. 1B). Slingshot lineage analysis is commonly-used in 122 

single-cell RNA sequencing data analysis to identify cellular development trajectories 123 

(11). The method aims to identify evolutionary branches from a common starting 124 

point using minimum spanning tree-based clustering (11). Here, we repurposed 125 

slingshot analysis for image data and demonstrate that tiles with high proportion of 126 

either lipid droplets, hypercellularity, or RBCs were connected to tiles of hypocellular 127 

tissue (Fig. 1B). These connections suggest that adipose, hypercellular, and RBC-128 

rich tissue areas rarely transform from one to another but instead are more likely to 129 

arise from areas of hypocellular texture. 130 

 131 

Tile features from MDS, MDS/MPN, and healthy subjects were averaged by adding 132 

the features of all tiles from one TMA spot and dividing by the number of tiles. 133 

Aggregated features were 2D-projected with UMAP (Fig. 1C and http://hruh-134 

20.it.helsinki.fi/mds_visualization). Unsupervised k-means clustering was used for 135 

subgrouping aggregated features, and each cluster was analyzed for associations 136 

with clinical variables. A distinct cluster representing healthy subjects (Cluster 1) was 137 

clearly distinguishable and homogenous in contrast to the four myelodysplastic 138 

subgroups (Fig. 1C, Supplementary Fig. 2A). It also confirmed that the selected 139 

transfer learning approach identifies relevant biological features, even though these 140 

have been designed with the non-histological ImageNet image dataset (Fig. 1D). 141 

Clustering was principally driven by tissue texture content, which included the 142 

proportion of NHC, stroma, and lipid droplets and RBC and nuclear metrics of NHCs 143 

(Fig. 1D-G). 144 

 145 
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Cluster 3, defined histologically by high bone stroma content, was enriched with the 146 

World Health Organization (WHO) MDS subtypes elevated blast type 1 (EB-1, 147 

p=0.03, Chi2 test) and 2 (EB-2, p=0.01, Chi2 test), dimmer hematoxylin staining, and 148 

leukopenic PB blood count (Fig. 1F-G). Cluster 5 was characterized by high NHC 149 

proportion and hypercellular BM typical for chronic myelomonocytic leukemia 150 

(CMML, p=0.005, Chi2 test) and unclassifiable MDS/MPN-U patients (p=0.13, Chi2 151 

test). Moreover, these were also associated with darker hematoxylin staining. Cluster 152 

4 harbored hypoplastic MDS (p=0.002, Chi2 test) as well as low erythroid cell 153 

frequency linked with del(5q) MDS (12). Of note, the unsupervised clustering 154 

structure of MDS and MDS/MPN samples only partly overlapped with the WHO 155 

disease classification, likely as it was driven by tissue texture features whereas the 156 

WHO classes are defined by BM cytomorphology, cytogenetics, blast proportion and 157 

cytopenias. However, CNN-guided tissue analysis could potentially assist 158 

classification of challenging cases according to WHO criteria. 159 

 160 

The MDS BM morphology is linked to mutation, karyotype, gender, and prognostic 161 

status 162 

MDS is characterized by recurrent oncogenic somatic variants in driver genes and 163 

chromosomal aberrations, and the mutation profile detected in our patient cohort 164 

corresponded well to the known mutational landscape in MDS (Fig. 2A-B, 165 

Supplementary Fig. 2B-C) (13–15). We adapted a transfer learning approach, where 166 

we used VGG16 and Xception network features extracted from tile-level H&E images 167 

to develop elastic net-regularized regression models (Supplementary Fig. 1). 168 

Predictions at the TMA spot level outweighed tile-level detection values due to 169 

uncertainties related to the limited image data in individual tiles. After averaging tile-170 

level predictions at the TMA sample level, we could accurately detect notably TET2, 171 
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ASXL1, and STAG2 mutations, chromosome 7 monosomy, and 7q deletion from 172 

morphological features (Fig. 3A-D). Moreover, morphological features were 173 

associated with point mutations in genes regulating splicing, cell differentiation, and 174 

cell cycle, which are commonly affected in MDS. 175 

 176 

Secondary MDS and complex karyotype were often observed in the same patients 177 

(p=0.008, Chi2 test), and their morphological features were most challenging to learn 178 

possibly due to higher variability in tissue texture. Features extracted with the 179 

Xception CNN model were more generalizable than those extracted with VGG16, 180 

concomitant with higher feature heterogeneity observed in the Xception correlation 181 

matrix (Supplementary Fig. 3 and 4). In addition, lasso and elastic net penalization 182 

provided more generalizable models than ridge regression (Supplementary Fig. 4). 183 

 184 

Next, we investigated the validity of models predicting mutated genes and 185 

dysregulated pathways. The detection probability of a distinct mutation correlated 186 

significantly with its variant allele frequency within the sample for ASXL1, 187 

KRAS/NRAS, IDH1/IDH2, and RUNX1 genes, and showed a trend for TET2 and 188 

TP53 genes (Fig. 3E-F and Supplementary Fig. 5). Moreover, the predicted likelihood 189 

of RAS, cell differentiation, and chromatin structure regulating gene pathway 190 

dysregulation correlated with the number of genes mutated in the respective 191 

pathways (Fig. 3G). This signifies that the prediction probability is higher when the 192 

sample contains more mutated cells, represented as higher VAF, or the sample has 193 

higher proportion of mutated genes in the same pathway. This implies that prominent 194 

genetic changes translate to distinct morphological image features. Of note, the initial 195 

models were developed using data from all patients with available myeloid mutation 196 

panel analysis, while the correlation analysis was restricted to samples with known 197 
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mutation, indicating BM tissue morphology to be impacted by molecular genetics and 198 

emphasizing the algorithms’ ability to identify variant-related histopathological 199 

patterns in an unprecedented fashion. 200 

 201 

Contrary to the histopathological evaluation of solid tumors, tissue morphology is not 202 

factored in risk stratification of MDS patients. Instead, the IPSS-R score accounting 203 

for PB cell count, BM blast burden, and cytogenetics is the most established 204 

stratification tool, and were associated in this dataset with risk for AML and OS 205 

(Supplementary Fig. 6A-B) (2). We could predict IPSS-R score, OS and progression 206 

to AML by solely employing H&E-stained slides (Fig. 3A-B, H). When evaluating 207 

progression to AML, BM morphology was associated with inferior prediction 208 

capability compared to the IPSS-R score but performed slightly better than IPSS-R 209 

when predicting OS within 2 years (Supplementary Fig. 6C-D). The best model was 210 

achieved by combining both deep histopathology and IPSS-R scores (Supplementary 211 

Fig. 6D). These results might be impacted by differences in patient selection, as our 212 

cohort represented an unbiased real-world cohort, while patients treated with 213 

disease-modifying therapies were excluded from the landmark prognostic study by 214 

Greenberg et al. (2). However, patient prognostication and treatment stratification 215 

could be significantly improved by including morphological features. 216 

 217 

Interpretation of supervised prediction models with multilevel image analysis 218 

MDS is differentially diagnosed from MDS/MPN by cytomorphological and 219 

histopathological examination, evaluation of PB counts, flow cytometry, karyotype, 220 

and increasingly, molecular genetics. In our study, tissue samples were partitioned 221 

into smaller TMA cores possibly limiting effective diagnostic segregation. Yet, we 222 

could discern MDS patients from MDS/MPN patients with an AUROC validation 223 
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accuracy of 0.81 (Fig. 3A). To help in understanding which texture pattern are 224 

associated with various clinical variable, we interpreted regression models by 225 

correlating tile-level tissue texture predictions with pixel and NHC-level metrics (Fig. 226 

4A). In addition, we present both tile and TMA spot level images with the highest and 227 

lowest association with the predicted endpoint as well as TMA-level activation maps 228 

(Supplementary Fig. 7). Pixel classification was trained to identify NHCs, RBCs, 229 

stroma including fibrotic stroma and bone trabeculae, and lipid droplets, constituting 230 

the major tissue elements in standard H&E staining. Additionally, NHCs were 231 

segmented to extract nuclear measurements such as size, circularity, and H&E dye 232 

variations. As expected, MDS likelihood increased if the sample represented 233 

hypoplastic texture (Fig. 4B-C). MDS morphology was also associated with dimmer 234 

H&E staining and larger nuclear size likely due to a technically larger cell 235 

segmentation area in hypocellular BM (Fig. 4A, Supplementary Fig. 7A). 236 

 237 

Chromosome 5q deletion is associated with a decrease in erythroid precursor cells 238 

and an increase in hypolobular megakaryocytes (12). When inspecting tiles 239 

associated with 5q deletion, we discovered enrichment of megakaryocytes with 240 

abnormally circular nuclei in line with previous findings (Fig. 4D). While hMDS was 241 

not associated with 5q deletion syndrome in our cohort (7/51 vs. 14/183 samples had 242 

5q deletion syndrome in hMDS vs. non-hMDS, p=0.29, Chi2 test), del(5q) was 243 

identified more often in hypocellular samples and samples with higher stroma content 244 

(Fig. 4E). These findings could be due to prior treatment with lenalidomide indicated 245 

for MDS with del(5q). Moreover, del(5q) MDS samples displayed lower nucleus 246 

circularity. This could be due to different white blood cellular content rather than 247 

dysplasia, as this pattern was absent in samples with complex karyotype (Fig. 4F). 248 

 249 
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 250 

Discussion 251 

Here, we demonstrate how the intricate and heterogeneous BM morphological 252 

landscape can be dissected and associated with clinical data using multilevel 253 

computer vision. 254 

 255 

While the presented analytical platform is not accurate and extensive enough to 256 

replace sequencing technologies in identifying genetic lesions, deep BM morphology 257 

predicted mutations and cytogenetic aberrations with accuracy exceeding that of 258 

similar applications in solid tumors (4,7,16,17). We suspect that the homogeneous 259 

BM tissue consistency and lower mutation burden in MDS may account for the 260 

results. To increase reliability, we employed transfer learning and separated the 261 

training and validation datasets at the TMA sample level. However, in the absence of 262 

an independent test cohort, the results should be interpreted with caution. 263 

 264 

Based on our findings, transfer learning of H&E images can shed light on disease 265 

pathology and gene targets by linking molecular genetics with tissue dysplasia. It 266 

would be interesting to compare the texture of MDS BM samples collected in clinical 267 

trials or derived from animal models to images in our interactive platform (http://hruh-268 

20.it.helsinki.fi/mds_visualization). The mechanism of action of any drug could, thus, 269 

be examined with respect to the signaling pathways or molecular genetics 270 

aberrations described in this study. The potential of this approach could further 271 

expand if explored by combining genetic variants with protein production quantitated 272 

with immunohistochemistry to comprehensively observe the effects of transcriptional, 273 

spliceosomal and translation regulation on eventual protein production. 274 

 275 
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The analysis was conducted for images digitized with 20x objective as we initially 276 

aimed to combine cellular-level morphological patterns with clinical variables. 277 

However, the resolution remains suboptimal for the distinction of subcellular 278 

organelles, and quantification of chromatin or nucleus-to-cytoplasm ratio. Addressing 279 

these questions would likely require analysis of MGG-stained BM aspirate samples 280 

with better morphological quality using high-magnification (100x) microscopes and oil 281 

immersion. 282 

 283 

While presence of bone trabeculae could be related to sampling artefacts, the BM 284 

microenvironment and erythropoietin are known to regulate the osteoblast-osteoclast 285 

balance, and ultimately bone remodeling (18,19). Moreover, both cellular and 286 

acellular components contribute to the BM niche (20). Therefore, bone trabeculae 287 

were not excluded from image analysis, and further examination of the BM 288 

microenvironment is needed to validate associations with molecular genetics. 289 

 290 

Digital pathology and adaptation of CNNs have had substantial influence in the field 291 

of solid tumors (21). Standardized clinical application would require multicenter 292 

collaboration to both collect sufficient training data and to impact clinical routine. Our 293 

current results suggest that image analysis of H&E-stained BM samples is insufficient 294 

alone to reliably differentiate MDS and MDS/MPN subtypes. However, especially the 295 

trained eye of the pathologist may benefit by learning novel associations between 296 

morphology and molecular genetics. Moreover, CNN-based analytics could reduce 297 

intra- and interobserver variability of histopathological analysis, and by incorporating 298 

additional clinical information could assist in automating and objectively classifying 299 

MDS patients. A recent study took a slightly different approach and used 300 

hematopathological reports instead of image analysis to link BM morphology and 301 
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clinical variables (22). Cytomorphological findings such as dysplasia, monocytosis 302 

and elevated megakaryocytes from MGG-stained BM smears and presence of 303 

myelofibrosis from H&E-stained BM biopsies were shown to associate with cytopenia 304 

and mutations emphasizing that machine learning-based platforms could support 305 

MDS diagnosis. 306 

 307 

The black box dilemma hinders clinical translation of deep learning algorithms (23). 308 

To increase model transparency, we decoded CNN-extracted morphological patterns 309 

associated with molecular and clinical determinants with a holistic methodology 310 

linking image analysis at the tile, pixel, and cellular levels. CNN-based feature 311 

extraction, pixel classification and NHC segmentation required little parameter 312 

optimization to increase reproducibility and scalability to any image analysis study 313 

employing deep learning. Image features associated with MDS vs. MDS/MPN 314 

diagnosis and del(5q) MDS were affirmed by a hematopathologist and were 315 

consistent with previous knowledge (1,12). Dissection of complex computer vision 316 

models could be achieved with similar approaches based on neural network-based 317 

semantic and instance segmentation methods. 318 

 319 

Taken together, deep mining of the BM tissue texture on a larger scale could assist 320 

pathologists by revealing intricate morphological patterns defining disease subtypes 321 

and eventually improving clinical stratification of MDS patients. 322 

 323 

Materials and methods 324 

Patients. The study population comprised MDS (n=143) and 325 

myelodysplastic/myeloproliferative neoplasm (MDS/MPN) patients (n=51) and control 326 

subjects (n=11) treated in 2000-2018 at the Department of Hematology in the 327 
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Helsinki University Hospital (HUH), Finland (Supplementary Fig. 1 and Table 1). The 328 

formal MDS or MDS/MPN diagnosis and classification adhered to WHO guidelines 329 

and were assigned by the treating clinical hematologist on the basis of patient history, 330 

PB cell counts, BM cytomorphology evaluated by two laboratory hematology 331 

specialists, and cytogenetics according to WHO guidelines. If needed, flow cytometry 332 

results were included in the evaluation. The diagnostic conclusion, especially if 333 

challenging, was confirmed by a regular tumor board of clinical hematologists and a 334 

laboratory hematologist at our institution (24,25). 335 

 336 

BM trephine biopsies are used in standard diagnostic procedures and occasionally 337 

for assessing treatment response and disease progression. As all available samples 338 

were obtained, no selection bias in sample collection occurred. Diagnostic (MDS 339 

n=143, MDS/MPN n=51) and follow-up specimens (MDS n=93, MDS/MPN n=36) 340 

were collected prior to and after initiating a disease-modifying treatment, respectively. 341 

According to ethics board guidelines, control BM trephine samples were collected 342 

from subjects without diagnosis of hematologic malignancy, chronic infection, or 343 

autoimmune disorder in the six-year follow-up (Supplementary Table 1). Of the 11 344 

control subjects, six were males and their median age was 57.0 [range 40.0-82.0] 345 

years at the time of BM sampling. MDS and MDS/MPN patients were slightly older 346 

than control subjects (p=0.02 and p=0.002, respectively) but did not differ 347 

significantly by sex (Table 1). 348 

 349 

The study complied with the Declaration of Helsinki and the HUS institutional ethics 350 

committee. All study patients gave written informed consent. All clinical data were 351 

collected from the HUS datalake, a GDPR-compliant database. 352 

 353 
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Sequencing. Genomic DNA was isolated from diagnostic BM aspirates (n=108) 354 

using the QIAsymphony DSP DNA kit. According to the manufacturer's protocols, 20 355 

ng of DNA for each sample was used for library preparation with the Ion AmpliSeq™ 356 

Library Kit 2.0 (Thermo Fisher Scientific) and the AmpliSeq primers (Thermo Fisher 357 

Scientific) for the in-house myeloid cancer gene panel. This panel covers all exons in 358 

ASXL1, BCOR, CDKN2A, CEBPA, CREBBP, CUX1, DNMT3A, EP300, ETV6, EZH2, 359 

GATA2, KDM6A, NF1, PHF6, RAD21, SETD2, STAG2, TET2, TP53 and ZRSR2 360 

genes and hot spot exons in BRAF, CALR, CBL, CSF3R, FLT3, GATA1, IDH1, IDH2, 361 

JAK2, KIT, KRAS, MPL, NPM1, NRAS, PDGFRA, PTPN11, RUNX1, SETBP1, 362 

SF3B1, SMC1A, SMC3, SRSF2, U2AF1 and WT1 genes. Libraries were barcoded 363 

with the Ion Xpress Barcode Adapters (Thermo Fisher Scientific) and quantified with 364 

the Ion Library TaqMan™ Quantitation Kit. Template preparation and chip loading 365 

were performed on the Ion Chef system (Thermo Fisher Scientific). Sequencing was 366 

carried out on the Ion Proton or Ion GeneStudio S5 system (Thermo Fisher 367 

Scientific). Data analysis was carried out with Torrent Suite Software v.5.8 (Life 368 

Technologies). The Ion Reporter software v4.6 (Thermo Fisher Scientific) was used 369 

to filter out non‐coding and polymorphic variants. All variants listed after filtering were 370 

visualized in the Integrative Genomics Viewer (IGV) to manually discard alterations 371 

generated by incorrect calling. 372 

 373 

Driver gene mutations were defined using a clinical-grade, myeloid amplicon 374 

sequencing panel capable of identifying mutations with variant allele frequency >2% 375 

(mean sequencing depth 6000x; Supplementary Fig. 2B-C). In addition, data from an 376 

additional 40 samples analyzed with the Illumina TruSight myeloid amplicon 377 

sequencing panel were included (mean sequencing depth 100x). Sequencing panels 378 

produced similar results for 305/315 genes (96.8%) by analyzing nine samples in 379 
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parallel with both assays. 380 

 381 

Tissue microarrays (TMAs). Upon sampling, fresh BM biopsies were conformed to 382 

routine EDTA-based decalcification softening the tissue and formalin-fixation and 383 

paraffin-embedding (FFPE). TMAs were cast by a single 2 mm core (MDS and 384 

MDS/MPN) or double 1 mm cores (controls) per sample from representative BM 385 

biopsy areas (Fig. 1A). Duplicate control cores did not differ by their morphological 386 

patterns (Supplementary Fig. 2A). Tissue blocks were cut into 4 Pm thick sections 387 

and stained with hematoxylin and eosin (H&E). Slides were digitized at 0.22 μm/pixel 388 

(20x objective magnification) with the whole-slide scanner Pannoramic 250 FLASH 389 

(3DHISTECH Ltd.). 390 

 391 

Image analysis. Images were analyzed with three methods: (A) transfer learning, (B) 392 

pixel classification, and (C) NHC analysis to capture information from different 393 

representation levels (Supplementary Fig. 1). 394 

 395 

A. Transfer learning. 396 

Image preprocessing. As sample processing and slide digitization affect color 397 

distribution, H&E-stained RGB images were converted into grayscale with the 398 

OpenCV Python module to reduce possible technical noise. Moreover, we 399 

standardized background pixels that did not represent BM tissue by converting them 400 

into the pixel value 255 (white). H&E images were split into 500 equal-sized tiles 401 

(small subimages of the original H&E image), in average 470x470 pixels. Tile size 402 

was optimized to outsize the BM lipid droplets to avoid their classification as non-403 

tissue background. Tiles with mean pixel intensity over 240 represented non-tissue 404 

background and were excluded from the analysis resulting in 73 531 tiles. 405 
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Feature extraction. In transfer learning, a prior algorithm or its configurations are 406 

reused to develop a new machine learning algorithm. Visual features that were 407 

previously defined in a larger training dataset can be repurposed for new image 408 

analysis tasks reducing the need for training models from scratch (26). We adapted a 409 

transfer learning approach where image tile features were extracted with pretrained 410 

Xception and VGG16 convolutional networks which have achieved high accuracy in 411 

classifying the ImageNet dataset commonly used to develop and benchmark 412 

computer vision algorithms (27,28). Individual tiles were resized into equal sizes 413 

(224x224 pixels for VGG16 and 299x299 pixels for Xception). Colors were rescaled 414 

between values [0,1]. Images were reformatted as 3-channel grayscale where each 415 

pixel was assigned an identical value for each channel to ensure compatibility with 416 

pretrained CNNs as ImageNet configurations have been developed for color images. 417 

For each tile image, a 2.048-bin feature vector was extracted at the second last 418 

Xception network layer. As VGG16 and Xception networks do not possess similar 419 

number of parameters, we exported features from the last layer of the VGG16 420 

network (n=25.088) and retained only 2.048 features with the highest variance-to-421 

mean ratio (Supplementary Fig. 3A-B). 422 

Regression models. Visual features extracted from image tiles with CNNs contain 423 

numerical values. Therefore, these can be introduced as covariates to develop 424 

regression models. Image tiles were first split at the TMA sample level into training 425 

(2/3) and test (1/3) datasets. In average, 213 (range 70-336) tiles per sample were 426 

available. Models were trained with L1 (alpha = 1), L2 (alpha = 0) or elastic net-427 

regularized (alpha = 0.5) regression models. Here, multivariate regression models 428 

are optimized for both regularizing a factor alpha and penalization rate lambda using 429 

5-fold crossvalidation. Lambda values were optimized for each fixed parameter alpha 430 

to reach minimum cross-validation error (lambda.min) and the lambda at one 431 
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standard error of this minimum (lambda.1se). Training of the regression models 432 

occurred at the tile level to highlight individual tissue texture and cell morphology 433 

features. The prediction results were assessed both at tile level and TMA sample 434 

level. Prediction probabilities for TMA samples were calculated by summing 435 

probabilities of each tile of the same TMA sample and dividing the total by the 436 

number of tiles. In summary, each predicted variable was estimated based on 12 437 

algorithms (feature matrices extracted with two CNN models and three alpha and two 438 

lambda elastic net regularization parameter values). 439 

Follow-up for survival analyses was restricted to 2 years to identify morphological 440 

patterns associated with aggressive disease and to ensure concordance between 441 

AUROC model evaluation and the predicted variable. Patients with shorter follow-up 442 

time or receiving allogenic hematopoietic stem cell transplant before the occurrence 443 

of an event were censored. Azacytidine was administered 75 mg/m2 per day with a 444 

median interval of 29 days [27-33 days 25-75 percentiles] and a median of six 445 

treatment cycles [3-11 cycles, 25-75%]. Positive treatment response was defined as 446 

continuation of treatment over 6 months or complete remission prior to 6 months. 447 

Disease progression was determined to represent treatment failure. Patients treated 448 

for less than 6 months due to short follow-up or therapy-related side effects were 449 

censored. 450 

As longitudinal samples were not characterized with lower variance in morphological 451 

features compared to samples from other patients, we included samples from 452 

multiple timepoints of the same patient for model training (Supplementary Fig. 8A-B). 453 

Prediction models were trained with MDS BM images only except for differential 454 

diagnosis, where both MDS and MDS/MPN samples were used. Separate prediction 455 

models for IPSS-R score and age at diagnosis were developed with linear regression 456 

and using only diagnostic MDS samples. Age was transformed into categories of 457 
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<50.0, 50.0-59.9, 60.0-69.9, 70.0-79.9, and >80.0 years age categories, which 458 

ameliorated the accuracy and interpretation of results. Gender, mutations, 459 

cytogenetic aberrations, and MDS etiology were predicted with logistic regression 460 

using both diagnostic and follow-up samples. Prognosis was measured by predicting 461 

overall survival (OS) and acute myeloid leukemia (AML) progression using both 462 

diagnostic and follow-up samples. Only mutations and chromosomal aberrancies 463 

present in over 9% of the samples were selected. Disease etiology was assigned as 464 

either “de novo” or “secondary MDS”. Azacytidine response was predicted with 465 

logistic regression using samples taken 0-365 days before treatment start. Samples 466 

taken during HMA treatment did not differ by their morphological profile from other 467 

samples suggesting that HMA does not alter the BM morphology in a distinct fashion 468 

(Supplementary Fig. 8C-D). 469 

 470 

B. Pixel classification. Each RGB TMA spot image was analyzed with the Trainable 471 

Weka Segmentation module of the Fiji software using default parameters (29). With 472 

the assistance of hematopathologic expertise, we manually delineated areas 473 

representing NHCs, red blood cells (RBCs), stroma or lipid droplet/background from 474 

ten images and trained a tissue pixel classifier. NHCs represented nucleated cells 475 

consisting primarily of leukocytes and occasional erythroblasts and megakaryocytes. 476 

Stroma included fibrotic stroma and bone trabeculae as both are associated with 477 

MDS pathology (30,31). We manually annotated additional ten test images to 478 

evaluate the accuracy of the classifier. Each pixel was classified with global 97% 479 

accuracy composed of NHC (99% accuracy), RBC (84% accuracy), stroma (80% 480 

accuracy), or lipid droplet/background (100% accuracy; Supplementary Fig. 9A-B). 481 

The relative area of individual classes was calculated as their proportion to a binary 482 

tissue mask. The tissue mask was created by converting H&E images into binary 483 
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format where white areas represent tissue and black areas adipose tissue and empty 484 

background. Then, we performed mask dilatation, empty hole fill and mask erosion 485 

steps to differ adipose tissue from the background (Supplementary Fig. 9C). Lipid 486 

droplets were defined as filled image holes from the initial tissue mask. 487 

 488 

C. NHC analysis. Each RGB TMA spot image was analyzed with the open-source 489 

software QuPath (v0.2.0) (32). NHCs were segmented with the watershed cell 490 

detection and background radius 30px, median filter radius 0px, sigma 6px, minimum 491 

area 10px2, maximum area 10.000px2, threshold 0.1, maximum background intensity 492 

2, and cell expansion 5px (Supplementary Fig. 10). Nucleus hematoxylin and eosin 493 

staining intensity was defined as their optical density after color deconvolution. 494 

Nucleus size was calculated based on area and eccentricity based on the deviance 495 

from a perfect circle. These metrics were extracted for individual NHCs and averaged 496 

at the TMA spot level (Supplementary Table 2). 497 

 498 

Statistical analysis. Continuous variables were compared with Wilcoxon Rank-Sum 499 

test (unpaired, two-tailed) and correlated with Spearman’s rank correlation 500 

coefficient. Categorical variables were compared with Chi2 test. P-values were 501 

adjusted with Benjamini-Hochberg’s correction when necessary. The log-rank test for 502 

Kaplan-Meier analysis was used for survival analysis. Model fitness was assessed by 503 

calculating statistical significance of the area under the receiver operating 504 

characteristic curves (AUROC). AUROC values for predicting AML progression, OS 505 

and IPSS-R were further compared with DeLong’s test. 506 

 507 

For unsupervised analysis, we selected a uniform manifold approximation and 508 

projection (UMAP) method (33). PhenoGraph is a graph-based community detection 509 
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method designed for high-resolution single-cell data analogous to visual features 510 

(34). Single tiles were clustered with PhenoGraph with default settings to attain 511 

higher granularity to distinguish morphological features. K-means clustering was 512 

selected for sample grouping to simplify interpretation of TMA spot grouping. The k 513 

parameter was harmonized using the consensus of 30 indices based on Euclidean 514 

distance and Ward agglomeration metrics (35). Feature extraction, regression 515 

models, and statistical analysis were performed with R 3.5.1 (Supplementary Table 516 

3). 517 

 518 

Code and data availability. Codes used for data analysis are available at 519 

https://github.com/obruck/MDS_HE_IA/. Image data and activation maps are 520 

available at http://hruh-20.it.helsinki.fi/mds_visualization. 521 

522 
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Table 1. Patient characteristics at diagnosis. 669 
 MDS (n=143) MDS-MPN (n=51) 
Gender, male 73 (51.0%) 36 (70.6%) 
Age, mean [range] 64.8 [15.5-88.6] 67.5 [36.4-87.0] 
Etiology 

x De novo 
x Secondary (treatment-related) 

 
118 (82.5%) 
25 (17.5%) 

 
47 (92.2%) 

4 (7.8%) 
WHO MDS classification 

x MDS-SLD 
x MDS-MLD 
x MDS-RS 
x MDS-EB-1 
x MDS-EB-2 
x MDS with isolated del(5q) 
x MDS-U 

 
20 (14.0%) 
33 (23.1%) 
16 (11.2%) 
25 (17.5%) 
35 (24.5%) 
10 (7.0%) 
4 (2.8%) 

 

WHO MDS/MPN classification 
x CMML 
x MDS/MPN-U 

  
35 (68.8%) 
16 (31.2%) 

Survival status 2 years after diagnosis 
x Alive 
x Deceased 
x Not defined or censored due to 

alloHSCT 

 
60 (42.0%) 
70 (49.0%) 
13 (9.1%) 

 
32 (15.7%) 
19 (84.3%) 

0 (0.0%) 

Progression to AML within 2 years of diagnosis 
x No 
x Yes 
x Not defined or censored due to 

alloHSCT 

 
 

51 (35.7%) 
42 (29.4%) 
50 (35.0%) 

 
 

28 (54.9%) 
11 (21.6%) 
12 (23.5%) 

Azacytidine-treated within 1 year of diagnosis  
x No 
x Yes 

 
78 (60.1%) 
65 (39.9%) 

 
31 (66.7%) 
20 (33.3%) 

IPSS risk class 
x Low 
x Intermediate-1 
x Intermediate-2 
x High 
x Not defined 

 
24 (16.8%) 
57 (39.9%) 
26 (18.2%) 
24 (16.8%) 
12 (8.4%) 

 

IPSS-R risk class 
x Very low 
x Low 
x Intermediate 
x High 
x Very high 
x Not defined 

 
17 (11.9%) 
33 (23.1%) 
27 (18.9%) 
26 (18.2%) 
28 (19.6%) 
12 (8.4%) 

 

AlloHSCT 
x No 
x Yes 
x Not defined 

 
117 (81.8%) 
24 (16.8%) 

2 (1.4%) 

 
43(84.3%) 
8 (15.7%) 
0 (0.0%) 

Abbreviations: World Health Organization (WHO); Myelodysplastic syndrome with 670 
single lineage dysplasia (MDS-SLD); MDS with multilineage dysplasia (MDS-MLD); 671 
MDS with ring sideroblasts (MDS-RS); MDS with excess blasts 1 (MDS-EB-1); MDS 672 
with excess blasts 2 (MDS-EB-2); MDS, unclassifiable (MDS-U); Chronic 673 
myelomonocytic leukemia (CMML); Myelodysplastic/Myeloproliferative neoplasm, 674 
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unclassifiable (MDS/MPN-U); Acute myeloid leukemia (AML); Allogeneic 675 
hematopoietic stem cell transplantation (alloHSCT); International Prognostic Scoring 676 
System (IPSS); Revised IPSS (IPSS-R)  677 
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Figure Legends 678 

Fig. 1. Study design. (a) Tissue microarrays (TMAs) were constructed from 679 

formalin-fixed paraffin-embedded bone marrow (BM) trephine biopsies and stained 680 

with hematoxylin and eosin. Images were analyzed at tile, pixel, and nucleated 681 

hematopoietic cells (NHC) levels. In the tile-level analysis, TMA spot images were 682 

split into 500 small patches, and morphological features were extracted with 683 

ImageNet-pretrained convolutional neural networks. We developed elastic net-684 

regularized algorithms to predict multiple clinical and molecular genetic variables 685 

using only morphological features. Tile-level feature features for each prediction 686 

model were joined into activation maps where the probability of each tile to associate 687 

with an endpoint is visualized with a heatmap color panel. A Weka pixel classifier 688 

was trained to identify NHC, red blood cell (RBC), stroma, and lipid droplet from 689 

images. Moreover, the nuclei of NHCs were segmented, and their geometrical 690 

measures were extracted. (b) Extracted visual features from image tiles of diagnostic 691 

myelodysplastic syndrome (MDS), myelodysplastic/myeloproliferative neoplasm 692 

syndrome (MDS/MPN), and healthy subjects are plotted using uniform manifold 693 

approximation and projection (UMAP). We have selected 10 random tiles from each 694 

TMA sample for the UMAP visualization. Colors represent different PhenoGraph 695 

clusters (larger image) or diagnoses (upper right image). Dashed circles represent 696 

morphological subcategories where PhenoGraph clusters have been regrouped with 697 

k-means clustering. Superposed lines demonstrate morphological trajectories 698 

generated with a slingshot analysis. Study flow is described in detail in 699 

Supplementary Fig. 1. (c) UMAP projection of TMA samples. Visual features of tile 700 

images are combined at the TMA sample level by their mean value. TMA samples 701 

are then clustered with the k-means method (numbered large circles). Circle colors 702 

represent the corresponding diagnosis, (d) tissue proportion of NHCs and (e) stroma, 703 
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and (f) WHO classification. (g) Each k-means cluster has been compared to 704 

remaining clusters (Wilcoxon Rank-Sum test and Benjamini-Hochberg p-value 705 

correction) for segmented NHC, pixel-level image analysis parameters and clinical 706 

information. Clinical information is not reported for healthy patients (Cluster 1). 707 

Variables are described in Supplementary Table 2. 708 

 709 

Fig. 2. Distribution of genomic alterations. (a) Oncoprint visualization of mutation 710 

pattern and gene groups in myelodysplastic syndrome (MDS) patients. The top bars 711 

represent the frequency of mutations per patient. The right bars represent the 712 

frequency of patients with a given mutated gene. The bottom bars represent the 713 

survival status of each patient. (b) Oncoprint visualization of cytogenetics pattern in 714 

samples from MDS patients. The top bars represent the frequency of the described 715 

karyotype aberrations per patient. The right bars represent the frequency of patients 716 

with a given karyotype aberration. 717 

 718 

Fig. 3. Supervised learning on bone marrow (BM) morphological features. (a) 719 

Heatmap displaying area under the receiver operating characteristic curve (AUROC) 720 

values of elastic net-regularized logistic regression models. The left-most column 721 

shows the number of samples included in the analysis and the cell color represent 722 

the distribution of the binary variables to be predicted. The following two columns 723 

inform the AUROC values of the models in the training (2/3) and test (1/3) dataset in 724 

the tile-level images and the last two columns at the tissue microarray (TMA) spot 725 

level. Abbreviations used for predicted variables; SPLICINGmut: spliceosome 726 

mutations. CELLDIFFERENTIATIONmut: mutation in genes regulating cell 727 

differentiation. CELLCYCLEmut: mutation in genes regulating cellcycle. 728 

DNACHROMATINmut: mutation in genes regulating DNA chromatin structure. 729 
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RASmut: mutation in NRAS or KRAS. ABNCHR: presence of any abnormal 730 

chromosome. IDHmut: mutation in IDH1 or IDH2. OS2y: overall survival event within 731 

2 years of follow-up. RASPATHWAYmut: mutation in genes regulating RAS pathway. 732 

AML2y: progression to AML within 2 years of follow-up. AZA: azacytidine treatment 733 

response. (b) Similar plot for elastic net-regularized linear regression models. The 734 

left-most column shows the Spearman correlation value in the training dataset and 735 

right-most in the test dataset. (c) Tile-level (left) and TMA spot-level (right) AUROC 736 

for the logistic regression of monosomy 7 and (d) ASXL1 mutation status. The 737 

analysis shows the consistency of the predicted and true occurrence of an aberration. 738 

(e) Scatter plot for the Spearman correlation (x-axis) between logistic regression 739 

predicting mutation status and the observed gene variant allele frequency for 740 

individual genes or number of genes mutated for functional pathways. (f) Linear 741 

regression (R represents Spearman correlation) between prediction probability of 742 

ASXL1 mutation and its detected variant allele frequency. (g) Wilcoxon comparison 743 

for predicted mutation probability and detected frequency of altered genes in the RAS 744 

pathway. (h) Linear regression (R represents Spearman correlation) between the 745 

predicted and observed IPSS-R score in the training (left) and test (right) datasets. 746 

 747 

Fig. 4. Interpretation of supervised prediction models. (a) Correlation matrix for 748 

logistic and linear regression model predictions (rows) and pixel-level and segmented 749 

nucleated hematopoietic cell-level (NHC) image analysis metrics aggregated per 750 

sample. The color of individual matrix cells represents the Spearman correlation and 751 

the asterisks the Benjamini-Hochberg-adjusted significance values: * p<0.05, ** 752 

p<0.01, *** p<0.001. Variables are described in Supplementary Table 2. (b) H&E-753 

stained TMA spots and corresponding activation maps for the prediction of 754 

myelodysplastic syndrome or myelodysplastic/myeloproliferative neoplasm diagnosis 755 
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(MDS or MDS/MPN). For the activation map, tile-level predictions have been color-756 

scaled (blue: high probability for MDS/MPN, red: high probability for MDS). (c) 757 

Scatter plot and Wilcoxon Rank-Sum test to compare NHC proportion by MDS and 758 

MDS/MPN diagnoses. Boxplots define the interquartile ranges and median values by 759 

diagnoses. (d) Image tiles representing highest and lowest computed probability of 760 

chromosome 5q deletion. (e) Scatter plot and Wilcoxon Rank-Sum test to compare 761 

the proportion of stroma and (f) nuclei eccentricity (opposite of circularity) by del(5q) 762 

status. Boxplots define the interquartile ranges and median values by diagnoses. 763 











 

Supplementary Table 1. Control subject characteristics 
Sex Age at sampling Bone marrow biopsy indication 
male 69 Persistent erythrocytosis, leukocytosis and thrombocytosis 

female 57 Persistent thrombocytopenia 
male 60 Persistent thrombocytosis and leukocytosis 
male 61 Persistent thrombocytopenia 
male 44 Persistent eosinofilia 
male 65 Persistent anemia 

female 40 Persistent thrombocytosis and leukocytosis 
female 44 Persistent thrombocytosis and erythrocytosis 
female 82 Persistent thrombocytosis 
male 54 Persistent erythrocytosis 

female 43 Persistent anemia and leukopenia 

*Control subjects have not been diagnosed with any hematologic malignancy, chronic infection 
nor autoimmune disorder and are no longer under active surveillance at the Department of Hematology. 

  



Supplementary Table 2. Catalog of pixel classification and intercellular metrics from segmented white blood 
cells. 

Abbreviation Definition 

Stroma Proportion of fibrous stroma and bone trabeculae from the bone 
marrow tissue microarray spot 

WBC Proportion of white blood cells from the bone marrow tissue 
microarray spot 

RBC Proportion of red blood cells from the bone marrow tissue 
microarray spot 

Lipid droplet Proportion of lipid droplets from the bone marrow tissue microarray 
spot 

Nucleus_Area Area of the nucleus from segmented cells 
Nucleus_Perimeter Perimeter of the nucleus from segmented cells 
Nucleus_Circularity Circularity of the nucleus from segmented cells 
Nucleus_Max_caliper Maximum caliper of the nucleus from segmented cells 
Nucleus_Min_caliper Minimum caliper of the nucleus from segmented cells 
Nucleus_Eccentricity Eccentricity of the nucleus from segmented cells 

Nucleus_Hematoxylin_OD_mean Optical density mean of deconvoluted  hematoxylin stain of the 
nucleus from segmented cells 

Nucleus_Hematoxylin_OD_sum Optical density sum of deconvoluted  hematoxylin stain of the 
nucleus from segmented cells 

Nucleus_Hematoxylin_OD_std_dev Optical density standard deviation of deconvoluted  hematoxylin 
stain of the nucleus from segmented cells 

Nucleus_Hematoxylin_OD_max Optical density maximum value of deconvoluted  hematoxylin stain 
of the nucleus from segmented cells 

Nucleus_Hematoxylin_OD_min Optical density minimum value of deconvoluted  hematoxylin stain 
of the nucleus from segmented cells 

Nucleus_Hematoxylin_OD_range Optical density range of deconvoluted  hematoxylin stain of the 
nucleus from segmented cells 

Nucleus_Eosin_OD_mean Optical density mean of deconvoluted  eosin stain of the nucleus 
from segmented cells 

Nucleus_Eosin_OD_sum Optical density sum of deconvoluted  eosin stain of the nucleus 
from segmented cells 

Nucleus_Eosin_OD_std_dev Optical density standard deviation of deconvoluted  eosin stain of 
the nucleus from segmented cells 

Nucleus_Eosin_OD_max Optical density maximum value of deconvoluted  eosin stain of the 
nucleus from segmented cells 

Nucleus_Eosin_OD_min Optical density minimum value of deconvoluted  eosin stain of the 
nucleus from segmented cells 

Nucleus_Eosin_OD_range Optical density range of deconvoluted  hematoxylin stain eosin the 
nucleus from segmented cells 

NucleustoCell_area_ratio Ratio of the nucleus area to the cell area from segmented cells 
Cell_Area Area of segmented cells 
Cell_Perimeter Perimeter of segmented cells 
Cell_Circularity Circularity of segmented cells 
Cell_Max_caliper Maximum caliperof segmented cells 
Cell_Min_caliper Minimum caliper of segmented cells 
Cell_Eccentricity Eccentricity of segmented cells 

Cell_Hematoxylin_OD_mean Optical density mean of deconvoluted  hematoxylin stain of 
segmented cells 

Cell_Hematoxylin_OD_std_dev Optical density standard deviation of deconvoluted  hematoxylin 
stain of segmented cells 

Cell_Hematoxylin_OD_max Optical density maximum value of deconvoluted  hematoxylin stain 
of segmented cells 

Cell_Hematoxylin_OD_min Optical density minimum value of deconvoluted  hematoxylin stain 
of segmented cells 



Cell_Eosin_OD_mean Optical density mean of deconvoluted  eosin stain of segmented 
cells 

Cell_Eosin_OD_std_dev Optical density standard deviation of deconvoluted  eosin stain of 
segmented cells 

Cell_Eosin_OD_max Optical density maximum value of deconvoluted  eosin stain of 
segmented cells 

Cell_Eosin_OD_min Optical density minimum value of deconvoluted  eosin stain of 
segmented cells 

Cytoplasm_Hematoxylin_OD_mean Optical density mean of deconvoluted hematoxylin stain of the 
cytoplasm from segmented cells 

Cytoplasm_Hematoxylin_OD_std_d
ev 

Optical density standard deviation of deconvoluted  hematoxylin 
stain of the cytoplasm from segmented cells 

Cytoplasm_Hematoxylin_OD_max Optical density maximum value of deconvoluted  hematoxylin stain 
of the cytoplasm from segmented cells 

Cytoplasm_Hematoxylin_OD_min Optical density minimum value of deconvoluted  hematoxylin stain 
of the cytoplasm from segmented cells 

Cytoplasm_Eosin_OD_mean Optical density mean of deconvoluted  eosin stain of the cytoplasm 
from segmented cells 

Cytoplasm_Eosin_OD_std_dev Optical density standard deviation of deconvoluted eosin stain of 
the cytoplasm from segmented cells 

Cytoplasm_Eosin_OD_max Optical density maximum value of deconvoluted  eosin stain of the 
cytoplasm from segmented cells 

Cytoplasm_Eosin_OD_min Optical density minimum value of deconvoluted  eosin stain of the 
cytoplasm from segmented cells 

 
  



Supplementary Table 3. R Packages used in the analysis 
ComplexHea
tmap 2.3.2 

dendexte
nd 1.9.0 

ggdendro 
0.1-20 

corrplot 
0.84 

Hmisc 
4.2-0 

Formula 
1.2-3 

lattice 
0.20-38 

ggpubr 0.2 

magrittr 1.5 ROCR 
1.0-7 

gplots 
3.0.1 

plotROC 
2.2.1 

survAUC 
1.0-5 

survival 
2.43-1 

pROC 
1.13.0 

biglasso 
1.3-7 

ncvreg 3.11-
1 

bigmemor
y 4.5.33 

glmnet 
2.0-16 

foreach 
1.4.7 

writexl 
1.0 

reshape2 
1.4.3 

NbClust 
3.0 

factoextra 
1.0.5 

raster 2.8-4 sp 1.3-1 ggimage 
0.2.4 

RColorBre
wer 1.1-2 

readxl 
1.1.0 

uwot 
0.0.0.901

0 

Matrix 1.2-
15 

Rphenogra
ph 0.99.1 

igraph 
1.2.4.1 

forcats 
0.3.0 

stringr 
1.4.0 

dplyr 0.8.3 purrr 
0.3.3 

readr 
1.3.1 

tidyr 1.0.0 tibble 2.1.3 

ggplot2 3.2.1 tidyverse 
1.2.1 

keras 
2.2.4 

snakecase 
0.9.2 

rvcheck 
0.1.3 

lubridate 
1.7.4 

base64enc 
0.1-3 

class 7.3-
14 

circlize 0.4.8 backports 
1.1.5 

plyr 1.8.4 lazyeval 
0.2.2 

splines 
3.5.1 

tfruns 1.4 digest 
0.6.23 

htmltools 
0.4.0 

viridis 0.5.1 magick 
2.0 

gdata 
2.18.0 

fansi 0.4.0 checkmat
e 1.9.4 

cluster 
2.0.7-1 

modelr 
0.1.2 

RcppParall
el 4.4.4 

colorspace 
1.4-1 

rvest 
0.3.2 

ggrepel 
0.8.1 

haven 2.0.0 xfun 0.10 crayon 
1.3.4 

jsonlite 1.6 bigmemory
.sri 0.1.3 

zeallot 0.1.0 iterators 
1.0.12 

glue 1.3.1 gtable 0.3.0 GetoptLo
ng 0.1.8 

kernlab 
0.9-27 

shape 
1.4.4 

prabclus 
2.2-6 

DEoptimR 
1.0-8 

scales 
1.0.0 

mvtnorm 
1.0-8 

Rcpp 1.0.3 viridisLite 
0.3.0 

htmlTabl
e 1.13.2 

clue 0.3-57 gridGraphic
s 0.3-0 

reticulate 
1.12 

foreign 
0.8-71 

mclust 
5.4.2 

stats4 3.5.1 htmlwidg
ets 1.5.1 

httr 1.4.1 fpc 2.1-
11.1 

acepack 
1.4.1 

modeltools 
0.2-22 

pkgconfig 
2.0.3 

flexmix 
2.3-14 

nnet 7.3-12 ggplotify 
0.0.3 

tidyselect 
0.2.5 

rlang 0.4.4 munsell 
0.5.0 

cellranger 
1.1.0 

tools 
3.5.1 

cli 2.0.0 generics 
0.0.2 

broom 
0.5.2 

yaml 
2.2.0 

knitr 1.25 robustbase 
0.93-3 

caTools 
1.17.1.1 

RANN 
2.6.1 

nlme 3.1-
137 

whisker 
0.3-2 

xml2 
1.2.2 

compiler 
3.5.1 

rstudioapi 
0.10 

png 0.1-7 

stringi 1.4.3 trimcluste
r 0.1-2.1 

tensorflow 
1.13.1 

vctrs 0.2.1 pillar 
1.4.2 

lifecycle 
0.1.0 

GlobalOpti
ons 0.1.1 

data.table 
1.12.6 

bitops 1.0-6 R6 2.4.1 latticeExtr
a 0.6-28 

KernSmoot
h 2.23-15 

gridExtra 
2.3 

codetool
s 0.2-15 

MASS 7.3-
51.1 

gtools 3.8.1 

assertthat 
0.2.1 

rjson 
0.2.20 

withr 
2.1.2 

parallel 
3.5.1 

diptest 
0.75-7 

hms 
0.5.2 

rpart 4.1-
13 

 

 
 



Dataset (samples)
- 236 MDS
- 87 MDS-MPN
- 10 control

I Feature extraction 
with convolutional
neural networks

II Supervised
analysis

IV Pixel classification
with Trainable Weka
Segmentation

V Analysis of nucleated
hematopoietic cells with
QuPath

III Unsupervised
analysis with
UMAP

VI Model deconvolution

Supplementary Figure 1. Flowchart of the study design and the occurrence of each analysis in the manuscript.
I In transfer learning, a prior algorithm or its configurations are reused to develop a new machine learning
algorithm. Here, we repurposed settings from the ImageNet dataset commonly used for training and evaluating
image classification models.
In feature extraction, morphological patterns are identified and quantitated from H&E-stained bone marrow
images with ImageNet-pretrained convolutional neural networks (VGG16 and Xception).
II In supervised analysis, clinical variables are predicted with numerical representation of tissue patterns
(morphological features) using penalized regression models.
III In unsupervised analysis, bone marrow images are grouped based on their similarity. K-means analysis is
used to group tissue microarray (TMA) images into clusters based on their morphological features. TMA images
are split into 500 smaller images (tiles) to examine in more detail tissue patterns. Image tiles are grouped with
Phenograph clustering analysis based on their morphological features.
IV In pixel classification, we classify each image pixel (0.22 mm) as a part of nucleated hematopoietic cells,
stroma, lipid droplets or red blood cells. First, tissue areas of 10 training images are annotated into these four
groups. Then, we train a Weka Segmentation algorithm (based on pixel classification) to identify these areas
from all other images.
V Nucleated hematopoietic cells are identified and segmented by their nuclear border. Nucleus size, circularity
and H&E dye intensity are quantitated from individual nuclei using the QuPath software.
VI In model deconvolution, we correlate results of pixel classification and nucleated hematopoietic cell analysis
to the prediction probabilities of the supervised analysis. This helps us to understand which tissue and cell
characteristics are associated with morphological patterns (combination of individual visual features) seen in
certain patient subgroups.

Transfer learning FIG 1-2 Pixel classification FIG 3 Nucleated hematopoietic
cells analysis FIG 3
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Supplementary Figure 2. (a) Scatter plot of visual features in duplicate control spots. The R
correlation coefficient value has been computed with Spearman correlation. (b) Venn diagram
visualizing number and (c) gene names included in myeloid amplicon panels used in the study. Gene
names on red background are part of the HUSLAB myeloid panel (108 samples) and blue background
of the Illumina TruSight panel (30 samples). Genes included in both panels were analyzed in the
study.
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ABL1, ATRX,
BCORL1, CBLB,
CBLC, FBXW7,
GNAS, HRAS,
IKZF1, JAK3,
MLL, MYD88,

NOTCH1, PTEN

ASXL1, BCOR,
BRAF, CALR, CBL, CDKN2A,

CEBPA, CSF3R, CUX1, DNMT3A,
ETV6, EZH2, FLT3, GATA1, GATA2, 

IDH1, IDH2, JAK2, KDM6A, KIT, KRAS,
MPL, NPM1, NRAS, PDGFRA, PHF6,
PTPN11, RAD21, RUNX1, SETBP1,

SF3B1, SMC1A, SMC3, SRSF2,
STAG2, TET2, TP53, U2AF1,

WT1, ZRSR2

EP300,
CREBBP,

NF1,
SETD2
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Supplementary Figure 3. (a) Correlation plot of the visual features extracted from the VGG16 and (b)
Xception neural network configured with the ImageNet weights. For visualization purposes 25%
(n=512) of the features used in the analysis are plotted here.
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Supplementary Figure 4. Heatmap displaying area under the receiver operating characteristic curve (AUROC) values of
(a) elastic net-regularized logistic regression models. Rows represent individual models and row names the predicted end
point, the convolution neural network (Xception or VGG-16), elastic net alpha penalization (Lasso, Ridge or Enet) and
lambda value (Lambda min or 1se). The left-most column shows the number of samples included in the analysis. The
following two columns inform the AUROC values of the models in the training (2/3) and test (1/3) dataset in the tile-level
images and the last two columns at the tissue microarray (TMA) spot-level. The color grading reflects AUROC value [0.5-
1.0]. (b) Similar plot for elastic net-regularized linear regression models. Rows represent individual models and row names
the predicted end point, the convolution neural network (Xception or VGG-16), elastic net alpha penalization (Lasso, Ridge
or Enet) and Lambda value (Lambda min or 1se). The left-most column shows the correlation value in the training dataset
and right-mostin the test dataset. The color grading reflects Spearman correlation values [0.0-1.0]. All correlations were
statistically significant (*** p<0.001).
Abbreviations. SPLICINGmut: spliceosome mutations. CELLDIFFERENTIATIONmut: mutation in genes regulating cell
differentiation. CELLCYCLEmut: mutation in genes regulating cellcycle. RASmut: mutation in NRAS or KRAS. ABNCHR:
presence of any abnormal chromosome. IDHmut: mutation in IDH1 or IDH2. OS2y: overall survival event within 2 years of
follow-up. RASPATHWAYmut: mutation in genes regulating RAS pathway. AML2y: progression to AML within 2 years of
follow-up.
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Supplementary Figure 5. Association between predicted and detected mutation occurrence. Linear
regression between prediction probability of (a) DNMT3A, (b) IDH1/IDH2, (c) KRAS/NRAS, (d)
RUNX1, (e) SF3B1, (f) SRSF2, (g) STAG2, (h) TET2 and (i) TP53 mutation (x-axis) and its detected
variant allele frequency (y-axis). (h) Linear regression for predicted (j) cell cycle, (k) cell differentiation
and (l) DNA chromatin structure regulation pathway mutation probability and detected frequency of
altered genes in respective pathway. The R correlation coefficient value has been computed with
Spearman correlation. (m) Wilcoxon comparison for predicted spliceosome regulation pathway
mutation probability and detected frequency of altered genes in the RAS pathway.
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Supplementary Figure 6. (a) Progression to AML and (b) overall survival stratified with IPSSR.
Kaplan-Meier curves are compared with the log-rank test. (c-d) Receiver operating characteristic
(ROC) curves for models developed with features extracted from convolutional neural networks (CNN),
Revised International Prognostic Scoring System (IPSSR) or their combination (CNN+IPSSR) to
predict (c) progression to AML in 2 years or (d) overall survival in 2 years. AUROCs have been
computed for CNN and CNN+IPSSR using only the test set and for IPSSR using both training and
validation sets.
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Supplementary Figure 7. Model reports for prediction of (a) MDS vs. MDS/MPN, (b) ASXL1
mutation, (c) chromosome 5q deletion, (d) abnormal karyotype, (e) progression to AML in 2 years, (f)
mutation in genes regulating cell cycle, (g) mutation in genes regulating cell differentiation, (h) complex
karyotype, (i) chromosome 7q deletion, (j) chromosome 20q deletion, (k) mutation in genes regulating
DNA chromatin structure, (l) DNMT3A mutation, (m) female gender, (n) IDH1/IDH2 mutation, (o)
chromosome 7q monosomy, (p) overall survival in 2 years, (q) KRAS/NRAS mutation, (r) mutation in
genes regulating RAS pathway, (s) RUNX1 mutation, (t) secondary MDS, (u) SF3B1 mutation, (v)
mutation in genes regulating splicesome, (w) SRSF2 mutation, (x) STAG2 mutation, (y) TET2
mutation, (z) TP53 mutation, and (aa) chromosome 8 trisomy.

Reports include plots for (i) Variable numbers of the elastic net regression models with least
crossvalidation error and best-performing penalization level. (ii) The plot with highest area under the
receiver operating characteristic (AUROC) curve to evaluate tile-level label and (iii) TMA spot level
label prediction. (iv) Two representative tile-level and TMA spot level images and activation maps
visualizing the prediction probability.
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Supplementary Figure 7b.
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Supplementary Figure 7c.
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Supplementary Figure 7d.
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Supplementary Figure 7e.
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Supplementary Figure 7f.



T
IL

E
T

M
A

 S
P

O
T

Higher probability of mutation in genes regulating cell differentiation

Low probability High probability

iiii ii

iv

g

Supplementary Figure 7g.
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Supplementary Figure 7h.



T
IL

E
T

M
A

 S
P

O
T

Higher probability of chromosome 7q deletion

Low probability High probability

iiii ii

iv

i

Supplementary Figure 7i.
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Supplementary Figure 7j.
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Supplementary Figure 7k.
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Supplementary Figure 7l.
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Supplementary Figure 7m.
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Supplementary Figure 7n.
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Supplementary Figure 7o.
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Supplementary Figure 7p.
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Supplementary Figure 7q.
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Supplementary Figure 7r.
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Supplementary Figure 7s.
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Supplementary Figure 7t.
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Supplementary Figure 7u.
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Supplementary Figure 7v.
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Supplementary Figure 7w.
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Supplementary Figure 7x.
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Supplementary Figure 7y.
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Supplementary Figure 7z.
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Supplementary Figure 7aa.
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Supplementary Figure 8. (a) Scatter plot of the Euclidean distance between the diagnose sample of
an index patient and the follow-up sample of the index patient (x-axis) compare with a sample from a
non-index patient (y-axis). The Euclidean distance represents the similarity of the visual features of two
samples. The R correlation coefficient value has been computed with Spearman correlation. (b) Scatter
plot and Wilcoxon Rank-Sum test to compare Euclidean distance as in previous figure. Boxplots define
the interquartile ranges and median values by diagnoses. (c) Scatter plot of the Euclidean distance
between the samples taken during administration of a hypomethylating agent (HMA) to samples taken
before or after HMA (Non-HMA). (d) Scatter plot and Wilcoxon Rank-Sum test to compare Euclidean
distance as in previous figure.
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Supplementary Figure 9. (a) Example results of pixel classification. Upper row shows H&E-stained
bone marrow (BM) biopsy cores. Lower row shows results of pixel classification. (b) Confusion matrix
of the classification accuracy of the pixel classification. Upper plot shows absolute pixel classification
results of the 10 manually annotated test set images and the lower plot their proportions. (c) Tissue
mask creation. I. H&E-stained tissue microarray core of BM biopsy. II. Binary image of image I. III. The
binary image mask has been dilated and empty holes filled. IV. Filled holes in image III are visualized
here with white color. V. The final image mask consists of combined white areas in images II and IV.
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Supplementary Figure 10. Hematoxylin and eosin-stained bone marrow tissue (left) and results from
cell segmentation where red-colored boundaries delimit individual nuclei (right) at two different
magnification.
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