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PREFACE 

The aim of this thesis, “Lateral modulation in center-surround sinusoidal gratings: 

divisive inhibition and neural mechanism of perceptual filling-in”, is to investigate the underlying 

mechanisms of lateral modulation in visual phenomena such as perceptual filling-in by means of 

psychophysics, computational modeling, and neuroimaging techniques. The thesis is composed 

of five chapters: Chapter 1 contains the General Introduction with an in-depth literature review, 

Chapter 2 to 4 incorporate the three main studies and Chapter 5 captures Concluding Remarks 

that contains summaries of the above-mentioned studies as well as a general discussion. 

Two articles based on the first two studies have been published in Journal of Vision 

(impact factor > 1.5) on September 4th 2020 and February 22nd 2022, whereas the manuscript of 

the third study has been submitted to Scientific Reports (impact factor > 1.5) and was accepted 

on September 15th, 2022. Chapter 2 to 4 include the pre-print versions of the first two published 

studies and the accepted version of the third study. The manuscripts of all studies have been 

formatted according to the APA (American Psychological Association) 7th Edition guidelines. 

Figure, Table, and Equation numbers have been listed in ascending order. All references are 

merged into one bibliography following Chapter 5. Supplementary files and figures have been 

merged and ordered accordingly in the Appendix at the end of the thesis. The raw data and model 

results are provided as supplementary materials in Excel format and can be accessed online 

(Study 1: https://doi.org/10.1167/jov.20.9.5; Study 2: https://doi.org/10.1167/jov.22.2.13) are not 

included in the current thesis. No further changes have been made to the text of the published 

articles. 

https://doi.org/10.1167/jov.20.9.5
https://doi.org/10.1167/jov.22.2.13
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ABSTRACT 

Lateral modulation refers to the phenomenon that the percept of a test stimulus can be 

modified by a surrounding pattern. Lateral modulation is ubiquitous throughout the visual 

system. Thus, understanding the underlying mechanism of lateral modulation can not only unveil 

the fundamental properties of visual system but also have the potential to increase our 

understanding of how eye diseases such as macular degeneration that leads to scotoma impact on 

visual perception. The purpose of this project is to study lateral modulation by investigating 

visual phenomena such as perceptual filling-in and orientation-specific lateral inhibition by 

means of psychophysics, computational modeling, and neuroimaging techniques. To address the 

missing pieces of this puzzling phenomenon, this project defines three goals: 1) To study multiple 

lateral modulation effects such as center-surround interaction and perceptual filling-in with new 

paradigms; 2) to analyze the observed lateral modulation effects with a computational model; and 

3) to understand the neural mechanism underlying perceptual filling-in. 

Three studies have been conducted. Within the first two studies, we established an 

orientation adaption paradigm in which center-surround sinusoidal gratings are used as adapters 

to estimate the amount of tilt-aftereffect (TAE) induced onto the percept of the subsequent target. 

In Study 1, we selectively adapted the center, the surround, and both the center and surround 

regions and measured the tilt-aftereffect on the subsequently presented target. The TAE was the 

strongest in the center-only condition, intermediate in the center plus surround condition, and the 

weakest in the surround only condition. The difference between the center and both center and 

surround conditions indicated a lateral inhibition effect from the surround. Perceptual filling-in 

arose in the surround-only condition thus allowed us to investigate the filling-in effect. The TAE 

occurred even when no physical stimulus was presented at the target location during adaptation, 
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and the TAE was more pronounced when filling-in was reported. In Study 2, we independently 

manipulated the adapter center and surround orientations and measured the TAE. We discovered 

that the lateral inhibition we found in Study 1 was orientation specific. We developed a divisive 

inhibition model that could explain both the adaptation effect and the lateral modulation effects in 

the empirical data of Study 1 and 2. In the third study, we implemented functional magnetic 

resonance imaging to study lateral modulation by presenting radial sinusoidal gratings that 

activates either the center, the surround, or both the center and surround regions in both left and 

right visual fields. When the surround pattern was added to the central pattern, the blood-oxygen 

level-dependent signal decreased in V1 to V3 regions, suggesting a lateral inhibition effect. The 

multivariate pattern analysis revealed that trained linear classifiers could differentiate between 

filling-in and non-filling-in trials, indicating that the neural activation pattern was different 

between the two percepts although the stimuli were the same.  

The current PhD project demonstrated effective paradigms that provided new evidence in 

lateral modulation in human vision. Our computational model captured both the adaptation and 

lateral modulation aspects in the data. The empirical findings and modeling results provide new 

evidence in the neural mechanism of perceptual filling-in. These paradigms and model have the 

potential to improve the understanding of how the brain adapts to eye diseases that could 

potentially lead to better detection techniques and rehabilitation programs. 
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1. CHAPTER 1: INTRODUCTION 

1.1 Research Background  

Humans are visual creatures. In other words, we rely heavily on our visual system. Its 

function is to analyze and understand the images entering our eyes to help us navigate the world 

around us. To accomplish this, the visual system must process the inputs and recognize individual 

elements within the visual field. Doing so requires a hierarchical processing starting from the 

retina, subcortical regions such as the lateral geniculate nucleus, primary visual cortex, to other 

higher visual areas. In the natural world, a visual element rarely appears on its own. And it is 

well-known that the percept of one element can be drastically altered by the presence of nearby 

elements. Many visual phenomena such as tilt illusion (Figure 1.1A), in which the perceived 

orientation of the center is tilted away from the surround orientation (Blakemore et al., 1970; 

Gibson, 1937a), Ebbinghaus illusion (Figure 1.1B), where the perceived size of the center disk 

depends on the size of the surround inducers (Ebbinghaus, 1902; Roberts et al., 2005; Wundt, 

1898), and visual crowding (Figure 1.1C), in which the center target detection or recognition is 

deteriorated in the presence of surround flankers (Andriessen & Bouma, 1976; Levi, 2008), 

directly result from the interaction between the center and its surround elements. Perceptual 

filling-in (Figure 1.1D), in which the visual system compensates the missing information within 

the center by interpolating information from the surround, is yet another example of this 

interaction process (Pessoa & De Weerd, 2003). This center-surround interaction is often termed 

lateral modulation. Lateral modulation reveals that neurons responding to different visual field 

regions interact with each other to determine the final percept. Unraveling how this long-range 

interaction is achieved remains one of the fundamental challenges for visual neuroscientists. 
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Figure 1.1  

Visual phenomena resulting from lateral modulation 

 

Note. This figure demonstrates four different kinds of visual phenomena that are the consequences of the interaction 

between center and surround visual elements. A. Tilt illusion. The center grating circled by the contour is physically 

vertical but perceived as tilted to the counterclockwise direction due to the presents of the clockwise surround. B. 

Ebbinghuas illusion. The two blue disks in the center on the left and right are identical. However, the left center disk 

is perceived as smaller than the right one when we place larger surround disks on the left and smaller ones on the 

right. C. Visual crowding (adapted from the stimuli used in Malania, Pawellek, Plank and Greenlee (2020)). When 

we fixate the black fixation cross below, it is easy to detect the opening of the Landolt C on the left side, but more 

difficult on the right side due to the crowding effect from the four surrounding flankers. D. Perceptual filling-in. 

With steady prolonged fixation on the lower left red cross, the gray square, an artificial scotoma, on the upper right 

corner would disappear and be replaced by the background noise texture. The effect is enhanced with flickering 

dynamic background. 
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Over the past decades, vision scientists have put their research interests in revealing the 

underlying mechanisms of lateral modulation with numerous paradigms and methodologies. 

Evidence has shown that the lateral modulation effect can be either excitatory or inhibitory 

depending on the image features such as luminance contrast and orientation. Many have studied 

the lateral modulation mechanisms with orientation gratings with varied contrast and orientation. 

However, it is still unclear how the central orientation percept can be modified as a function of 

the surround orientation, especially during visual adaptation. Additionally, whether it is lateral 

excitation or inhibition from the surround that contributes to perceptual filling-in is still under 

debate. 

In this thesis, we address some key issues of lateral modulation that remain unsolved with 

psychophysics, computational modeling, and neuroimaging approaches. Our main objective is to 

first pinpoint how lateral excitation and inhibition are involved to determine the percept given our 

experimental manipulations of stimuli orientation. We can then further investigate the underlying 

mechanism of the observed lateral modulation effects with the help of a divisive inhibition model 

and fMRI experiment. In the following sections of Chapter 1, I first review the literature of three 

major topics: lateral modulation, divisive inhibition, and perceptual filling-in. We evaluate the 

most relevant evidence and research paradigms to emphasize the remaining unknowns in the field 

and the potential approaches to address these issues. Following the literature review, we describe 

the research questions that remain pending and discuss how we intend to answer them with the 

subsequent studies. Chapter 2 to 4 present these three studies. I then summarize the empirical 

findings and model fitting results in Chapter 5. I further examine the extend of which our findings 

address the research questions and which issues remain for future investigations. 
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1.2 Literature Review 

1.2.1 Lateral modulation in vision 

The influence of the surround pattern on the visual processing of a central stimulus has 

been the subject of many investigations (Gilbert & Wiesel, 1990; Pessoa & De Weerd, 2003). 

Such lateral modulation is observed in numerous visual phenomena such as visual crowding, tilt 

illusion, and perceptual filling-in (Clifford, 2014; Komatsu, 2006; Schwartz et al., 2007, 2009; 

Solomon et al., 2004; Spillmann & Werner, 1996). Nevertheless, the underlying neural 

mechanisms remain elusive. 

Evidence of lateral modulation can be found from early to late stages along the visual 

system hierarchy. For instance, horizontal cells (HCs) in the retina provide the first lateral 

projection in the retina (Baylor et al., 1971). Each HC receives synaptic signals from 

photoreceptors located centrally and transmits feedback signals back to those photoreceptors. 

HCs also collect signals from a larger group of photoreceptors surrounding the center 

photoreceptors. The activated surround photoreceptors send excitatory signals to the HCs and the 

HCs send inhibitory feedback to the center photoreceptors, mediating the response of the nearby 

bipolar cells and creating the typical center-surround/excitatory-inhibitory receptive fields (RFs) 

of the ganglion cells. This circular-symmetric shape of RFs can also be found in the neurons of 

the lateral geniculate nucleus (LGN). In the primary visual cortex, RFs become selective to more 

visual properties such as orientation, motion direction, luminance contrast, and even stimulus size 

(Hubel & Wiesel, 1962).  

At the cortical level, lateral modulation occurs beyond the range of the classical receptive 

field (CRF). The neuronal response can even be modulated by a stimulus placed outside of its 

neuron’s CRF. Stimuli presented in such nonclassical, or long-range, surround region alone do 
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not activate the neuron. However, such a long-range surround stimulus can nevertheless suppress 

or facilitate the CRF response when the recorded neuron is activated by a central stimulus, 

suggesting a long-range lateral modulation effect (Cavanaugh et al., 2002a, 2002b; C.-C. Chen et 

al., 2001; Maffei & Fiorentini, 1976). Many studies have studied the orientation and spatial 

frequency tuning of the center-surround modulation and found that it has similar feature selection 

as those of the CRF, suggesting that the lateral modulation is feature specific (Blakemore & 

Tobin, 1972; Cavanaugh et al., 2002b; C.-C. Chen et al., 2001; DeAngelis et al., 1994; Gilbert & 

Wiesel, 1990; Ozeki et al., 2004; Sillito et al., 1995). Some groups presented an expanding patch 

or annulus beyond the CRF and discovered two surround areas (near and far surrounds) that 

affect the CRF response differently depending on the contrast used (Angelucci & Bressloff, 2006; 

Ichida et al., 2007; Sengpiel et al., 1997; Shushruth et al., 2009).  

Another common strategy to study lateral modulation is using the lateral masking 

paradigm, in which a Gabor target, or a sinusoidal grating windowed by with a two-dimensional 

Gaussian function, is presented with Gabor flankers (Polat & Sagi, 1993; Zenger & Sagi, 1996). 

Psychophysics studies reported that when the target and flankers were collinear and of parallel 

orientation, the target detection threshold was reduced, suggesting a facilitation effect, whereas 

when the flanker and target were orthogonal to each other, no facilitation was found. Solomon 

and colleagues (1999) examined such collinear facilitation flanker effect by using flankers of the 

same or opposite-sign contrast and discovered that the opposite-sign flankers created weaker 

facilitation than the same-sign flankers. Chen and Tyler (2001, 2002) employed a dual-mask 

paradigm to investigate the flanker effect by adding a pedestal of various contrast levels 

occupying the same spatial location as the target. Without the flankers, the target threshold first 

decreased (facilitation) then increased (suppression) as the pedestal contrast increased. The 

collinear flankers produced facilitation at low pedestal contrast and suppression at high pedestal 
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contrast. The orthogonal flankers did not produce the facilitation and only contributed 

suppression at high pedestal contrast. The authors concluded that two flanker modulation effects 

were involved: one narrowly tuned to and the other broadly tuned to flanker orientation. A 

contrast gain control model was used to explain their data, suggesting that the observed lateral 

modulation was subject to a divisive inhibition process. In a single cell recording study, Chen and 

colleagues (2001) measured the contrast response functions of neurons in cat visual cortex and 

reported various types of flanker effects in different types of cells depending on the stimulus 

contrast and orientation in agreement with psychophysics studies in humans (C.-C. Chen & 

Tyler, 2001, 2002). In a later fMRI experiment, Chen (2014) explored the neural correlates 

corresponding to these two inhibitory components.  

The tilt illusion in combination with its temporal counterpart, tilt-aftereffect (TAE), are 

two visual phenomena frequently studied in human vision that are related to lateral modulation 

effect (Clifford, 2014). The tilt illusion, first reported by Gibson (1937a), describes how an 

oriented pattern surround could affect the perceived orientation of a central pattern. When two 

orientations are close to each other the central orientation is perceived tilted away from the 

surround. This effect is often termed repulsion. In contrast, when the two orientations are farther 

away, the perceived central orientation is closer to the surround. This effect is instead termed 

attraction or assimilation. Solomon and colleagues  (2004) presented a vertical Gabor target 

alongside with two Gabor flankers of various orientations in the parafoveal region and examined 

the induced tilt illusion perceived for the target. The results were described in terms of the bias 

and sensitivity estimated from the target orientation response psychometric function. They 

reported a small assimilation effect with flankers of small orientation deviations from the target 

(within 5°) and a large repulsion effect with the oblique flankers (22.5° or 45° way from the 

target), indicating an orientation-specific flanker effect on the target bias. In addition, the 



    CHAPTER 1: INTRODUCTION 

23 

 

presence of flankers reduced the target sensitivity. In general, the flanker orientation that induced 

most bias also reduced target sensitivity the most except for the vertical and horizontal flankers. 

The vertical and horizontal flankers induced little bias but decreased a fair amount of target 

sensitivity. Solomon and Morgan (2006) presented targets and flankers to their observers’ foveal 

area and reported similar results. Different from the parafovea, they found little to no target 

sensitivity loss when the target and flankers were parallel to each other. The authors therefore 

suggested that the lateral modulation effect in the tilt illusion in the fovea and parafovea might 

involve different processes.  

The TAE, on the other hand, describes the phenomenon that when we first adapt the 

visual system to one orientation, a subsequently presented stimulus is seen tilted away from the 

adapting orientation (Gibson, 1937b; Gibson & Radner, 1937). Researchers have reported 

interesting results when tilt-illusion and TAE are combined. For example, Magnussen and 

Kurtenbach (1980) discovered that when a second orientation pattern was added to the first 

adapting pattern, the TAE decreased, indicating a lateral inhibition effect between the two 

adapting patterns. A similar effect was reported by Kurtenbach and Magnussen (1981). Later, 

Greenlee and Magnussen (Greenlee & Magnussen, 1987, 1988) presented two alternating 

orientation patterns with varied spatial frequencies and orientations during the adaptation period. 

When the two adapting patterns were of the same spatial frequency or orientation, the contrast 

threshold of the following contrast increased, suggesting an inhibitory effect. On the contrary, as 

the two adapting patterns became dissimilar to each other, the target threshold decreased even 

below the baseline condition where one adapter was interleaved with a blank (zero contrast) 

screen, suggesting the existence of disinhibition. The motion aftereffect (MAE), an adaptation 

effect closely related to TAE, describes that a drifting adapting grating could make a 

subsequently viewed static grating appear moving in the opposite direction (Anstis et al., 1998; 
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Mather & Harris, 1998). Falkenberg and Bex (2007) investigated the lateral modulation effect in 

MAE by adding surround adapting pattern that varied in its orientation and drift direction, spatial 

frequency, and temporal frequency. They discovered a lateral inhibition effect that reduced the 

MAE when a drifting surround was added. The lateral inhibition effect was strongest when the 

adapter surround shared the same features of the adapter center, suggesting an orientation-

specific lateral modulation effect.  

Others have presented sinusoidal gratings in the center and surround regions of the visual 

field and measured the center target contrast detection and discrimination thresholds. For 

example, Cannon and Fullenkamp (1991) reported suppressive surround modulation effect on the 

target perceived contrast when they presented a high-contrast annular surround pattern along with 

the target. The surround suppression increased as the width of the surround annulus increased and 

decreased as the space between the center and surround increased. The center and surround 

gratings in Cannon and Fullenkamp (1991) were always of the same orientation, i.e. iso-oriented. 

In a similar contrast perception paradigm, Yu and colleagues (2001) manipulated the surround 

contrast and orientation and measured the surround effect on the center target perceived contrast. 

They found that, at all surround contrasts, iso-oriented surround suppressed the perceived target 

contrast. Interestingly, the cross-orientation surround, a grating with an orientation orthogonal to 

that of the target, increased the target perceived contrast, especially at higher surround contrast, 

suggesting instead a facilitative surround effect. The iso-orientation suppression sustained and 

decreased slowly as the center-surround gap increased, whereas the cross-orientation facilitation 

decreased more rapidly with increased gap. Meese et al. (2007) presented annular and 

superimposed masks with varied sizes to study how different cross-oriented patterns affect the 

center target contrast detection and discrimination thresholds. At low spatial frequency, they 

found evidence of cross-orientation facilitation in the annular mask, at intermediate mask contrast 
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and cross-orientation suppression in the superimposed mask, as mask contrast increased. At 

higher spatial frequency, both mask types induced surround facilitation at intermediate mask 

contrast, indicating that the cross-orientation lateral effects depended highly on the stimulus 

contrast and spatial frequency. In a later study, Meese and colleagues (2009) compared the cross-

orientation effects in the fovea and periphery with these two mask types. In the periphery, either 

mask induced suppressive effect as mask contrast increased, with the parallel annular mask 

creating a saturation effect. In the fovea, the overall target threshold decreased compared to the 

periphery, the cross-oriented and parallel annular masks induced little suppression, whereas the 

cross-oriented superimposed mask showed a similar pattern of results in the fovea and periphery. 

In a fMRI study, Brouwer and Heeger (2011) showed evidence of such a cross-orientation 

suppression in human V1. They presented a vertical target grating and a superimposed horizontal 

mask grating with various luminance contrast levels and measured the BOLD (blood-oxygen 

level-dependent) activation during the stimulus presentation. They identified orientation channels 

corresponding to subpopulations of neurons with a forward model (Brouwer & Heeger, 2009) 

and reported that the channels tuned to the target orientation showed decreased activation as 

mask contrast increased. In contrast the channels tuning to the mask orientation exhibited a 

reduction in activation as target contrast increased. Along with the tilt illusion and orientation 

adaptation, these studies demonstrate the power of manipulating the orientations of the center and 

surround gratings and how this cross-orientation paradigm could provide insights into how the 

center and surround regions interact with each other at different eccentricity and center-surround 

configurations. 

Perceptual filling-in is another visual phenomenon that closely related to lateral 

modulation. Filling-in, or perceptual completion, is the perceptual tendency of observers to 

perceive an illusionary visual pattern in a central intermittent blank region that matches the 
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surround texture. Such a completion process suggests the existence of an interaction between the 

center and the surround regions in a way that the visual system interpolates the information 

provided by the surround pattern, filling in the missing information. Filling-in can be observed in 

the area of the blind spot (Komatsu et al., 2000; Ramachandran, 1992). The blind spot is the part 

of the visual field that corresponds to the region (optic disk) on the retina lacking photoreceptors 

where the optic nerve exits the eye. Even though there are no photoreceptors in the optic disk on 

the retina, we rarely experience the percept of a blank spot in daily life even with monocular 

viewing. Instead, we perceive a continuous and uninterrupted visual world. Matsumoto and 

Komatsu (2005) presented a bar stimulus in the blind spot of macaque monkeys and human 

participants with one end of the bar fixed at a location outside of the blind spot and the other end 

changing position. When the changing end of the bar exceeded the blind spot, human participants 

reported that perceptual completion occurred, and a complete bar was seen crossing through the 

blind spot. Similarly, in a human study, Spillmann and colleagues (2006) presented frames of 

color and texture of different width around the contour of the blind spot and determined that a 

frame width as narrow as 0.05° visual angle was enough for color and 0.2° for texture to be 

filled-in within the blind spot.  

Filling-in can also be induced in the regions outside the blind spot in healthy observers. 

Ramachandran and Gregory (1991) found that a blank region absent of stimuli, i.e. an artificial 

scotoma, in the periphery surrounded by a dynamic random dot pattern would fade away and be 

perceived as being replaced by the surrounding pattern after prolonged steady fixation. Such 

artificial scotoma paradigm is an ideal tool to study perceptual filling since it has a definite and 

measurable onset time, easily controllable size and location, and can be reproduced across 

observers (De Weerd et al., 1995, 1998; Morgan et al., 2007; Spillmann & Kurtenbach, 1992). 

Evidence showing that filling-in induced in one eye can be transferred to the other eye suggesting 
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that such filling-in has a cortical origin (Paradiso & Nakayama, 1991). Such slow filling-in can 

be sped up by briefly adapting the scotoma contour (Anstis, 2013; Anstis & Greenlee, 2014), 

indicating that the stimulus border plays an crucial role during the filling-in process. 

Filling-in can also occur in the retinal scotoma, the visual field area where vision is lost 

due to damages of the visual pathways in patients suffering from macular degeneration. Such 

filling-in could cause the patients to become unaware of or to underestimate the scotoma size 

(Crossland & Rubin, 2007; Pessoa & De Weerd, 2003; Zur & Ullman, 2003). Zur and Ullman 

(2003) measured the filling-in in central scotoma caused by age-related macular degeneration. 

Such filling-in is associated with central vision loss resulting from macular atrophy and it can 

lead to cortical reorganization to some extent. A computational model that simulated cortical 

reorganization was proposed to explain the filling-in of the retinal scotoma (McManus et al., 

2008). In the paper of Zur and Ullman (2003), the authors reported that the perceptual completion 

happening in the retinal scotoma had a larger scale than that recorded in the artificial scotoma in 

the periphery. In addition, the retinal scotoma filling-in happened instantaneously, contrary to the 

artificial scotoma filling-in which required prolonged fixation time to occur. These findings 

suggest that these two different types of perceptual filling-in might involve very different neural 

mechanisms.  

Filling-in can also be induced instantly in some visual illusions such as the Craik–

O'Brien–Cornsweet illusion (Cornsweet, 1970), where the perceived lightness of a gray region is 

enhanced or reduced by the edges of a central border, resulting in a “spreading out” of the border 

luminance contrast. Similarly, in the watercolor illusion effect, the color of the border on one side 

can appear to spread out throughout an uniform region until it reaches the border on the opposite 

side of the object (Pinna et al., 2001, 2003). The neon color spreading illusion describes the 
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situation when the illusory color appears to spread out but to be contained within an illusory 

border of a disk (Bressan et al., 1997). Another visual illusion related to filling-in is Kanizsa 

triangle, in which inward facing Pac-man inducers can create an illusory surface provided with 

the appropriate configuration (S. Chen et al., 2018; Grossberg & Mingolla, 1985; Kanizsa, 1979, 

1987). These fast filling-in effects demonstrate again the importance of the border during the 

process. 

1.2.2 Divisive inhibition and lateral modulation 

Divisive inhibition, also termed contrast gain control or normalization, describes the 

nonlinear neural response as an excitation component computed by a linear operator being raised 

by a power then divided by an inhibitory component plus a normalizing constant (Carandini & 

Heeger, 2012; Foley, 1994; Heeger, 1992). Such a normalization process has been proposed to 

explain the neural responses in the retina (Boynton & Whitten, 1970), LGN (Bonin et al., 2005), 

and the primary visual cortex (Albrecht & Geisler, 1991; Heeger, 1991, 1992). Many authors 

have proposed divisive inhibition models to explain visual phenomena such as pattern masking 

(Brouwer & Heeger, 2011; Foley, 1994; Meese & Holmes, 2002; Watson & Solomon, 1997), tilt 

illusion (Solomon et al., 2004), lateral masking (C.-C. Chen et al., 2001; C.-C. Chen & Tyler, 

2002), and adaptation effect (Foley & Chen, 1997; Ross & Speed, 1991; Wilson & Humanski, 

1993).  

To explain the tilt illusion, Blakemore et al. (1970) proposed a pooling model. In this 

model, the neural response of one orientation detector in the visual cortex of a hypercolumn is 

determined by an excitation that is narrowly tuned to a specific orientation range and a broad-

band inhibition. The final orientation percept of an oriented stimulus depends on the population 

response of all orientation detectors, with the detector tuned to the stimulus orientation being 
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optimally excited and those tuning to other orientations inhibited. When two closely placed 

oriented gratings have similar orientations, the two response distributions of detector neurons 

from two hypercolumns would inhibit each other and bias each population response away from 

their original orientation percept. The inhibitory response of one orientation detector could 

decrease the response of another detector when the two orientations were close to each other, 

therefore pushing the actual perceived orientation away from its physical orientation, resulting in 

the repulsion effect in the tilt illusion. However, such a pooling model failed to explain the data 

in Solomon and colleagues (2004), where the author reported a large repulsion effect with 

distractors of target deviations and a small assimilation effect with distractors of small deviations. 

The pooling model would instead predict that the assimilation effect to be larger than the 

repulsion effect. Solomon et al. (2004) proposed an alternative divisive inhibition model in which 

sensitivity modulation was considered. The author further processed an opponent process in 

which each neuron tuned to an orientation is paired to another neuron tuned to the opposite 

orientation with respect to a reference (e.g., vertical orientation). The orientation percept of the 

system is determined by the neuron pair of the greatest response difference. When this opponent 

process was considered in the model, their model could also explain the loss of sensitivity that 

was related to visual crowding in the presence of flankers. Such a model could better capture the 

tilt illusion data in the parafovea (Solomon et al., 2004) and the tilt illusion data in the fovea 

(Solomon & Morgan, 2006). Divisive inhibition has also been implemented to explain the lateral 

modulation effect in the lateral masking paradigm (Snowden & Hammett, 1998; Solomon et al., 

1999). In a single cell recording study, Chen and colleagues (2001) measured the contrast 

response functions of neurons in cat visual cortex. They presented a target Gabor inside the 

neuron CRF and flankers outside of the CRF. The authors reported four types of flanker effects in 

different types of cells depending on the stimuli contrast and orientation: 1) a flanker effect that 
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increased the response to a low contrast target but suppressed the response to a high contrast 

target, 2) an expansive facilitative flanker effect that increased the target response when the target 

was of high contrast without suppression at low target contrast, 3) an expansive suppressive 

flanker effect at higher target contrast and no facilitation at low target contrast, and 4), the exact 

opposite of the first type, a flanker effect that increased high contrast target response and 

decreased low contrast target response. Such results demonstrated the multifaceted nature of the 

long-range modulation effect that depends on the stimulus features. In a psychophysics set up, 

Chen and Tyler (2001) presented two flankers above and below the target and pedestal and 

measured the target discrimination threshold under different pedestal contrast. Without the 

flankers, the target contrast first decreased (facilitation) then increased (suppression) as the 

pedestal contrast increased, demonstrating the typical dipper TvC (threshold vs. contrast) 

function. With the flankers, the target threshold decreased at low pedestal contrast, suggesting a 

facilitative flanker effect, whereas the target threshold increased at higher pedestal contrast, 

indicating a suppressive effect. Later in 2002, Chen and Tyler manipulated the orientation of the 

flanker and found that the facilitative flanker effect at low pedestal contrast was narrowly tuned 

to the flanker orientation and decreased as the flanker orientation deviated from the target and 

pedestal orientation. On the other hand, the pedestal masking enhancement effect at higher 

pedestal contrast remained mostly the same regardless of the flanker orientation. Altogether, 

when the flanker was present, the TvC function had a horizontal shift to the lower pedestal 

contrast direction.  

Such a long-range flanker modulation effect cannot be fully captured by the traditional 

divisive inhibition model, which assumes that the flanker influence on the target is additive. The 

model predicts that the flanker effect would become neglectable at higher pedestal contrast 

(Morgan & Dresp, 1995; Snowden & Hammett, 1998; Solomon et al., 1999). Therefore, to 
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account for all aspects of the flanker effect, Chen and colleagues proposed a lateral sensitivity 

modulation model which captures the lateral interaction between neighboring cells that modulate 

the target cell sensitivity in terms of excitation and inhibition (for similar models, see Xing and 

Heeger (2001) as well as Cavanaugh, Bair and Movshon (2002a)). The model implemented two 

multiplicative sensitivity modulating parameters, one in the nominator and the other in the 

denominator, of the response function. These two multiplicative parameters represent the long-

range flanker effect and could fully capture the changes in target response when flankers were 

added to the target. Similar models has successfully explained modulation effect on target 

threshold in the dual masking paradigm in Chen and Tyler (2001, 2002).  

Most of these models focused on explaining the lateral modulation effect in contrast 

detection and discrimination. Only a few studies have explored models that apply divisive 

inhibition in the orientation domain, especially in the tilt aftereffect. Even fewer studies have 

approached perceptual filling-in with normalization models to understand the underlying 

mechanism. Therefore, a major goal of this thesis is to develop a divisive inhibition model that 

can capture the lateral modulation effects, including perceptual filling-in, on the perceived 

orientation of the central stimulus. 

1.2.3 Neural Mechanism of Perceptual Filling-in 

The abundance of filling-in evidence has led to two major theories of the underlying 

mechanism (Komatsu, 2006). The first is the symbolic, or the cognitive, theory which proposes 

that the scotoma region due to lack of visual input is being represented by the surround pattern in 

higher-level areas along the visual hierarchy (Pessoa et al., 1998; von der Heydt et al., 2003). 

Such a theory suggests that filling-in simply involves a passive process, in which the higher-level 

visual system simply ignores the missing information from entering consciousness. The symbolic 
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theory would therefore predict invariant cortical activities regardless of whether filling-in is 

perceived or not. The second is the isomorphic theory which implies that filling-in involves an 

active process enabling the reconstruction of the missing information in the filled-in region based 

on the surrounding pattern (De Weerd et al., 1995; Meng et al., 2005). Contrary to the prediction 

of the symbolic theory, the isomorphic theory would predict changes of neural responses in the 

early visual cortex reflecting lateral interactions during filling-in. Recent neural evidence favors 

the isomorphic theory. That is, filling-in results from the lateral interaction between the central 

filled-in region and the surround. For example, Matsumoto and Komatsu (2005) reported an 

increase of neural activities in macaque V1 when the bar stimulus was filled-in at the blind spot. 

Such a finding has later led to a computational theory explaining the underlying neural 

mechanism of filling-in at the blind spot (Satoh & Usui, 2008). In human V1, Sasaki and 

Watanabe (Sasaki & Watanabe, 2004) found that the BOLD signal increased in the blank region 

where neon color spreading occurred, suggesting a feedback process from higher-level visual 

areas. Similarly, Weil and colleagues (2007) reported that magnetoencephalographic (MEG) 

responses in the filled-in areas were correlated with the subjective percept of filling-in. These 

research results support the notion that an active processing is involved when the unstimulated 

area is filled in by the surround pattern.   

In theory, there are two non-exclusive ways such an active process during filling-in can be 

achieved. The first is the excitatory lateral processing. As suggested by Ramachandran & 

Gregory (1991), it implies that the neurons with RFs corresponding to the surrounding stimulated 

region send excitatory inputs to the neurons with RFs covering the unstimulated region. As a 

result, the neurons responsible for the unstimulated region would be activated as if a visual 

stimulus was present. Komatsu (2006) proposed a computational model that captures such 

excitatory lateral interaction. The second is the inhibitory lateral processing, which theorizes that 
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filling-in is a product of the broadly tuned inhibitory mechanisms with widespread scope 

encompassing the blank region. Behavioral studies have shown evidence supporting involvement 

of lateral inhibition during filling-in. Evidence for inhibitory processing being involved during 

filling-in comes from the twinkle aftereffect, which describes the twinkling white noise percept 

commonly experienced in the unstimulated artificial scotoma region after the surround filling-in 

inducing pattern was turned off (Hardage & Tyler, 1995; Morgan et al., 2007). Such active 

twinkling sensation only happens after the inducer offset, hinting that it is the result of a rebound 

mechanism that is suppressed during the stimulation period when filling-in is perceived. Since 

the aftereffect always appears like white noise regardless of inducing pattern feature, such 

inhibition effect is likely to be extremely broadly tuned. Mihaylov and colleagues (2007) also 

reported that the detection threshold of Gabor patches presented in an artificial scotoma was 

elevated by surrounding dynamic noise.  

Similarly, in neuroimaging, researchers have presented evidence of lateral inhibition 

related to filling-in percept. Chen and colleagues (2005) presented high-contrast flickering 

pinwheel pattern with four 45° wedges separated by 45° blank regions. The authors found that the 

BOLD signal in the unstimulated inter-wedge regions of the human striate cortex decreased when 

the neighboring regions were stimulated, leading to the conclusion that the surround neurons sent 

inhibitory signals to the central neurons during filling-in process. In a later fMRI experiment in 

which a lateral masking paradigm was adapted, Chen (2014) further differentiated two inhibitory 

components in such lateral suppression: a general inhibition whenever the flankers were present 

and a feature-specific inhibition that occurred only when the target and flankers were collinear, 

i.e. when they had the same orientation. Mendola and colleagues (2006) reported reduced neural 

activity was found in lower-tier visual cortex (V1 and V2), whereas increased activity in higher-

tier regions (V3 and V4) was evident when a disk stimulus was filled-in with the mean luminance 
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background. The study Weil et al. (2007) reported reduced MEG power at target frequency when 

filling-in was perceived, adding further neuroimaging evidence of the involvement of lateral 

inhibition processing. In another line of work, De Weerd and associates (Peters et al., 2010; van 

de Ven et al., 2011) found an anti-phase modulation of BOLD signal in an area of constant 

luminance while the luminance of the surround changed. 

The fact that both lateral excitation and inhibition evidence has been reported reveals the 

possibility that both mechanisms are present during perceptual filling-in. One possible 

explanation is that filling-in involves a narrowly tuned excitation from the surround that leads to 

similar activation of the surround pattern in the unstimulated region as well as a broadly tuned 

inhibition which causes a rebound mechanism after stimulation offset resulting in the twinkle 

aftereffect.  

1.3 Research questions and hypotheses 

Previous research has contributed to a better understanding of how neurons with different 

receptive fields interact with each other. Nonetheless, we are far from grasping the whole picture 

of lateral modulation and its role in perceptual phenomena like filling-in.  

Tilt illusion and tilt aftereffect demonstrate how oriented patterns separated in space and 

time can alter the orientation percept (Greenlee & Magnussen, 1987, 1988; Magnussen & 

Kurtenbach, 1980; Solomon et al., 2004; Solomon & Morgan, 2006). In the tilt illusion, we 

observe how the surround orientation changes the orientation percept of the central stimulus. 

However, we do not know how such a tilted percept resulting from the lateral modulation could 

affect a subsequently presented oriented pattern. The TAE, in contrast, offers information about 

how adapted orientation detectors in the brain respond to a subsequently presented oriented 

target, but not how the adaptation effect would change in the presence of surround pattern during 
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the adaptation phase. To combine the merits and compensate for the shortcomings of each 

paradigm, one could include a surround pattern during the adaptation period to investigate how 

the surround features affects the central percept. 

Masking paradigms with lateral flankers and cross-oriented patterns show evidence of 

how surround and superimposed masks change the contrast detection and discrimination 

threshold of the central target (Cannon & Fullenkamp, 1991; C.-C. Chen et al., 2001; C.-C. Chen 

& Tyler, 2001, 2002; Meese et al., 2007; Yu et al., 2001). However, these masking paradigms 

that focused on the target contrast percept or discrimination did not provide information about 

how the target orientation percept would change as a function of the surround orientation. As 

many neurons in visual cortex are selective for stimulus orientation, it is important to understand 

how lateral modulation affects our orientation percept. One way to consider the orientation-

specific lateral modulation effect on the orientation percept is to measure how the central target 

percept changed with varied surround orientation. 

The literature on perceptual filling-in, on the other hand, reveals how the brain remaps 

sensory inputs when faced with central missing information by interpolating the surround 

information into the blank regions. However, the underlying neural mechanism remains elusive. 

In addition, many filling-in experiments used dynamic random noise or texture with small 

elements as background to study how the artificial scotoma was filled in (De Weerd et al., 1995; 

Ramachandran & Gregory, 1991) or homogeneous luminance or colored objects to investigate 

the object fading process (Mendola et al., 2006). These types of background pattern do not 

provide information about how surround orientation specifically affect the filling-in process. To 

address this issue, Sakaguchi (2001, 2006) presented an oriented surround grating to his 

observers and noted how much time required for the central oriented target to be filled-in varied 
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with surround orientation. The results showed that, as the surround orientation increasingly 

deviated from the center target, the time needed for filling-in increased, indicating that the filling-

in process depends on the stimulus orientation. Further studies are needed to fully capture to what 

extend filling-in varies as a function of the stimulus orientation of the center and surround 

stimuli. 

In the current project, we aim to bridge these gaps in the literature on lateral modulation 

effects including perceptual filling-in with paradigms using center-surround orientation gratings 

and discuss the underlying neural mechanisms with the help of computational modeling and 

neuroimaging techniques. Therefore, we defined three main research goals in the thesis: 

Goal 1: Establish Paradigms to Investigate Orientation-Specific Lateral Modulation 

Effects 

The key focus of the thesis is to understand of the neural mechanism of lateral 

modulation. We therefore presented orientation gratings with different center and 

surround orientations and measured how the manipulation affects the orientation percept. 

The paradigms we develop should a) capture the orientation effect in lateral modulation, 

b) provide information about the impact of surround modulated percept on a subsequently 

presented stimulus, and c) allow for the estimation of perceptual filling-in. Paradigms 

employing a center-surround grating with varied orientations best suit our objectives. 

With respect to psychophysics, we established a TAE paradigm that selectively adapted 

different regions of the visual field. The reason of choosing an adaptation paradigm is 

two-fold: 1) by selectively adapting different parts of the visual field with different 

patterns we can observe how the center and surround mechanisms interact with each other 

to determine the percept of a subsequently presented target. By comparing, for example, 
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the condition when both the center and surround are adapted with the condition when only 

the center is adapted, we can infer whether adding the surround increases or decreases the 

adaptation effect. An increase in the adaptation effect suggests an excitatory lateral 

modulation effect, whereas a decrease of the adaptation effect indicates an inhibitory 

lateral modulation effect. In addition, by varying the adapter surround and center 

orientations independently, we can infer how the lateral modulation changes as a function 

of the stimulus orientation. 2) The prolonged fixation period in the adaptation phase 

allows perceptual filling-in to be induced in the surround-only adapter, enabling us to 

estimate how the filled-in percept impacts the percept of a subsequently presented target. 

The presentation of the target provides a more objective and quantitative measurement of 

perceptual filling-in than simply relying on the subjective reports of observers when 

filling-in occurs. If perceptual filling-in in the unstimulated center involves an active 

lateral modulation process from the stimulated surround, we expect to detect an adaptation 

effect induced on the following target even when there is no physical overlap between the 

target and the adapter. Furthermore, we can predict how the filling-in induced TAE 

depends on the surround orientation based on previous evidence of orientation-specific 

lateral modulation effect. 

With respect to neuroimaging, we presented center-surround gratings and record 

the brain activation during stimulus presentation in the MRI scanner. As the eccentricity 

increases, the cortical magnification factor that determines how many neurons will 

respond to the visual field region decreases (Harvey & Dumoulin, 2011; Wandell et al., 

2007). Therefore, we modified and increased the size of the oriented gratings to maximize 

the brain activation that can be recorded with fMRI. We presented radial sinusoidal 

patterns that activated different regions in the visual field and measured the BOLD signals 
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by means of functional magnetic resonance imaging. By comparing how early visual areas 

respond to different center-surround stimuli we could examine the neural correlates of the 

lateral modulation effects observed already at the behavioral level. As ample evidence has 

shown that surround pattern could inhibit the center, we expect to observe inhibitory 

effect in the target brain regions when the surround pattern is added to the stimulus center. 

We also expect to find a difference in BOLD activation between trials when our 

participants report filling-in compared to trials when they do not. 

Goal 2: Explain Lateral Modulation Effects with a Divisive Inhibition Model. 

After establishing the empirical paradigm that capture different lateral modulation 

effects, we define a computational model that allows us to quantitatively examine the 

underlying mechanisms with model parameters that represent the lateral interaction 

between the center and surround during the adaptation phase. In terms of candidate 

mechanism models to explain the lateral modulation effect, some studies have proposed 

that lateral modulation is subject to a normalization process that can be depicted by 

divisive inhibition models (C.-C. Chen et al., 2001; C.-C. Chen & Tyler, 2001; Solomon 

et al., 2004; Xing & Heeger, 2001). For instance, Chen and colleagues (2001) revealed 

that their sensitivity modulation model could explain the long-range lateral effect on the 

target response function when flankers were present. We then incorporate the merits of 

previous models and develop a variant of the divisive inhibition model to explain the 

observed lateral modulation effects including perceptual filling-in and cross-orientation 

center-surround interaction. Our model should 1) reflect the population coding that 

underlies the target orientation percept by considering the inputs of multiple orientation 

detectors, comparable to the way these signals are processed in the visual cortex (Deneve 
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et al., 1999; M A Paradiso, 1988; Pouget et al., 2000), 2) capture the adaptation effect 

induced in the percept of the target, and 3) contain sensitivity modulation parameters that 

vary with the surround orientation. 

Goal 3: Understand the Underlying Neural Mechanism of Perceptual Filling-in 

The underlying mechanism of perceptual filling-in is still under debate. Some 

researchers proposed that filling-in involves a passive process; that is, the higher-level 

visual areas simply ignore the lack of visual input and represent the blank region with the 

surround features (Pessoa et al., 1998; von der Heydt et al., 2003). Therefore, no active 

neural responses are needed in the filled-in region. Others postulate that filling-in involves 

an active processing from the surround to the center; evidence supporting an excitatory 

(Matsumoto & Komatsu, 2005; Ramachandran & Gregory, 1991) and inhibitory (C.-C. 

Chen et al., 2005) active process has been reported, revealing the possibility that filling-in 

cannot be explain by a single process. Therefore, the last focus of the current project is to 

investigate the neural mechanism of filling-in with our new paradigms and proposed 

computational model in the hope of reconciling the seemingly conflicting results in the 

literature. Our adaptation paradigm reveals how the filled-in percept influences the 

percept of the subsequently viewed target. With careful examination of the computational 

modeling results of our proposed divisive inhibition model, we gain new insights into the 

underlying neural mechanisms. The fMRI experiment could provide evidence of neural 

correlates when filling-in is perceived compared to when it is not perceived. 

To fulfill these major goals, we conducted three main studies within the current thesis: In 

Study 1, we selectively adapted the center, the surround and both regions with sinusoidal grating 

adapters and observed how the orientation percept of the following target changed with different 
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adapter types (see Chapter 2). The surround-only adapter could induce perceptual filling-in in the 

center blank region, allowing us to study the effect of filled-in orientation percept on the target. 

Comparing the TAE results between different adapter type conditions should reveal how the 

adapted neurons respond to different visual field regions thereby contributing to the target 

percept. In Study 2, we manipulated the adapter center and surround orientation to examine how 

the lateral modulation effect varied as a function of the surround feature (see Chapter 3). We 

developed a divisive inhibition model that could explain the TAE for different adapter types and 

adapter orientations with sensitivity modulation parameters. Our model provided insights into 

how lateral excitation and inhibition were involved during the adaptation phase. In the final 

study, we stimulated again center, surround, or both regions simultaneously in the visual field and 

examine how BOLD activation changed in visual cortical areas (see Chapter 4). We conducted 

both univariate and multivariate analyses to understand the neural correlates of the lateral 

modulation effects including perceptual filling-in.  

In the following chapters, we first focus on each of the studies by presenting three 

manuscripts, two published and one accepted by leading international journals, in Chapter 2 to 4. 

Then, in Chapter 5, within the Concluding Remarks, we reformulate the main goals and 

summarize the major findings of the three studies. Moreover, we discuss the contributions and 

scientific significance as well as the limitations of these results followed by possible future 

directions. 

 



    CHAPTER 2: STUDY 1 

41 

 

2. CHAPTER 2: STUDY 1 “LATERAL MODULATION OF 

ORIENTATION PERCEPTION IN CENTER-SURROUND 

SINUSOIDAL STIMULI: DIVISIVE INHIBITION IN 

PERCEPTUAL FILLING-IN” 

 

 

 

This study has been published after peer-review on September 4th 2020 in Journal of Vision 

(JOV), an open access journal. DOI: 10.1167/jov.20.9.5. The supplementary files that are not 

included in the thesis (Supplementary File S1, S3, and S4) can be downloaded from the JOV 

page: https://jov.arvojournals.org/article.aspx?articleid=2770759. 
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2.1 Abstract 

The perception of a target stimulus may be altered by its context. Perceptual filling-in is thought 

to be one example of lateral modulation, in which the percept of a central blank area is replaced 

by that of the surround. We investigated the mechanisms in eccentric vision underlying filling-in 

by selectively adapting the center (pedestal adapter), surround (annulus adapter), or both (disk 

adapter) in a sinusoidal grating and observed how the adaptation influences the orientation 

percept of a subsequently presented Gabor target, located at the same position as the adapter 

center. In a binary choice task, observers were to judge the orientation (clockwise or 

counterclockwise) of the target after adaptation. The tilt aftereffect (TAE), corresponding to an 

illusory tilt of a physically vertical Gabor target, depended both on the adapter orientation and the 

adapter type. The TAE, peaked between 10 degrees and 20 degrees adapter orientation, was 

strongest in the pedestal, followed by the disk, and weakest in the annulus adapter conditions. 

The difference between the disk and pedestal conditions implies lateral inhibition from the 

surround. Lacking physical overlap with the target, the annulus adapter nonetheless induced a 

small but significant TAE in the central area. The effect of filling-in on the TAE was estimated 

by comparing the results from trials with and without subjectively reported filling-in during 

adaptation to the annulus adapter. The TAE was greater when filling-in occurred during 

adaptation, suggesting a stronger lateral modulation effect on trials where filling-in was induced. 

The data were fit by a variant of a divisive inhibition model, in which the adaptation effect is 

captured by the increase of an additive constant in the denominator of the response function, 

whereas the surround modulation in the adapter is modeled by an excitatory sensitivity in the 

numerator. 

Keywords: surround modulation, perceptual filling-in, lateral inhibition, orientation 
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selectivity, spatial vision. 

2.2 Introduction 

The effect of context on a centrally located target stimulus has long been recognized in 

visual sciences (Gilbert & Wiesel, 1990; Pessoa & De Weerd, 2003). At the retinal level, 

horizontal cells (HCs) carry out the first lateral projection in the retina (Baylor et al., 1971). 

Every HC receives synaptic signals from several photoreceptors and the former transmits 

feedback signals back to the photoreceptors to alter their neurotransmitter release. This HC 

feedback is mostly inhibitory. A group of photoreceptors, which send synaptic signals directly to 

a bipolar cell, forms the receptive field center of that bipolar cell. Meanwhile, HCs collect signals 

from a larger group of photoreceptors surrounding the centrally located photoreceptors and these 

form the receptive field surround. When the surround photoreceptors are activated, they send 

excitatory signals to the HCs, the HCs in turn send inhibitory feedback to the centrally located 

photoreceptors, mediating the response of the bipolar cell. This creates the typical center-

surround/excitatory-inhibitory receptive fields (RFs) often observed in bipolar cells. This simple 

circular-symmetric shape of RFs can be found up in the retinal ganglion cells and neurons in the 

lateral geniculate nucleus (LGN). Owing to their symmetrical shape, these RFs are non-selective 

to stimulus orientation. In the primary visual cortex, or V1, RFs become more selective to the 

orientation, motion direction, contrast, and size of the stimulus (Hubel & Wiesel, 1962). From 

here onward, lateral interactions between regions in the visual field form a complex network with 

both feedforward and feedback circuits. 

At the cortical level, lateral modulation occurs also beyond the center-surround classical 

receptive field (CRF). One example is the surround suppression observed when a neuron’s 

receptive field is stimulated with an oriented grating stimulus. The surround stimuli themselves 
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do not induce any neural activity in the recorded neuron, but can nevertheless suppress 

(predominantly) or facilitate the CRF response activated by a central stimulus (Barlow, 1953; 

Cavanaugh et al., 2002a, 2002b; Hubel & Wiesel, 1959; Maffei & Fiorentini, 1976). This 

surround modulation requires long-range integration of information across multiple CRFs. Many 

studies show that the surrounding area beyond the CRF can have similar orientation and spatial 

frequency tuning as those of the CRF, suggesting that this form of lateral inhibition is feature-

specific (Blakemore & Tobin, 1972; Cavanaugh et al., 2002b; DeAngelis et al., 1994; Gilbert & 

Wiesel, 1990; Nelson & Frost, 1978; Ozeki et al., 2004; Sillito et al., 1995). Different paradigms 

have been suggested to study this long-range lateral inhibition. Using the method consisting of an 

expanding patch or an expanding annulus to study the surround beyond the CRF, various groups 

discovered two surround areas (near and far surrounds) that contribute different contrast-

dependent effects on the CRF (Angelucci & Bressloff, 2006; Ichida et al., 2007; Sengpiel et al., 

1997; Shushruth et al., 2009).  

Another common way to investigate lateral modulation is through a psychophysical lateral 

masking paradigm, in which target detection threshold is estimated in the presence of surround 

flankers on either side of the target (Polat & Sagi, 1993, 1994; Zenger & Sagi, 1996). These 

authors reported that the flanker effect depended on the relative orientation between the flankers 

and the target. When the target and flankers were collinear, the target detection threshold was 

significantly reduced. On the other hand, when the flankers were orthogonal to the target, no 

target facilitation was found. Solomon, Watson, and Morgan (1999) further investigated such 

collinear facilitation flanker effects by using flankers of the same or opposite-sign contrast as the 

target and found that the opposite-sign flankers created a much weaker facilitation on the target 

than the same-sign flankers. Later, the same authors discovered that adding non-collinear flankers 

surrounding the central target cancelled such facilitation effects (Solomon & Morgan, 2000). 
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Chen and Tyler (2001, 2002) used a dual-mask paradigm to investigate the flanker effect. They 

added a pedestal, which occupied the same spatial location with the same spatio-temporal 

properties of the target. Without the flankers, the target detection threshold first decreased 

(facilitation) then increased (suppression) with the pedestal contrast (i.e. the well-known dipper 

effect). The collinear flankers reduced the target threshold when no pedestal was presented and 

increased the target threshold at high pedestal contrast. The orthogonal flankers did not produce 

the facilitation effect, but instead led to a suppression effect at high pedestal contrast. They 

concluded that there are two flanker effects, one narrowly and the other broadly tuned to flanker 

orientation. They proposed a divisive inhibition model to explain the data, suggesting that the 

observed lateral modulation is subject to a normalization process. In a later functional magnetic 

resonance imaging (fMRI) experiment, (C.-C. Chen, 2014) explored the neural correlates 

corresponding to these two inhibitory components. Two effects were evident in his results: first a 

general inhibition that reduced the target BOLD signal in the presence of the flankers, and 

second, a flanker-specific inhibition that was stronger when the flanker shared the target 

orientation (collinear flanker effect). In another line of work, Meese and colleagues (Meese et al., 

2007; Meese & Holmes, 2007) used either annular or superimposed masks of various sizes to 

investigate how different cross-oriented surrounds can affect the contrast detection and 

discrimination thresholds of a Gabor target. They reported cross-orientation facilitation as well as 

cross-orientation suppression from both types of mask. The observed lateral modulation effect 

varied with spatial and temporal frequencies and masking area.  

It is suggested that perceptual filling-in is a visual phenomenon that results directly from 

center-surround modulation (Anstis & Greenlee, 2014; Pessoa & De Weerd, 2003; 

Ramachandran & Gregory, 1991). Filling-in describes the effect when the visual system 

integrates surround features to compensate for occluded or absent information in the center. 
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Filling-in can be experienced in the blind spot, with retinal scotoma, or for artificial scotoma. The 

blind spot is the part of the visual field corresponding to a region on the retina where the optic 

nerve exits the eye, thus lacking photoreceptors to detect variations in light. Humans do not 

experience a dark hole corresponding to the blind spot (even with monocular viewing) because 

the visual system interpolates and fills in the blank by extracting information at the edge or 

surround regions (Ramachandran, 1992). Neurophysiological studies reported active neural 

response in early visual cortex in the projection zone corresponding to the blind spot (Fiorani 

Júnior et al., 1992; Komatsu et al., 2000, 2002; Matsumoto & Komatsu, 2005) or to that evoked 

by artificial scotoma (De Weerd et al., 1995; Sasaki & Watanabe, 2004), indicating that the 

central filled-in regions were modulated by the surround neurons that receive visual input. Such 

perceptual completion has been observed in the retinal scotoma of macular degeneration patients 

(Zur & Ullman, 2003). Furthermore, scotoma can be induced artificially with the help of strict 

central fixation or gaze-contingent displays. Ramachandran and Gregory (1991) placed a gray-

homogeneous square (the artificial scotoma) in a twinkling noise background. After prolonged 

steady fixation, the gray square was filled in by the noise background. Morgan, McEwan and 

Solomon (2007) presented a dynamic noise pattern with two artificial scotomata on the left and 

right visual fields as the adapter. When the field was switched off (after participants reported the 

scotomata being filled-in) and replaced by a mean luminance background, flickering phantasms 

were perceived. To estimate the effect of such phantasms, the authors presented two small noise 

patches in the scotoma regions after adaptation, one containing both the target and the pedestal, 

and the other only the pedestal. Participants were to choose the patch with the target. The target 

contrast threshold increased after adaptation. In addition, when the adapting field was presented 

to only one eye, the target threshold increased on both eyes, suggesting a cortical origin of such 

an adaptation effect. 
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The functional role of lateral modulation during filling-in remains unclear. Although some 

studies reported increased neural activities in the filled-in regions, suggesting that lateral 

excitation is involved (De Weerd et al., 1995; Komatsu, 2006; Matsumoto & Komatsu, 2005; 

Roe et al., 2005; Sasaki & Watanabe, 2004), others proposed that lateral inhibition from the 

surround might also play a role. Tong and Engel (2001) conducted a binocular rivalry fMRI 

experiment and measured the activity of the cortical area corresponding to the eccentric visual 

field location of the blind spot of one eye. When the stimuli were presented, the BOLD signals 

increased when the ipsilateral-eye image was dominant and decreased when the blind-spot eye 

image was dominant. This finding suggested a monocular lateral inhibition in V1 neurons when 

stimulus was presenting at the blind spot. In an magnetoencephalography (MEG) experiment 

when a uniformly illuminated target disappeared and was replaced by the dynamic background 

texture, the MEG power at the target frequency was reduced (Weil et al., 2007). Such power 

reduction suggests a decreased neural representation of the invisible (filled-in) stimuli in visual 

cortex. The same group later applied the same filling-in paradigm in an fMRI study and reported 

again BOLD signal reduction in the V1 and V2 area representing the filled-in target (Weil et al., 

2008). These seemingly contradicting results lead to the possibility that the underlying 

mechanism of filling-in could be complex involving multiple processes that include both lateral 

excitation and inhibition. 

Although many groups have investigated the lateral modulation in vision with various 

paradigms such as lateral masking and visual crowding, few have studied the lateral modulation 

by selectively adapting the central and/or surround mechanism and observed the effect on the 

central percept.  
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To understand more about lateral modulation in human vision, we designed an adaptation 

paradigm in which we estimated the target Gabor percept after adapting to sinusoidal-grating 

adapters. Prolonged viewing of one grating (the adapter) leads to a perceptual tilt in a 

subsequently presented grating (the target) in a direction opposite of the adapting orientation (the 

orientation shift). This tilt aftereffect (or TAE) was first termed by Gibson and Radner (1937) and 

widely discussed in the literature (see (Clifford, 2014) for a recent review). To be perceived as 

vertical, the target must be oriented more in the direction of the adapter, which indicates a 

perceptual shift in the opposite direction.  

In the first experiment of the present study, we compared the estimated TAE (orientation 

shift) observed in the target under different adapter conditions. We used three different oriented 

grating conditions: the pedestal adapter (center-only), the annulus adapter (surround-only), and 

the disk adapter (center and surround) presented in the upper right visual quadrant. By comparing 

the estimated orientation shift between the pedestal and the disk conditions, we can infer whether 

the lateral modulation from the surround is inhibitory or excitatory. In an attempt to link the 

magnitude of the TAE to filling-in, we asked observers to report their experience of filling-in 

during the surround-only adaptation (the annulus condition). A positive correlation between the 

magnitude of the TAE and filling-in would be supportive of a common underlying mechanism. In 

the second experiment, we focused only on the effects of the annulus adapter to understand more 

about the nature of the lateral modulation effect during perceptual filling-in. We separated the 

trials into those with reports of the filling-in percept and those without and estimated the 

orientation shift respectively. We can thus compare the TAE on trials where filling-in is 

perceived during adaptation to trials where it was not. We then constructed a model that 

incorporated divisive inhibition models for adaptation (Foley & Chen, 1997) and lateral 

interaction (Chen & Tyler, 2001) to account for the data.   
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2.3 Methods 

Participants  

Nine observers (six women) participated in the study, aged between 20 and 38 years, 

including one of the authors (YSL) and 8 naïve participants (P1 to P8). All observers participated 

in experiment 1, whereas three of them (YSL, P1 and P3) also took part in experiment 2 and the 

fixation stability test. All have normal or corrected-to-normal vision. Informed consent was 

received from each individual before participation. The study protocols were approved by the 

University of Regensburg ethics committee (application number: 19-1591-101) and all 

experiments were performed according to the Declaration of Helsinki on human experimentation. 

Participants received monetary compensation or class credits as rewards. Observers first 

performed a short practice session before the formal experiment to become acquainted with the 

stimuli and the task. 

Apparatus 

Four participants viewed stimuli on a 24-inch Sony Trinitron FW900 CRT monitor with 

1024×768 resolution, the rest on a Dell S2417DG 24-inch LED monitor with 2560×1440 

resolution. Both monitors had 120 Hz refresh rate and were calibrated and gamma-corrected 

using a spot photometer (MINOLTA CS-100). Mean luminance was 37.8 cd/m2 for the CRT 

monitor, and 73.8 cd/m2 for the LED monitor. Viewing distance and stimuli size were kept 

constant across the two viewing setups with the help of a chinrest. No significant difference in 

orientation shift estimation was found when we tested one observer on the two monitors; thus, we 

collapsed data across both settings for the analysis. The main experiment was carried out in a 

dimly lit room.  
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To determine if there was a difference in fixation stability across different adapter 

conditions, a fixation stability test was conducted in another dimly lit room with the video 

Eyetrace 3.20 eye tracker controlled by the video Eyetrace toolbox 3.250 (Cambridge Research 

Systems Ltd). The stimuli were presented on a 60 Hz Dell 1908FP monitor with a resolution of 

1024 × 768 and a viewing distance of 60 cm. The mean luminance was 30.3 cd/m2.  

Stimuli 

Three sinusoidal grating adapters were used in the current study (see Figure 2.1). A) one 

with the same spatial extent of the target, labeled pedestal adapter, B) an annulus adapter with no 

spatial overlap with the target, and C) a continuous disk adapter the same size as the annulus 

adapter (with no central gap). Both the pedestal adapter and the target Gabor were defined by the 

following equations: 

𝐺(𝑥, 𝑦) = 𝐵 + 𝐵𝐶𝑐𝑜𝑠 (2𝜋𝑓𝑥′)𝑒
(

−𝑥′2−(𝑦′−𝑢𝑦)2

2𝜎2 )
 , 

as well as 

𝑥′ = 𝑥𝑐𝑜𝑠 𝜃 + 𝑦𝑠𝑖𝑛 𝜃 , 

𝑦′ = −𝑥𝑠𝑖𝑛 𝜃 + 𝑦𝑐𝑜𝑠 𝜃 , 

where B was the mean luminance, while C the pattern contrast, f the spatial frequency, θ the 

pattern orientation, μy the vertical displacement of the pattern, and σ the scale parameter. The 

pedestal adapter and Gabor target had a scale parameter (σ) of 0.3 degrees.  
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Figure 2.1 

Examples of the Adapters Used in the Current Study 

 

Note. A) Demonstrates the 11.25 degrees pedestal adapter, which was placed 10 degrees away from the fixation 

point, indicated by the black dot on the lower left corner. B) Shows the 11.25 degrees annulus adapter, C) the 11.25 

degrees continuous disk adapter, D) the noise annulus adapter and E) the noise disk adapter. The target Gabor was of 

the same size as the pedestal adapter in A). We blurred both edges (inner and outer) of the annulus in B) by 

multiplying the sinusoidal grating with a Gaussian function centering at 3.5 degrees eccentricity from the adapter 

center (10 degrees from the centrally located fixation point, depicted in the lower left corner in panels A through E). 

The Gaussian function had a scaling factor (σ) of 0.9 degrees along the inwards and outwards radial directions. To 

avoid physical overlap between the annulus and the target, we added a mean luminance disk with the radius that was 

10’ larger than the Gabor target. The border color matches that used in the Figure 2.2 (psychophysics data and model 

fitting results) for sake of illustration only and was not present in the experiments. 
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The annulus adapter was created by generating a sinusoidal grating multiplied by a Gabor 

envelope in polar coordinates, centered at 3.5 degrees eccentricity with a scale parameter (σ) of 

0.9 degrees. In the center of the annulus, was a disk of a mean luminance resembling an artificial 

scotoma). The radius of the disk was 10’ larger than the target Gabor to avoid any spatial overlap 

between the target and the annulus. The spatial extent of the Gabor was defined as the point when 

the envelope amplitude decreased below 0.5% of maximum amplitude. The disk adapter had the 

same outer radius as the annulus. All adapting patterns were at -1 dB (89.13%) luminance 

contrast and had 3 cycles per degree (cpd) spatial frequency. The stimulus orientation was 

defined by the direction of the luminance contrast variation; thus, the vertical grating was 

assigned the value of 0 degrees. The sinusoidal grating adapters were presented in one of five 

orientations (0 degrees, 11.25 degrees, 22.5 degrees, 45 degrees and 90 degrees), three of which 

were tilted counterclockwise (CCW) from vertical and one is horizontal.  

In addition to adapters with orientation information, we added three control adapter 

conditions without orientation information: a noise annulus (D) in Figure 2.1), a noise disk (E) in 

Figure 2.1), and a gray control condition in which a blank field (no adapter) was presented during 

the adaptation phase. We created the noise annulus and disk by randomly assigning luminance 

value to every 2-by-2 pixel square, resulting in a salt-and-pepper type of noise pattern (see Figure 

2.1 E). The luminance of each square was determined by 𝐵 × (1 + 𝐶 × 𝑈(𝑥, 𝑦)), in which 𝐵 is 

the mean luminance, 𝐶 the contrast parameter set to 89.13%, or -1dB, and 𝑈(𝑥, 𝑦) a uniform 

distribution with a range of -1 to 1. The gray control blank-field/no adapter condition was 

included (not shown in Fig. 2.1) to estimate any baseline orientation shift without prior 

adaptation.  
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All stimuli were presented 10 degrees eccentric from the central fixation on the upper 

right quadrant of the visual display (7.07 degrees from fixation in x and y direction). The visual 

stimuli were all generated using Matlab (Mathworks, Inc., Natick, MA, USA) with PsychToolbox 

(http://psychtoolbox.org/). 

Procedure 

Experiment 1 

We used a single interval binary-choice task to estimate the target orientation 

shifts after adaptation to the adapting stimuli. On each trial, one of the three above-

mentioned adapters were displayed for 8 seconds, with a 5 Hz counterphase flickering 

frequency to minimize after-image formation. The target was presented for 200 ms after 

the adapter, with an 83.3 ms inter-stimulus interval (ISI) between the two stimuli. 

Participants were asked to judge whether the target was tilted in the CCW or clockwise 

(CW) direction relative to vertical by pressing corresponding keyboard buttons. An 

auditory feedback was given to the participant after his/her response in each trial. The 

next trial began after the participant gave a response. We used the Ψ threshold-and-slope-

seeking staircase (Kontsevich & Tyler, 1999) to determine the orientation of the next 

target and estimated the orientation when the observer judged the target orientation as 

appearing to be in the same direction as its physical appearance at an 86% rate for both 

CCW and CW trials. We measured the CCW and CW orientation shifts using two 

independent interleaved staircases with random trial sequences. When the participant 

judged the target orientation as the same as its physical orientation in a previous trial of 

the same sequence, the target orientation in the next trial in the same sequence decreased 

(i.e. toward the vertical orientation). Otherwise, the target orientation increased. 
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All 18 conditions (3 adapter types × 5 orientations plus 3 control conditions – no 

noise, annulus noise, full disk noise) were repeated at least three times, resulting in a total 

of 54 blocks, each containing 72 trials including 2 practice trials at the beginning of each 

block. In a random order, half of the trials contained CCW-oriented targets, the other half 

CW-oriented ones. A 7-point Likert-type query appeared after every 10 trials in every 

condition requesting the observer to retrospectively report their filling-in experience 

during adaptation. During the annulus adapting condition, participants pressed 1 when 

they experienced no perceptual filling-in on the last trial, and 7 when the central aperture 

was perceived as completely filled-in by the surround pattern during adaptation. They 

were asked to always press 1 in the pedestal and control conditions, 7 in disk conditions, 

when the query to do so appeared. 

To make sure participants exhibited steady fixation, we included a central color 

detection task, in which they were asked to press the space bar whenever the fixation 

cross turned red during the adaptation period. All participants were trained to obtain a 

high fixation task accuracy (over 95% performance on the fixation task) before real data 

collection began. 

 Experiment 2 

  Provided the possibility that not all trials in the annulus condition of Experiment 1 

induced filling-in, the orientation shift estimated might be a mixed effect from filling-in 

and non-filling-in trials. To further examine the effect of perceptual filling-in, we 

designed a complementary filling-in experiment. In Experiment 2, only the annulus 

adapters with five orientations were used. The task in Experiment 2 was identical to that 

of experiment 1 except that a Yes/No filling-in query was prompted after every trial, and 
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that the program stopped only when all four conditions (CCW/CW orientations × with 

filling-in/without filling-in) reached at least 35 trials each (not including the practice 

trials). We estimated the orientation shift necessary to null the TAE in each of the four 

conditions based on the target orientation presented and the observer binary-choice 

response in each trial using the same threshold-and-slope estimation algorithm as the Ψ 

procedure implemented in our experiment (Kontsevich & Tyler, 1999). We took the data 

in the first 35 trials of each condition so that the amount of trials used to estimate the 

perceived orientation shift was kept the same across all conditions. By doing so, we can 

separately examine the adaptation effect on the target with and without reports of 

perceptual filling-in. 

 Fixation stability test 

  To make sure that the difference in TAE between different adapter conditions did 

not result from differences in how well the participants fixated, we conducted a control 

experiment with an eye tracker to estimate the potential effects of fixation stability on the 

results. We recruited three observers who participated in both experiments 1 and 2 

(including one author). Each participant performed one run of the following four 

conditions: the pedestal adapter, the annulus adapter, and the disk adapter in experiment 

1, and the annulus adapter in experiment 2. Participants completed the four conditions in 

random sequence. The experimental procedure was exactly the same as that in experiment 

1 and 2 respectively except that an eye tracking calibration was performed at the 

beginning of each run.  
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2.4 Results 

In the following sections, we will focus our discussion on the averaged data across all 

observers in experiment 1 and 2. The estimated values of Ψ procedure of each participant in each 

run in the two experiments are shown in Supplementary File S1 (with observer LYS referred to 

as P0) in .xlsx (Excel; Microsoft, Redmond, WA) format. The orientation shift of both CCW and 

CW target is expressed in degree away from vertical, whereas the unit of the slope is 𝑑′ log 𝜃⁄ , 

detectability per log target orientation (in degree). In experiment 1, we estimated the target 

orientation shift necessary to null the TAE under different adapter conditions. We had three 

oriented grating adapters: the pedestal adapter (center-only), the annulus adapter (surround-only), 

plus the disk adapter (center and surround). In addition, we included three control adapters that 

contain no orientation information: the noise annulus adapter, the noise disk adapter, and the gray 

control condition (no adapter during the adaptation period). The averaged data of nine observers 

in experiment 1 are shown in Figure 2.2 (for individual-subject data, see Supplementary Figure 

A.1 in Appendix A). Two types of target were presented in random sequence after the adapter: a 

counterclockwise (CCW) rotated target or a clockwise (CW) rotated target. We estimated how 

much orientation shift away from vertical of each type of target was needed to cancel the TAE 

induced by the adapter. The perceived orientation shifts of the CCW target are plotted against 

adapter orientation in Figure 2.2a, whereas that of the CW target are shown in Figure 2.2b. The 

CCW orientation shift varied with adapter type and adapter orientation, whereas the CW 

orientation shift remained mostly unchanged. This was expected because most of our adapters 

were oriented in the CCW direction and created a CW TAE that led to a robust perceived CCW 

orientation shift that was captured best by the CCW targets. The CW-oriented targets were 

included in the experiment as catch trials to make sure the observers were following task 

instructions. Thus, the data demonstrated in Figure 2.2b can be seen as the orientation shift in a 
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control condition when no significant TAE was induced. In the following sections, we focus only 

on the CCW orientation shift results of the CCW target. 

Figure 2.2 

The Averaged Data of Estimated Perceived Orientation Shifts in Experiment 1 

 

Note. Two types of targets were presented after adaptation: a CCW-oriented target (a) and a CW-oriented target (b). 

We estimated how much orientation shift of each type of target was needed to cancel the TAE induced by the 

adapter. In the current study, all adapters were of CCW orientation relative to the vertical orientation. In both CCW a 

and CW target b, the three curves show results of oriented grating adapters (red-dashed curve: pedestal adapter; 

green-dotted curve: annulus adapter; blue-solid curve: disk adapter), with five orientation levels indicated on the x-

axis. The three triangle markers present data points from the three control conditions (orange right-pointing triangle: 

noise annulus adapter; purple up-pointing triangle: noise disk adapter; gray left-pointing triangle: gray control/no 

adapter condition). The error bars are ±1 standard error of measurement. In a, the smooth curves are the best fits of 

our computational model. The short-dashed lines close to the three control data represent model fits of the control 

conditions (see Model part in Results).  
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For the oriented grating adapters, the amplitude of perceived orientation shift (compared 

to the gray control baseline) was highest in the pedestal condition (red-dashed curve), 

intermediate in the disk condition (blue-solid curve), and smallest in the annulus condition 

(green-dotted curve). We performed paired t-tests between the peaks (at 11.25 degrees) of 

oriented grating adapter conditions and the gray control condition and found that all three 

perceived orientation shifts were significantly higher than the baseline. The t(8) was 7.53 for the 

pedestal, 7.44 for the disk, and 3.07 for annulus conditions with a Bonferroni-corrected  p-value 

of < .001 for pedestal and disk (effect size Cohen’s d = 2.91 and 2.69 respectively) and .024 for 

the annulus (Cohen’s d = 0.50) conditions.  

For the noise annulus and noise disk adapters, no orientation shift variation was found 

compared with baseline. The t-tests between the noise stimuli and the gray control were not 

significant (t(8) =  -0.91 for noise disk, -0.16 for noise annulus, n.s.). This suggests that when the 

adapter carried no coherent orientation information, the target orientation percept remained 

unchanged after adaptation. These results suggest that the observed adaptation effect was 

orientation specific. In the following, we will focus mainly on the effects of the oriented grating 

adapters. 

In Kontsevich and Tyler (1999), the authors performed Monte-Carlo simulations to 

examine how the threshold and slope estimated by the Ψ method would converge after a certain 

amount of trials. Figure 1 of their paper shows that the estimated threshold reached a precision of 

2dB after about 30 trials, whereas the estimated slope required about 300 trials to reach the same 

precision level. In the current study, only 35 trials were presented in each adapter condition, 

which was sufficient for threshold convergence but not for slope convergence. As a result, the 

estimated slope values stayed around the initial value two, which was the middle point of the 
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slope range, set from 1 to 4 in our study (for the Ψ method slope values, see File S1). Thus, we 

will not discuss the Ψ slope values below.  

The Ψ method was chosen as a placement method in the current study, allowing us to use 

an adaptive staircase method to determine which test orientation to be used based on the observer 

previous response. However, the Ψ staircase method was initially developed to estimate the 

threshold and slope in a 2AFC task, not in a binary-choice task used here. In addition, the Ψ 

method assumed that at the lowest stimulus level, the correct probability corresponds to 0.5. Such 

assumption might not hold in our case (especially after adaptation), resulting in deviation of 

estimated parameters from the actual response probability. To examine whether the estimated 

orientation shift reflects the 86% CCW responding rate, we fitted a cumulative normal 

psychometric function (PF) to the raw data (the CCW trials) for each participant with the Matlab-

based Palamedes toolbox (Prins & Kingdom, 2018). We then examined the relationship between 

the estimates of the PF fitting results and the ones from the PSI method. The estimated 

orientation shift required to reach the 86% CCW responding of the two methods were found to be 

quite comparable within each participant.  To examine whether there was a systematic 

relationship between the orientation shift and the slope (a possible confound between the bias and 

unreliability in the data), we calculated the Pearson correlation coefficient between the estimated 

86% CCW responding rate and the fitted slope (beta) value in the PF fitting results of all 

conditions for each participant. Results showed that the orientation shift was negatively 

correlated with the slope in two out of the nine participants (rs(14) = -0.51 and rs(14) =  -0.50, p 

= 0.021 and 0.024), suggesting that in the data of these two observers, the bias and unreliability 

were proportional to each other, but not in the data of the remaining seven observers. Details of 

the PF fitting methods, the comparison between two methods, as well as the correlation between 
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the PF fitting parameters can be found in Supplementary materials (File S2 online, or Appendix 

A in the current thesis). 

Another way of examining the data in the current study is by combining both CW and 

CCW trials of the same adapter condition together and fitting one PF function to the combined 

data set. The procedure and results of such data reanalysis is included in the Supplementary File 

S2 (included in Appendix A of the current thesis), whereas the raw trial data used to fit the PF 

functions are shown in Supplementary File S3. The results show a very similar pattern as 

presented in Figure 2.2a (the estimated orientation shift by the Ψ method). Thus, in the remaining 

sections of this paper, we will focus our discussion on the Ψ method threshold estimate (the 

orientation shift). 

Lateral modulation can express itself either as lateral excitation or as lateral inhibition. If 

the adapter surround induced lateral excitation effect on the adapter center, then after adaptation 

we should expect an increased adaptation effect. On the other hand, if the adapter surround 

imposed lateral inhibition instead, we should observe a decrease of the adaptation effect on the 

target. Our results showed that the CCW orientation shift in the full disk condition was lower 

than for the pedestal condition, suggesting that lateral inhibition arose when the surround was 

stimulated during adaptation.  

To evaluate the association between the filling-in percept during adaptation and the 

perceived orientation shift during test, we calculated the non-parametric Spearman’s rank 

correlation coefficient between the filling-in reports (see Methods for details) and the perceived 

orientation shift of the annulus condition at its peak (11.25 degrees). The result (shown in Figure 

2.3a) showed a positive correlation coefficient that was significant (rs(7) = 0.69 p = 0.022), 
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indicating that across all observers the stronger the perceptual filling-in perceived by the 

observer, the stronger the adaptation effect induced for the target.  

Figure 2.3 

The Relationship between the Perceptual Filling-in (Occurring in the Annulus Adapter 

Condition) and the Orientation Shift (TAE) 

 

Note. (a) The scatter plot of the correlation between the rank of the CCW target orientation shift and the rank of the 

filling-in score of the annulus condition of each participant (N = 9) in experiment 1. The solid line represents the 

least-squares fitted regression line, rs(7) = 0.69. (b) The averaged data of estimated perceived orientation shifts of 

CCW target in experiment 2 (in which only the annulus adapter was used). The symbols (disk: with filling-in; cross: 

without filling-in) represent the behavioral data while the smooth curves (solid curve: with filling-in; dotted curve: 

without filling-in) the best fits of the model (see Results). The error bars are ±1 standard error of measurement.  

 In experiment 1, we did not monitor the subjective perceptual filling-in experienced by 

the observers on a trial-by-trial basis. Instead, the query was only prompted once every 10 trials. 

As a result, we could only access the averaged filling-in percept in the whole block and the 

estimated orientation shift might not entirely reflect the effect when filling-in occurred. Given 
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that the central area could undergo a different amount of adaptation effect with or without filling-

in, in experiment 2, we asked the participants to report whether they experienced perceptual 

filling-in during adaptation in the annulus condition immediately after each trial. This way, we 

could separately estimate the adaptation effect for filling-in and non-filling-in trials.  

 The data of three observers in experiment 2 are presented in Figure 2.3b (individual-

subject data in Supplementary Figure A.2 in Appendix A). Compared with the data when filling-

in was not reported, the orientation shift was larger when filling-in occurred. A 2-way repeated 

measure ANOVA was conducted on the averaged data across the three observers to compare the 

main effects of filling-in and five adapter orientations, as well as the interaction between these 

two factors. The filling-in main effect was significant (F(1, 18) = 15.11, p < 0.01, 𝑓 = 0.69), 

suggesting that the TAE was stronger when filling-in was perceived during adaptation. The main 

effect of adapter orientation was also significant (F(4, 18) = 9.99, p < 0.01, 𝑓 = 1.09), suggesting 

that the TAE varied across different adapter orientations. The interaction between filling-in and 

adapter orientation was not significant (F(4, 18) = 0.92, p = 0.48) suggesting that the orientation-

tuning of the aftereffect was not altered by filling-in. The results agree well with the positive 

correlation across different subjects between the filling-in score and target orientation shift 

observed in experiment 1 (see Figure 2.3a). 

To verify whether the observer’s fixation differed across different adapter condition, we 

estimated the fixation stability of the three participants with an eye tracker. The video device 

records the horizontal and vertical eye positions during the stimuli presentation on each trial in 

the following four conditions: the pedestal adapter, the annulus adapter, and the disk adapter in 

experiment 1, and the annulus adapter in experiment 2 (in which results are sorted into filling-in 

and no filling-in trials based on the subjectively reported filling-in percept during adaptation). All 
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adapters used in the fixation stability test had the same (11.25 degrees) orientation. We 

preprocessed the raw eye tracking data by removing timepoints with missing data (e.g. when 

observer blinked during the stimulus presentation) and ruling out eye positions that surpass 3.3 

degrees in amplitude (10 times the normal range of microsaccade, which is usually less than 20’ 

(Carpenter, 1988)) in radius to exclude outliers and potential recording artifacts. 

We estimated the fixation stability of each trial by calculating the bivariate normal ellipse 

area (BCEA) value in each trial defined by the following equation (Castet & Crossland, 2012; 

Schönbach et al., 2017), 

𝐵𝐶𝐸𝐴 = 2𝑘𝜋𝜎𝐻𝜎𝑉(1 − 𝜌2)0.5,                                 

where 𝜎𝐻 and 𝜎𝑉 are the standard deviations of the horizontal and the vertical fixation positions, 

and 𝜌 the Pearson’s correlation coefficient between the two fixation positions. 𝑘 is a constant 

determining the probability area as in  

𝑃 = 1 − 𝑒−𝑘,                                                           

in which 𝑒 is the base of the natural logarithm and 𝑃 the probability area. We used a 𝑘 value of 

3.079 which leads to a 𝑃 of 0.954. Figure 2.4 demonstrates the averaged orientation shift of the 

CCW target and the BCEA value across the three participants in different adapter conditions. 
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Figure 2.4 

The Averaged CCW Target Orientation Shifts (TAE) and BCEA Values Across Three 

Participants in Different Adapter Conditions 

 

Note. In both panels, the line represents the orientation shift plotted against the adapter condition with value and unit 

corresponding to the left y-axis, while the bars represent the BCEA plotted against the adapter condition with 

reference to the right y-axis. The left panel shows the three conditions in experiment 1: the pedestal, the annulus and 

the disk adapters. The right panel shows the two conditions in experiment 2: the filling-in and no filling-in conditions 

(both with the annulus adapter). The error bars depict ±1 standard error of measurement. The asterisk symbol 

demonstrates which two conditions/trial-types are significantly different (p < 0.05). 

One-way repeated measure ANOVAs on the orientation shifts and the BCEAs in 

experiment 1 data were conducted. The one-way ANOVA conducted on the mean orientation 

shift shows that there is a difference between different adapter types (F(2, 4) = 10.93, p < 0.05, 𝑓 

= 0.62). The pairwise post-hoc Tukey HSD (honestly significant difference) multiple comparison 

test indicates that the pairwise contrast between the pedestal and the annulus (qT(3,6) = 6.28, p < 

0.05) exceeds the critical difference, whereas the contrast between the pedestal and the disk 
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(qT(3,6) = 1.34, p = 0.64) as well as the contrast between the disk and the annulus (qT(3,6) = 

4.93, p = 0.05) did not. In contrast, the one-way ANOVA computed for the BCEA values 

revealed no significant difference between the adapter types (F(2, 4) = 4.40, p = 0.10). Again, the 

paired t-test done on the perceived target orientation shifts of the two conditions in experiment 2 

shows that there is a difference between the two (t(2) = 3.95, p < 0.05), whereas the t-test on the 

BCEA values when filling-in was compared with when it was not reported failed to show a 

significant difference (t(2) = -2.16, p = 0.16). These statistics suggest that there was no 

significant difference between the fixation stability across different adapter types, although they 

induced different magnitudes of the TAE. Nor did we find evidence for differences in fixation 

stability on trials where subjects perceived filling-in compared to when they did not. 

Model 

Model architecture 

Contrast gain control or divisive inhibition has been proposed to explain a wide 

range of visual phenomena and can be observed as early as the processing stage of the 

retina. This normalization process has also been identified in areas such as in LGN (Bonin 

et al., 2005) and primary visual cortex (Albrecht & Geisler, 1991; Gardner et al., 2005; 

Heeger, 1992; Müller et al., 2003; Ohzawa et al., 1985). Wilson and Humanski (Wilson & 

Humanski, 1993) used a contrast gain control model to explain the contrast threshold 

elevation after adaptation to cosine gratings of selected spatial frequencies. Their model 

could account for the TAE data from Campbell and Maffei (1971). Similarly, Foley and 

Chen (1997) proposed a two-process divisive inhibition model, in which the adaptation 

affected up to two parameters in the denominator, to interpret the pattern adaptation effect 

on target contrast threshold. Meese and Holmes (2002) proposed an alternative gain 
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control model (where one adaptation factor was introduced in the denominator) to explain 

their own masking data and the adaptation data of Foley and Chen (1997). 

We used a variant of divisive inhibition (or contrast normalization) model to fit 

our TAE data. Our model is inspired from both Foley and Chen (1997), in which the 

adaptation effect was captured by increases in the parameters in the denominator, and 

Chen and Tyler (2001), in which the lateral modulation effect from the flankers was 

represented by multiplicative parameters. Figure 2.5 demonstrates a schematic diagram of 

the current model. In the current model, we assumed multiple orientation channels (as 

local mechanisms in one hypercolumn) with preferred orientations distributed evenly 

from -90 degrees to 90 degrees (with CW orientation assigned negative values, and CCW 

positive values) degrees at intervals of 11.25 degrees. The tuning bandwidth (full width at 

half maximum, or FWHM) of all channels was set at 22.5 degrees. The response of each 

oriented channel towards the target first goes through a receptive field-like linear operator 

(the linear filter in Figure 2.5) then a nonlinear operator. The final response predicted by 

the model is determined by the excitatory component divided by the inhibitory component 

and an additive constant.  
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Figure 2.5 

The Schematic Diagram of the Model Used in the Current Study 

 

Note. The orientation channel response to the target is determined by an excitatory component (E) raised by a power 

(p) then divided by an inhibitory component (I) plus a constant (z). See text for detailed description. 

The excitation of the linear operator in channel j towards the target is determined 

by the product of the sensitivity profile of the linear operator and the input image (C.-C. 

Chen et al., 2000; Foley & Chen, 1999; Phillips & Wilson, 1984). Here we assume the 

profile to be a Gabor function and the input image to be also a Gabor pattern (see section 

Stimuli in Method). The input image could be either the target or the adapter. The product 

of the Gabor function and the Gabor pattern, integrated over space can be factored into the 

following components: (1) Because the input contrast, 𝐶𝑖 of the ith image component (such 

as the target, or one of the adapters), is independent of the spatial structure, it can be taken 

out as an individual term. (2) The orientation dependent component that can be captured 

by an orientation tuning function, 𝑂𝑗. And (3) The orientation independent part of product 
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that can be taken as a constant in our experiment. We called this constant the sensitivity 

parameter, 𝑆𝑒𝑖. The excitation of the jth channel to the ith image component can thus be 

defined as,  

𝐸𝑖𝑗
′ = 𝑆𝑒𝑖 ∙ 𝐶𝑖 ∙ 𝑂𝑗(𝜃𝑖).                                                                                         (2.1) 

The orientation tuning function, in our case, is assumed to be a Gaussian function, as has 

been implemented in studies modeling neuron tuning curves and psychophysics data  

(Deneve et al., 1999; M A Paradiso, 1988; Pouget et al., 1998, 2000; Schwartz et al., 

2007; Westrick et al., 2016; Wilson & Humanski, 1993). That is, 

𝐸𝑖𝑗
′ = 𝑆𝑒𝑖 ∙ 𝐶𝑖 ∙ 𝑒

− 
(𝜃𝑖−𝜃𝑗)2

𝜎2 ,                                                                                    (2.2) 

where the 𝜃𝑗 is the channel preferred orientation and 𝜎2 the channel variance which 

determines the channel bandwidth. 

The linear operator excitation in Equation 2.2 is then halfwave-rectified (C.-C. 

Chen & Tyler, 2001, 2002; Foley, 1994; Foley & Chen, 1997, 1999) into  

𝐸𝑖𝑗 = 𝑚𝑎𝑥 (𝐸𝑖𝑗
′ , 0),                                                                                             (2.3) 

where max represents the operation to select the larger to the two numbers. Without 

adaptation, the channel response to the ith input image is computed by the rectified 

excitation raised by the power p then divided by the inhibitory component 𝐼𝑖𝑗 as well as 

the normalization constant 𝑧. That is, 

𝑅𝑖𝑗 =  
𝐸𝑖𝑗

𝑝

𝐼𝑖𝑗+𝑧
 .                                                                                                         (2.4) 
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The inhibitory component is the summation of all relevant mechanisms (in our case, N 

channels), given by  

𝐼𝑖𝑗 = 𝑆𝑖1 ∙ (𝐸𝑖𝑗)𝑞,                                                                                                 (2.5) 

where 𝑆𝑖1 is the inhibition sensitivity of the jth channel (self-inhibition).  

The perceived orientation is determined by a population coding operation, which is 

the preferred orientation of each channel, 𝜃𝑗 , weighed by the response of that channel, 𝑅𝑖𝑗, 

divided by the sum of responses of all channels (Clifford et al., 2001; Deneve et al., 1999; 

Jin et al., 2005; Mély et al., 2018; Pouget et al., 1998; Westrick et al., 2016) and the 

adjusted by an internal bias parameter, m. That is  

 𝑃𝑖 =  
∑ 𝑅𝑖𝑗∙ 𝜃𝑗

𝑁
𝑗=1

∑ 𝑅𝑖𝑗
𝑁
𝑗=1

+ 𝑚.                                                                                           (2.6) 

The internal bias parameter is needed because the observers might make a CW or CCW 

match to the target even in the control conditions void of experimental manipulation.  

Modeling implementation  

In our experiment, each trial started with prolonged exposure to an adapter. In 

adaptation, the visual system adjusts its response characteristics to accommodate the 

current visual environment (Barlow, 1972; Barlow & Földiák, 1989). Indeed, the dynamic 

range of the contrast response function of V1 neurons can be changed following a prolong 

exposure to a stimulus (Albrecht et al., 1984; Anderson et al., 1997; Gardner et al., 2005; 

Sclar et al., 1989). Such dynamic range shift can be modelled with a change in the semi-

saturation parameter of a Naka-Rushton (Naka & Rushton, 1966) type model of contrast 
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response function. In our model, a shift of the dynamic range can be achieved by a change 

in parameter 𝑧 in Equation 2.4. 

  In psychophysics, Foley and Chen (1997) found that, in addition to the additive 

constant (𝑧 in Eq. 4), the sensitivity of the target mechanism to the inhibitory signals from 

the mechanisms that tune to the orthogonal orientation also increased after adapting to a 

Gabor pattern. The cross-orientation inhibition can be captured by a term in the inhibition 

part which is the summation of the excitations across channels. The experiments of Foley 

& Chen (1997) systematically varied the contrast of the cross-orientation components of 

the image and thus the cross-orientation inhibition to the response function. In our 

experiment, all the stimuli had the same contrast. As a result, the sum of the responses 

across orientation channels, and in turn the cross-orientation inhibition, would be similar 

for targets of any orientation and thus can be absorbed by the additive constant, 𝑧. 

Therefore, for the current experiment, we only need to consider the change of the additive 

constant 𝑧 following the adaptation. That is, after adaptation, the response function in 

Equation 2.5 becomes, 

𝑅𝑖𝑗 =  
𝐸𝑖𝑗

𝑝

𝐼𝑖𝑗+𝑧𝑗
′ =  

𝐸𝑖𝑗
𝑝

𝐼𝑖𝑗+ 𝑧∙𝑎𝑗
,                                                                                       (2.7) 

and 

𝑎𝑗 = (1 + 𝑅𝑘𝑗),                                                                                                   

in which 𝑅𝑘𝑗 is the response of channel 𝑗 to the kth adapting stimulus, which can be 

computed in the same way as the response with Equations 2.1-2.5. Notice that, there were 

different types of adapter in our experiment. Thus, we allowed the excitatory sensitivity to 

each type of adapter, 𝑆𝑒𝑖, to be a free parameter.   
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 We fitted the model to the group averaged data (as shown in Figure 2.2 and 2.3) with a 

Powell’s algorithm (Press et al., 1988) to search for the parameter values that minimize the sum 

of the squared differences between the measured and predicted TAE reported for the target, or 

sum of squared error (SSE). The set of the best fit parameters is shown in Table 2.1. The smooth 

curves in Figures 2.2 and 2.3 represent the fits.  

For experiment 1, the model can explain up to 86.2% of the variance in the averaged data. 

The root mean square error (RMSE) was 0.90, slightly larger than the mean standard error of 

measurement, which was 0.56. For experiment 2, the model can explain 75.6% of the variation in 

the averaged CCW data. The RMSE was 0.20, compatible with the mean standard error of 

measurement, which was 0.32. 

Table 2.1 shows the best-fitting parameters for both experiment 1 and experiment 2 (the 

best-fitting parameters of individual-subject data can be found in Supplementary File S4, a 

Microsoft Excel file in which each sheet contains data of all participants of one experiment). 

Except for 𝑝, 𝑞, 𝑆𝑖1, 𝑚, and 𝑆𝑒 in the annulus and the disk conditions in experiment 1 as well as 

the 𝑆𝑒 in the no filling-in trials in experiment 2, all parameters were fixed (6 free parameters in 

total), because the goodness of fit (𝑅2) did not change empirically if they were free parameters or 

fixed. For the same reason, parameter 𝑧 can be fixed as 0.50.  
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Table 2.1 

List of Fitting Parameters and R2 for the Averaged CCW Orientation Shifts of Orientation-

Grating Stimuli and the Gray Control/No Adapter Condition. 

PARAMETER   

𝑺𝒆   

 Target 100.00 

 Pedestal 100.00 

 Annulus 1.01 

 Disk  38.7900 

 Control* 0.00 

 Filling-in 10.00 

 No filling-in 1.22 

𝑺𝒊𝟏 Exp 1 0.38 

 Exp 2 0.74 

𝒑 Exp 1 1.26 

 Exp 2 0.77 

𝒒 Exp 1 0.35 

 Exp 2 0.41 

𝒛  0.50 

𝝈  9.56 

𝒎 Exp 1 -1.92 

 Exp 2 -0.63 

R2 Exp 1 0.862 

 Exp 2 0.756 

RMSE Exp 1 0.90 

 Exp 2 0.20 

Note. Fixed parameters are marked with bold font. *The same set of parameters were used to fit the three control 

conditions (the noise annulus, the noise disk and the gray control) in experiment 1. Six free parameters were used to 

fit the data of experiment 1 (𝑆𝑒 in the annulus and the disk conditions, 𝑆𝑖1, 𝑝, 𝑞, and 𝑚) and 2 (𝑆𝑒 in the filling-in 

and no filling-in conditions, 𝑆𝑖1, 𝑝, 𝑞, and 𝑚). 
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The parameter 𝑆𝑒 reflects the channel sensitivity to the adapter center, which has the same 

spatial profile as the target. Thus, changes in 𝑆𝑒 represents the amount of lateral modulation 

introduced from the adapter surround to the adapter center. For comparison purposes, we fixed 

the 𝑆𝑒 value in the pedestal condition at 100 as the baseline in experiment 1 to compare between 

the lateral modulation effect in different adapter conditions. Values above 100 represent a 

stronger adaptation effect, whereas those below 100 a weaker effect. The lateral modulation 

effect induced from the adapter surround can be either excitatory or inhibitory. If the modulation 

effect is excitatory, then after adaptation, such lateral excitation should enhance the adaptation 

effect on the adapter center. If, on the other hand, the adapter surround induces an inhibitory 

effect, then when the surround was introduced during adaptation this lateral inhibition should 

lead to a decrease in the TAE. In our case, when the surround was present in the disk condition, 

𝑆𝑒 value decreased to below 40, suggesting a significant decrement of the adaptation effect. The 

model fitting result agrees well with the empirical finding that the target orientation shift was less 

in the disk condition than in the pedestal condition, indicating a lateral inhibition effect from the 

surround.  

To examine whether different 𝑆𝑒 values in the model produces a better fit, we also 

conducted a model comparison between (a) the full model (the current model, in which 𝑆𝑒 is free 

parameter except for the pedestal condition, leading to six free parameters) and (b) the reduced 

mode (when all 𝑆𝑒 are fixed as 100.00, thus only four free parameters left). The coefficient of 

determination R2 was reduced substantially from 0.861 to 0.56 in the fitted results of the reduced 

model. An F-test between the two models showed that the full model can explain significantly 

more variance than the reduced model (F(2, 12) = 12.09, p = 0.0013). Such results suggested that 

the amount of lateral modulation from the surround to the center varied across different adapters. 
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To test whether the filling-in and no filling-in trials demonstrate different characteristics 

in model fitting, we fitted the same aforementioned model to the experiment 2 data. Here for the 

purpose of comparison across conditions, we fixed the 𝑆𝑒 for the filling-in condition at a value of 

10 and allowed the 𝑆𝑒 for the non-filling-in condition to be a free parameter. The best fits (as 

shown in Table 2.1) 𝑆𝑒 for the non-filling-in condition was much lower than that for the filling-in 

condition, suggesting that the adaptation effect was weaker when perceptual filling-in was not 

perceived.  

2.5 Discussion 

To understand how the adapter stimulus affects the central target percept, we used 

sinusoidal adapters either covering the center, the surround, or both stimulus regions. Our results 

in the experiment 1 showed that the adaptation effect on the Gabor target, reflected by the TAE 

that shifted the perceived target orientation in a direction opposite to that of the adapter, was 

greatest in center-only (pedestal), intermediate in center-surround (disk), and smallest in 

surround-only (annulus) condition (see Figure 2.2a). The difference between the pedestal and the 

disk condition suggests that adding a surround decreases the adaptation effect of the center, 

indicating an inhibitory lateral modulation from the surround. Although there was no spatial 

overlap between the adapter and the target in the annulus condition, a significant TAE was still 

induced after adaptation. This finding suggests that during adaptation, the adapter surround 

induced the TAE at the adapter center that was vacant of physical stimulus, thereby leading to a 

perceived shift in target orientation. We also found a positive correlation between the self-

reported strength of perceptual filling-in during adaptation and the TAE magnitude across 

observers. This result can be taken as evidence for adapter surround contribution to both 

perceptual filling-in and the adaptation effect. To better discuss the nature of the TAE and its 
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relationship to perceptual filling-in, we turn to the results of the second experiment. In 

experiment 2, we estimated the orientation shift on trials when perceptual filling-in was reported 

and when no filling-in was reported and found that the orientation shift was larger when 

perceptual filling-in was experienced in the annulus adapter. Our results indicate that the 

perceived filling-in during adaptation reflects the strength of the subsequent TAE. These findings 

suggest that exposure to the adapter surround acts to alter contrast gain in the central target region 

during the adaptation period and this effect is more pronounced when observers experienced 

filling in. To account for the underlying mechanism of the adaptation effect, we propose a 

computational model. 

The adaptation effect was modelled in the same way as Foley and Chen (1997), who 

suggested that the additive constant in the denominator of the response function increased after 

adaptation. We thus implemented the adaptation effect in a mechanism by multiplying the 

additive constant, 𝑧, in the denominator of the response function by an adaptation factor 

(Equation 2.7), which in turn was determined by its response to the adapter. The stronger a 

mechanism responded to an adapter, the more adaptation effect it exhibited.  

The effect of different adapters was manifested as a change of just one parameter 𝑆𝑒 (the 

excitatory sensitivity). We found that 𝑆𝑒 was smaller in the disk condition than in the pedestal 

condition (see Table 2.1). Notice that the disk adapter had a larger size and thus potentially 

greater overlap with the receptive fields of the target channels than the pedestal adapter. Such 

reduction of sensitivity is not consistent with the effect of spatial summation (C.-C. Chen et al., 

2019). Instead, it implies that the extra area of the disk provides an inhibitory signal to the target 

channels and makes it less sensitive to the input stimuli.  
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The 𝑆𝑒 value for the annulus condition reflects the effect from the surround in the absence 

of the adapter center. In the experiment 2, where only annulus adapter was used, the change of 

parameter 𝑆𝑒 reflected the TAE induced from the surround, which corresponded in magnitude to 

the subjective filling-in percept of the observers. Thus, our model captured the effect of the 

surround region that simulated both the perceived orientation shift and the perceived filling-in. 

However, the current model provides no direct indication as to the cause or underlying 

mechanism of filling-in. One possibility is that the surround region actively modulates the center 

filled-in region through lateral interactions (C.-C. Chen et al., 2005; Komatsu, 2006; Komatsu et 

al., 2002). Because the empirical data reported in the literature, including neuroimaging results, 

show evidence supporting both lateral inhibition and lateral excitation during perceptual filling-

in, it could be that filling-in percept results of an interplay between the excitatory and inhibitory 

lateral interaction from the surround feature to the central blank regions. Alternatively, it is also 

suggested that the center region is filled-in due to sensitivity loss at the boundary between the 

blank area and the surrounding context, that is, the isomorphic theory (Cohen & Grossberg, 1984; 

Gerrits & Vendrik, 1970; Kinoshita & Komatsu, 2001; Neumann et al., 2001). Yet, another 

possibility is related to the idea that the brain simply “ignores” the missing information and 

assumes a complete surface, or the symbolic or cognitive theory (Pessoa et al., 1998; von der 

Heydt et al., 2003). The limitation of the current study is that although the adaptation paradigm is 

useful for revealing the effect of different adaptors, it is difficult to pinpoint the exact neural 

activation or neural mechanism during perceptual filling-in even with the help of a model. In our 

current model, the value of parameter 𝑆𝑒, excitatory sensitivity to the adapter center, reflects the 

strength of TAE, and perceived filling-in induced by the annulus adapter. However, the fact that 

the variation in 𝑆𝑒 could be the result of many possible factors, such as differences in lateral 

interaction, different levels of induction from mechanism sensitive both to the center and 
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surround, changes in boundary sensitivity and even some top-down influences from higher brain 

regions, we could not determine the source of the filling-in perceived by observers in the current 

study. Such a limitation could be overcome by implementing neuroimaging methods, such as 

fMRI in future studies. 

To make sure that the difference in TAE between different adapter conditions did not 

originate from differences in how well the participants maintained their fixation, we conducted a 

control experiment to estimate the fixation stability in each condition with an eye tracker (see 

section on Fixation Stability Test in Method). We calculated the BCEA (bivariate normal ellipse 

area) values considering the fixation variability in the vertical and the horizontal directions. We 

found that neither the BCEA values among the pedestal, the annulus, and the disk adapter 

conditions differ (Figure 2.4 left panel) nor did they vary with the self-reported filling-in percept 

(Figure 2.4 right panel), even when the orientation shifts in different conditions were significantly 

different in both cases. Such results suggested that the TAE magnitude changes observed in 

experiments 1 and 2 cannot be explained by differences in fixation stability during adaptation. 

2.6 Conclusions 

In experiment 1, we used three different adapters that occupied the center, the surround, 

and both the center and surround regions to induce TAE which resulted in a perceived orientation 

shift of the target Gabor viewed in eccentric vision. Regardless of the adapter type, the 

orientation shift first increased then decreased as the adapter orientation moved further away 

from the target orientation, peaking between 10 degrees to 20 degrees, suggesting that the 

adaptation effect was orientation specific. The adaptation effect was strongest when the adapting 

stimulus had the same spatial extent as the target (pedestal condition, center-only). The 

adaptation effect decreased when the adapter surround was introduced (disk condition, center and 
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surround), indicating an inhibitory modulation from the surround to the center. This suggests that 

the surround induced lateral inhibition in the central region. The adaptation effect was smallest, 

but still significant, in the annulus (surround-only) condition when the adapter had no physical 

overlap with the target. In addition, observers who perceived stronger filling-in during the 

annulus adapter condition also perceived a stronger TAE. 

In experiment 2, we used only the annulus adapter and recorded the subjectively reported 

filling-in percept after every trial to estimate the orientation shift separately for filling-in and non-

filling-in trials. We discovered that the orientation shift was larger when filling-in occurred. 

Control measurements in a subgroup of participants indicated that our findings cannot be 

explained by differences in fixation stability across the different adaptation conditions. Together 

with the finding of a positive correlation between the strength of filling-in and the magnitude of 

the TAE in experiment 1, we conclude that the filling-in percept is associated with a stronger 

adaptation effect. 

We adapted a divisive inhibition model to account for our results. In the model, we 

assumed that the observed adaptation effect was the result of an increase in the additive constant, 

𝑧, in the denominator, leading to a reduction of the channel response after adaptation, as was 

observed in the literature (Foley & Chen, 1997). The magnitude of the adaptation effect is 

decided by the response of the local mechanism to the adapter, which is determined by the 

excitatory sensitivity parameter, 𝑆𝑒, in the numerator. This sensitivity modulation has been 

shown to be crucial for surround modulation in other studies (C.-C. Chen et al., 2001; C.-C. Chen 

& Tyler, 2002).  
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3. CHAPTER 3: STUDY 2 “THE ROLE OF LATERAL 

MODULATION IN ORIENTATION-SPECIFIC ADAPTATION 

EFFECT” 

 

 

Author-produced version of an article published after peer-review on February 22nd 2022 in 

Journal of Vision, an open access journal. DOI: 10.1167/jov.20.9.5. The supplementary files that 

are not included in the thesis (Supplementary File S1 and S2) can be downloaded from the JOV 

page: https://jov.arvojournals.org/article.aspx?articleid=2778591. 
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3.1 Abstract 

Center-surround modulation in visual processing reflects a normalization process of contrast gain 

control in the responsive neurons. Prior adaptation to a clockwise (CW) tilted grating, for 

example, leads to the percept of counterclockwise tilt in a vertical grating, referred to as the tilt-

aftereffect (TAE). We previously reported that the magnitude of the TAE is modulated by adding 

a same-orientation annular surround to an adapter, suggesting inhibitory lateral modulation. To 

further examine the property of this lateral modulation effect on the perception of a central target, 

we here used center-surround sinusoidal patterns as adapters and varied the adapter surround and 

center orientations independently. The target had the same spatial extent as the adapter center 

with no physical overlap with the adapter surround. Participants were asked to judge the target 

orientation as tilted either CW or counterclockwise from vertical after adaptation. Results showed 

that, when the surround orientation was held constant, the TAE magnitude was determined by the 

adapter center, peaking between 10° and 20° of tilt. More important, the adapter surround 

orientation modulated the adaptation effect such that the TAE magnitude first decreased and then 

increased as the surround orientation became increasingly more different from that of the center, 

suggesting that the surround modulation effect was indeed orientation specific. Our data can be 

accounted for by a divisive inhibition model, in which (1) the adaptation effect is represented by 

increasing the normalizing constant and (2) the surround modulation is captured by two 

multiplicative sensitivity parameters determined by the adapter surround orientation. 

 

Keywords: lateral modulation, surround inhibition, tilt-aftereffect, spatial vision, divisive 

inhibition 
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3.2 Introduction 

The concept of lateral modulation describes how the visual percept of a central stimulus 

can be affected by the presence of a surround pattern. Such lateral modulation of the stimulus 

surround on sensitivity to the stimulus center has long been recognized (De Weerd & Pessoa, 

2003; Gilbert & Wiesel, 1990). Examples of the lateral modulation effect includes visual 

crowding, perceptual grouping, figure-ground segregation, tilt-illusion, and perceptual filling-in 

(Clifford, 2014; Komatsu, 2006; Schwartz et al., 2007, 2009; Solomon et al., 2004; Spillmann & 

Werner, 1996). At the cortical level, it is shown that even if a stimulus presented to a region 

outside the classical receptive field (CRF) does not elicit neural activity, it can modulate the 

neuronal response to a central stimulus, suggesting that such lateral modulation effects extend 

beyond the typical classical receptive field  (Barlow, 1953; Bringuier et al., 1999; Cavanaugh et 

al., 2002a, 2002b; C.-C. Chen et al., 2001; Hubel & Wiesel, 1959; Maffei & Fiorentini, 1976). 

This long-range lateral modulation effect suggests that neurons responding to the center and 

surround regions of the visual field do not work in isolation but rather interact and integrate the 

activity of nearby neurons. 

The lateral modulation effect has been the focus of numerous studies that implement 

various paradigms to investigate the observed phenomena. For example, in psychophysical 

experiments, the perceived contrast of a central stimulus can be decreased or enhanced by a 

surrounding pattern, and such a lateral modulation is tuned to the surround features such as 

luminance contrast, spatial frequency, size, and orientation (Cannon & Fullenkamp, 1991; Chubb 

et al., 1989; Meese et al., 2007, 2009; Petrov et al., 2005; Petrov & McKee, 2006; Polat & Sagi, 

1993; Snowden & Hammett, 1998; Solomon et al., 1993, 1999; Yu et al., 2001, 2002). For 

example, Yu, Klein and Levi (2001) reported that the perceived contrast of the stimulus center 
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was suppressed when the center and surround patterns were of the same orientation, whereas it 

was enhanced when the center and surround orientations were orthogonal. Such lateral 

modulation can differ in foveal and peripheral vision. The lateral modulation effect was found to 

be both facilitative and suppressive in the fovea, but was only suppressive in the periphery (Xing 

& Heeger, 2000). In a dual-masking paradigm, in which a Gabor target is presented with a 

superimposed pedestal grating of various contrast level while surrounded by flankers, Chen and 

Tyler (2001, 2002) showed that colinear flankers produced a facilitative effect on the target 

threshold at low pedestal contrasts while they induced a suppressive effect at high contrasts. In 

comparison, orthogonal flankers could only produce suppressive effects on the central target 

threshold (also see Meese, Summers, Homes, and Wallis, 2007; Meese et al., 2009; Solomon and 

Morgan, 2000; Chen and Tyler, 2002, 2008).  

In addition to psychophysical experiments, single cell recording studies also provide 

insights into the lateral modulation effect and its properties. Many studies showed that lateral 

modulation from the surround depends on the spatial configuration and luminance contrast of the 

center and surround stimuli (Blakemore & Tobin, 1972; Kapadia et al., 1999; Levitt & Lund, 

2002; Nelson & Frost, 1978, 1985; Sengpiel et al., 1998; M. A. Smith et al., 2006). Among them, 

Polat and colleagues (1998) manipulated the contrast of the target that was presented within the 

cell's receptive field of the cat as well as the contrast and orientation of two lateral flankers 

located outside of the receptive field. They discovered that high-contrast collinear flankers 

facilitated the response of the neurons to the low-contrast target and suppressed the response to 

high-contrast targets, whereas orthogonal flankers showed mostly a suppressive effect on the 

target response. In a later study, Chen and colleagues (2001) reported four types of contrast-

dependent lateral modulation effects and proposed a sensitivity modulation model to explained 

the single-neuron recording data. Some researchers used gratings in different sizes and contrasts 
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to estimate the summation receptive fields of neurons in macaque V1 and discovered that the 

summation receptive field measured at a low contrast was larger than that measured at high 

contrast (Li & Li, 1994; Sceniak et al., 1999; Sengpiel et al., 1997; Shushruth et al., 2009). Thus, 

the effect of the surround on the neuronal activity is contrast dependent, that is, it is suppressive 

at high contrast and facilitative at low contrast. 

Neuroimaging studies have also revealed possible neural correlates of the lateral 

modulation effect. In one functional magnetic resonance imaging study, Williams and colleagues 

(2003) reported that adding a surround grating to the central pattern reduced the blood-oxygen 

level-dependent signal in early visual areas and that a parallel surround grating produced a 

stronger signal decrease, suggesting an orientation-specific lateral suppression effect. Similarly, 

another study (C.-C. Chen et al., 2005) showed in a functional magnetic resonance imaging 

experiment, where a flickering pinwheel pattern was presented, that the unstimulated interwedge 

regions was associated with a decreased blood-oxygen level-dependent signal, indicating a lateral 

inhibition effect from the surrounding areas. In another functional magnetic resonance imaging 

study involving a lateral masking paradigm (a central grating is surrounded by collinear and 

noncollinear flankers), Chen (2014) further partitioned the lateral suppression effect into a more 

general inhibition effect insensitive to spatial features of the surround as well as a more specific 

effect tuned to the surround spatial configuration.  

Several computational models have been proposed to account for the lateral modulation 

effect. Chen and Tyler (2001, 2002) proposed a divisive inhibition (or contrast gain control) 

model using multiplicative sensitivity parameters to explain the flanker effect observed in their 

dual masking experiments. Xing and Heeger (2001) put forth a variant of the contrast gain 

control model to explain the center-surround modulation under different surround configurations 



    CHAPTER 3: STUDY 2 

84 

 

by including weights that represent surround facilitation and suppression. Schwabe and 

colleagues (2006) proposed a recurrent network model that considers the top-down feedback 

connections in the visual cortex to account for the near- and far-surround modulation. Their 

model successfully predicts the contrast-dependent lateral modulation subsequently observed in 

macaques (Schwabe et al., 2010). In a later review, Angelucci et al. (2017) proposed a theoretical 

model that involved feedforward, feedback, and horizontal connections to explain the surround 

modulation effects.  

Previous studies of center-surround modulation focused more on how the lateral 

interaction influences the target contrast discrimination (C.-C. Chen & Tyler, 2002; Meese et al., 

2007; Xing & Heeger, 2000) or perceived contrast (Cannon & Fullenkamp, 1991; Yu et al., 2001, 

2002) and less on how the target orientation percept can be affected by an adapter modulated by 

surround features. Many neurons in the visual cortex are tuned to stimulus orientation and 

neurons tuning to neighboring orientations can inhibit each other (Blakemore et al., 1970; 

Blakemore & Tobin, 1972; Carpenter & Blakemore, 1973; Hubel & Wiesel, 1962, 1968); thus, it 

is also important to explore the effect of lateral modulation in the orientation percept.  

The tilt illusion and the tilt-aftereffect (TAE) are two visual phenomena commonly 

studied to understand the orientation domain of human vision (Clifford, 2014; Gibson & Radner, 

1937). The tilt illusion describes the situation when a surround oriented-grating alters the 

perceived orientation of a center grating to the opposite direction of the surround orientation, 

whereas the TAE demonstrates that the perceived orientation of a target grating can be tilted 

away from a preceding oriented adapter. In both cases, the effect is the strongest when the 

surround pattern or the adapter has orientation close to (10°–20° away from) the center stimulus 

or the target, indicating that neurons tuned to similar orientations inhibit each other, which results 
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in the visual illusion and aftereffect of a tilt adaptation. Magnussen and Kurtenbach (1980) 

reported that adding a second adapting pattern ranging from 6° to 60° clockwise (CW) to a 15° 

CW adapter decreased the TAE on the subsequently presented vertical target. The authors 

concluded that a lateral inhibition process was involved because the inhibitory effect from 

neurons inhibiting the vertical (and near vertical) orientation channels cause by the first adapter 

was inhibited by the second adapter (see also Kurtenbach and Magnussen, 1981). Similarly, 

Greenlee and Magnussen (1987, 1988) implemented a method of sequential adaptation in which 

two adapting patterns were alternating in time during the adaptation phase and estimated the 

contrast threshold of a following target grating. Their results showed that, when the two adapting 

gratings were of the same spatial frequency or orientation, the target threshold increased, 

suggesting a suppressive effect. In contrast, the contrast threshold decreased as the second 

adapting grating deviated from the first in spatial frequency and orientation and even went below 

the level when only one adapter was presented, indicating an inhibitory effect between the two 

adapting patterns. Adaptation effects involving patterns with multiple oriented components 

provided further insights in how gratings interact with each other. For example, the plaid pattern 

composed of two oblique sinusoidal gratings can be perceived as a blurred checkerboard of 

horizontal and vertical edges. Such compound checkerboards became distorted after adaptation to 

one oblique grating, suggesting that the adaptation process interfered with the combination and 

interaction between responses to the two oblique gratings resulting from combining responses of 

two orientation filters (Georgeson, 1992; Georgeson & Meese, 1996). Later, Meese and 

Georgeson (1996a, 1996b) used plaids and gratings varied in orientation and contrast as adapters 

and recorded whether the participants perceived the test plaid as a compound pattern or 

individual components. They found that the adapter plaid with a 45° rotation from the test plaid, 

but of the same spatial frequency decreased the percentage of the compound response, whereas 
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the aligned adapter plaid, that is, having the same orientation but with a spatial frequency that 

was three times higher, increased the percentage of the compound response. These results show 

that the filter combination process after adaptation depends on the difference in spatial 

configuration between the adapter and the test stimulus. In addition, adaptation to a vertical and 

horizontal grating made the test plaid look stretched horizontally and vertically, indicating the 

presence of a TAE in the compound percept. These studies demonstrated the power of the 

adaptation paradigm in revealing how two patterns overlapping spatially interact with each other. 

Here, our study focused instead on the interactions between patterns not overlapping in space; 

that is, how the surround pattern affects the neural response to the center pattern. Thus, we 

adapted the TAE paradigm to further investigate how the center and surround regions of the 

adapter could interact with each other and inferred the lateral modulation effect during the 

adaptation phase. 

In a previous study (Lin et al., 2020), we selectively adapted the center, the surround, and 

both the center and the surround regions using a center-surround sinusoidal grating as an adapter 

in the periphery and estimated the magnitude of the TAE on the target. We used three types of 

adapters: a center adapter that had the same spatial extent as the target, a disk adapter that 

covered both the center and surround regions, and an annulus adapter that was located in the 

surround region without physical overlap with the target. We found that the TAE was most 

pronounced for the center adapter, intermediate for the disk adapter, and weakest for the annulus 

adapter. The decrease in the TAE magnitude of the disk condition compared with the center 

condition indicated an inhibitory lateral modulation effect from the adapter surround. The 

limitation of the previous study is that in the disk condition, the adapter surround always had the 

same orientation as the adapter center. Therefore, we could not capture how the lateral 
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modulation effect on the adapter center would change if the adapter surround was of a different 

orientation, which now is the focus of the current study. 

Studying the effect of the adapter surround orientation on the adapter center allows us to 

observe how the TAE changed quantitatively with varying surround orientations, leading us to 

investigate the cross-orientation interaction of the lateral modulation effect in the orientation 

domain. Therefore, to further investigate the property of such a lateral modulation effect here, we 

manipulated the surround and center orientations independently. By doing so, we can observe 

how much the lateral modulation effect from the adapter surround was induced on the adapter 

center by measuring the changes in TAE on the subsequently presented target. In an adaptation 

paradigm, a center-surround adapter was presented followed by a target Gabor, about which 

participants were to make an orientation judgement. We measured how the TAE induced on the 

target depended on the adapter center and surround orientations. Because many earlier studies 

have shown that such lateral modulation depends on the surround features, we expect to observe 

an orientation-specific modulation on the TAE as the surround orientation is varied. A contrast 

gain control (or divisive inhibition) model has been shown to be able to explain the lateral 

modulation effect reported in psychophysics experiments (C.-C. Chen & Tyler, 2001, 2002; 

Clifford, 2014; Goddard et al., 2008; Meese et al., 2007; Schwartz et al., 2009; Xing & Heeger, 

2001) Therefore, we fitted a modified divisive inhibition model inspired by the previous studies 

(C.-C. Chen & Tyler, 2001, 2002; Foley & Chen, 1997; Lin et al., 2020) to our data and 

examined how the model parameters capturing the lateral modulation effect varied with changes 

in the surround orientation. If the lateral modulation effect is independent of the surround 

orientation, then the TAE magnitude should remain constant regardless of the variation in the 

surround orientation. In contrast, if the lateral modulation effect is feature specific, then the TAE 

magnitude should be different across conditions of different surround orientations.  
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3.3 Methods 

Participants 

Four observers, aged between 20 and 30 years, including one of the authors (Y.S.L., 

referred to in the following as P0) and three participants naïve with respect to the purpose of the 

experiment (P1–P3) participated in the study. All observers have normal or corrected-to-normal 

vision. Informed consent was acquired before participation for all participants. The study 

procedure and protocols were approved by the University of Regensburg ethics committee 

(application number: 19-1591-101) and the experiment was performed according to the 

Declaration of Helsinki on human experimentation. Participants (except for P0) received 

monetary compensation or class credits as a reward for their participation. All observers first 

performed a short practice session to become acquainted with the stimuli and the task before 

continuing the formal experiment. 

Apparatus 

Participants viewed stimuli on a Dell S2417DG 24-inch LED monitor with 2560 × 1440 

pixel resolution and 120 Hz refresh rate in a viewing distance of 60 cm. The monitor was 

calibrated and gamma-corrected with a spot photometer (MINOLTA CS-100). The mean 

luminance was 73.8 cd/m2. The experiment was conducted in a dimly lit room. 

Stimuli 

 The adapter was composed of two parts: a center Gabor pattern (the center patch) and a 

surround grating (the annulus). The stimulus orientation here was defined by a sinusoidal 

luminance contrast variation, with 0° corresponding to a vertical grating and CW gratings was 

assigned negative values whereas counterclockwise (CCW) gratings, positive values. The 
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orientation of the center and surround gratings varied independently of each other along one of 

five orientations (0°/vertical, 11.25°, 22.5°, 45° and 90°/horizontal) in separate runs, resulting in 

25 possible orientation combinations. Figure 3.1A shows some examples of the adapters. The 

target was a Gabor with the same spatial extend of the center patch, defined by: 

𝐺(𝑥, 𝑦) = 𝐵 + 𝐵𝐶𝑐𝑜𝑠 (2𝜋𝑓𝑥′)𝑒
(

−𝑥′2−(𝑦′−𝑢𝑦)2

2𝜎2 )
                                  (3.1) 

𝑥′ = 𝑥𝑐𝑜𝑠 𝜃 + 𝑦𝑠𝑖𝑛 𝜃 ,                                                                       

𝑦′ = −𝑥𝑠𝑖𝑛 𝜃 + 𝑦𝑐𝑜𝑠 𝜃 ,                                                                    

where B represents the mean luminance, C the pattern contrast, f the spatial frequency, μy the 

vertical displacement of the pattern, and σ the scale parameter. θ in the second and third 

equations represents the pattern orientation. The center part of the adapter and the target had a 

0.3° scale parameter (σ). The annular surround part of the adapter was generated by multiplying a 

sinusoidal grating by an annular Gabor envelope, defined by: 

𝐺𝑎 = 𝐵 + 𝐵𝐶𝑐𝑜𝑠 (2𝜋𝑓𝑥′) ∙  𝑒
(

−(𝑟−𝑟𝐸)2

2𝜎𝑟
2 )

 ,                                                                         (3.2) 

where 𝑟 = (𝑥′2
+ 𝑦′2)0.5 is the radial coordinates of 𝑥′ and 𝑦′ after transformation from 

Cartesian coordinates to polar coordinates. 𝑟𝐸 is the eccentricity which determines the size of the 

annulus, whereas 𝜎𝑟 is the radial scale parameter that determines the width of the annulus. The 

annular surround part used in the current study was created with 3.5° eccentricity (𝑟𝐸) from the 

adapter center with a 0.9° scale parameter (𝜎𝑟). There was no overlap between the adapter center 

(where the center patch and the target locate) and the adapter surround (where the annulus is 

positioned) regions. 
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Figure 3.1 

Example Stimuli and Experimental Procedure 

 

Note. (A) Example stimuli used in the current study. The adapter consists of two gratings: a central patch (having the 

same spatial extent as the target) and a surround annulus. (A) Four of the 25 adapters with varying center and 

surround orientation. The corresponding orientation of the two gratings are indicated below each panel in 

center/surround format. The white arrows (presented here only for the sake of illustration) in panels A2 and A3 

signify the orientation of the central patch with 11.25° and 22.5° of CCW tilt, respectively. (B) An illustration of the 

experimental procedure. The stimuli were all presented in the upper-right visual field. The black dot represents the 

fixation point (not scaled to actual size). During the adaptation phase, the fixation point briefly changed its color 

(from black to red and back to black) at random timepoints. Participants were instructed to press a button to report 

the color change. See text for more details. 

 



    CHAPTER 3: STUDY 2 

91 

 

 The adapter and the target were presented on the upper right quadrant of the visual 

display, centered at 10° eccentricity (7.07° in the x and y directions) from the central fixation 

point. The visual stimuli were all generated using Matlab (MathWorks, Inc., Natick, MA, USA) 

with PsychToolbox (http://psychtoolbox.org/). 

Procedure 

 A single interval binary choice task was used to estimate how much the percept of the 

target orientation appeared tilted following adaptation. In every run, the adapter had 1 of the 25 

orientation combinations. Each orientation combination was repeated at least three times. The 

sequence of the orientation combination was randomly determined. Each run contained 72 trials, 

including two practice trials at the very beginning. On each trial, the adapter flickered at 5Hz in 

counterphase for 8 seconds, followed by an 83.3 ms interstimulus interval then the target, which 

lasted for 200 ms (see Figure 3.1B for an illustration of the procedure). Observers were instructed 

to judge the target orientation (CCW or CW) by pressing the corresponding keyboard buttons. 

The next trial began automatically after the response. Two types of targets were presented in 

random sequence in the experiment: a CCW-tilted or a CW-tilted one. To determine the 

placement of the orientation of either target in the next trial, we used the Ψ threshold-and-slope-

seeking staircase (Kontsevich & Tyler, 1999) method and created one staircase for each type of 

target to estimate the orientation level necessary for the observer to judge the target as oriented in 

the same direction as its physical orientation at 86% rate. In each staircase, if the observer judged 

the target as oriented the same as the physical appearance in a previous trial, the target orientation 

in the next trial became closer to the vertical orientation; Otherwise, the target orientation 

deviated more away from the vertical orientation in the next trial. 
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 To make sure observers maintained steady fixation during the task, we added a central 

fixation task, in which they were instructed to press the space bar whenever the color of the 

fixation dot turned from black to red (see Figure 3.2B). All participants were trained to reach a 

high accuracy (>95%) in the fixation task during the practice session before we started the real 

experiment.  

3.4. Results 

We combined the CW and CCW trials of each orientation combination condition together 

and fit one psychometric function (PF) to the combined data (see Lin, Chen, and Greenlee, 2020 

for a comparison between the TAE estimated by the Ψ method and the PF fitting method). We 

first pooled all trials of all runs of each condition for every observer, and assigned CW trials with 

negative orientation values, whereas the CCW trials with positive ones. We then calculated the 

proportion of the observer responding CCW at all orientation levels. We used the Palamedes 

toolbox (Prins & Kingdom, 2018) to fit a cumulative normal Gaussian PF to every adapter 

condition. Alpha (50% CCW response rate, essentially the point of subjective verticality) and 

beta (slope at 50% CCW response rate) were set as free parameters, whereas gamma (guessing 

rate) and lambda (finger error rate) were fixed with the value 0.01. We took the alpha values, or 

the point of subjective verticality, of the fitted PF of each condition as the magnitude of the TAE 

and determined how such value varied with different adapter orientations. In the following, the 

magnitude of the TAE is expressed in degrees of orientation tilted away from the physical 

vertical for the target to be perceived as vertical. 

The data (including the Ψ estimates and the raw trial data) of individual participants are 

presented in Supplementary File S1 and File S2 in .xlsx (Excel) format. 
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Orientation-specific lateral modulation 

 Figure 3.2 shows the averaged data of the four participants (the individual data are 

included in the Supplementary File S3, Appendix B in this thesis). In panel A, the TAE is plotted 

against the adapter center orientation and different color curves/marker types represent different 

surround orientations; in contrast, in panel B, the TAE is plotted against the adapter surround 

orientation. The data suggest that the TAE peaked between 10° to 20° center orientation, 

regardless of the surround orientation and that the surround orientation modulated the overall 

adaptation effect. The surround modulation resulted in a dipper shape trend shown in Figure 

3.2B, where the TAE first decreased then increased as the surround orientation increased from 0° 

to 90°. Such a trend is present in the data of all participants (see Figure B.1 in Appendix B). The 

lateral modulation observed in the data can be captured by sensitivity modulating parameters in a 

modified divisive inhibition model shown in the later section. A -way repeated measures analysis 

of variance showed that the interaction between center and surround orientation, F(16, 72) = 

1.36, p = 0.19, was not significant, whereas the adapter center and surround main effects, F(4, 72) 

= 77.52, p < 0.01, 𝑓 = 1.75; F(4, 72) = 8.09, p < 0.01, 𝑓 = 0.53, were significant. The significant 

main effects suggest that the effect of both the center and surround orientations affect the target 

TAE magnitude. 
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Figure 3.2 

The Averaged TAE 

 

Note. The averaged TAE (corresponding to a 50% CCW response rate of the four observers) is shown. In (A), the 

TAE is plotted against different adapter center orientations with different color symbols and curves representing 

different surround orientations; in (B), the TAE is instead plotted against different adapter surround orientations, 

whereby the different color symbols and curves represent different center orientations. The error bars are ±1 standard 

error of measurement.  

 

 To further investigate the lateral modulation effect observed in the psychophysical data 

where the TAE highly depended on the surround orientation, in the following section, we fitted 

the data with a divisive inhibition model inspired by previous studies (C.-C. Chen & Tyler, 2002; 

Foley & Chen, 1997).  
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Model 

We implemented a divisive inhibition model in which the response to a visual stimulus is 

computed by dividing the excitatory component with an inhibitory component plus a normalizing 

constant. Researchers have long used divisive inhibition models to explain lateral modulation 

effects such as lateral masking (C.-C. Chen & Tyler, 2001, 2002; Meese et al., 2007; Xing & 

Heeger, 2001) and tilt illusion (Clifford, 2014; Goddard et al., 2008; Schwartz et al., 2009). Prior 

studies have also used divisive inhibition models to fit the results of adaptation experiments 

(Foley & Chen, 1997; Meese & Holmes, 2002; Wilson & Humanski, 1993). In the current study, 

we would like to integrate these two aspects, the lateral modulation and the adaptation effect, in 

our model, modified from the one used in the previous study (Lin et al., 2020), in which the 

lateral modulation effect is captured by two multiplicative sensitivity (or gain) modulating 

parameters (C.-C. Chen & Tyler, 2002), whereas the adaptation effect represented by changes in 

the normalizing constant (Foley & Chen, 1997). 

Model architecture 

In the model (illustrated in Figure 3.3), we implemented population coding (Deneve et al., 

1999; M A Paradiso, 1988; Pouget et al., 2000) and assumed multiple evenly distributed 

orientation channels with preferred orientation ranging from -90° (CW) to 90° (CCW) at 30° 

interval and 30° full width at half maximum. The response of the 𝑗𝑡ℎ channel to the 𝑖𝑡ℎ image 

first goes through a receptive field-like linear operator (the oriented-receptive field/linear filter in 

Figure 3.3), then a nonlinear operator (the divisive inhibition process in Figure 3.3).  
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Figure 3.3 

A Schematic Diagram of the Divisive Inhibition Model 

 

Note. In this population coding model, each channel response to the input image is calculated by a contrast gain 

control process. The adapter response determines the adaptation effect induced on the target. The lateral modulation 

effect is captured by two sensitivity modulation parameters, 𝐾𝑒 and 𝐾𝑖. See the text for further details. 

The excitatory component of channel 𝑗 is calculated by the product of the sensitivity 

profile of the linear operator and the image 𝑖 (C.-C. Chen et al., 2000; Foley & Chen, 1999; 

Phillips & Wilson, 1984). The sensitivity profile is assumed to be a Gabor function that matches 

the Gabor pattern used in the experiment (see the section on Stimuli in the Methods section). 

Integrating the product of the sensitivity profile and the stimulus over space, we end up with the 

following three components shown in Equation 3.3: 𝐶𝑖, the luminance contrast of ith image 

(which is independent of the image spatial structure, thus is taken out as a separate term), the 
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orientation dependent component (i.e. the orientation-tuning function) that can be represented by 

a Gaussian function (M A Paradiso, 1988; Pouget et al., 1998; Westrick et al., 2016; Wilson & 

Humanski, 1993), and finally the orientation independent part of product that deemed as a 

constant in the current case. This last constant component is termed the sensitivity parameter, 𝑆𝑒. 

Combined, the excitation component thus is defined as, 

𝐸𝑖𝑗
′ = 𝑆𝑒 ∙ 𝐶𝑖 ∙ 𝑒

− 
(𝜃𝑖−𝜃𝑗)2

𝜎2 ,                                                                                                 (3.3) 

where 𝜃𝑖 is the image orientation and 𝜃𝑗  the channel preferred orientation. 𝜎2 is the channel 

variance determining the channel bandwidth. If a surround region is added to the center, as is the 

case for the center-surround grating adapter, the excitation can be modified as the following, 

𝐸𝑖𝑗
′ =  𝐸𝑖𝑐𝑗

′ +  𝐸𝑖𝑠𝑗
′ = 𝐾𝑒 × (𝑆𝑒𝑐 ∙ 𝐶𝑖𝑐 ∙ 𝑒

− 
(𝜃𝑖𝑐−𝜃𝑗)2

𝜎2 + 𝑆𝑒𝑠 ∙ 𝐶𝑖𝑠 ∙ 𝑒
− 

(𝜃𝑖𝑠−𝜃𝑗)2

𝜎2 ),                 (3.4) 

in which the center and surround parts of the image belong to separate components, 𝐸𝑖𝑐𝑗
′  and 𝐸𝑖𝑠𝑗

′  

with 𝐶𝑖𝑐 and 𝜃𝑖𝑐 representing the features of the image center, whereas. 𝐶𝑖𝑠 and 𝜃𝑖𝑠 represent 

those of the image surround. 𝑆𝑒𝑐 and 𝑆𝑒𝑠 are the excitatory sensitivity parameters for the two 

regions. Parameter 𝐾𝑒 is included to capture the lateral modulation effect from the surround to 

the center. The excitation term is then halfwave rectified, as in many previous cases (C.-C. Chen 

& Tyler, 2001, 2002; Foley, 1994; Foley & Chen, 1997, 1999), shown in Equation 3.5, where 

max (𝑎, 𝑏) indicates the operation of choosing the larger value among 𝑎, 𝑏.  

𝐸𝑖𝑗 = 𝑚𝑎𝑥 (𝐸𝑖𝑗
′ , 0),                                                                                                         (3.5) 

Note that, in the current experiment, because no terms in Equation 3.3 or 3.4 are negative, the 

halfwave rectification transformation can be skipped without changing the excitatory component 
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value. However, we retain such a step to align with previous studies and to keep the model 

flexible for future cases in which negative terms could be involved. 

Next, before adaptation, the excitation component is raised by a power, 𝑝, and divided by the 

inhibitory component, 𝐼𝑖𝑗, as well as the normalizing constant, 𝑧, as  

𝑅𝑖𝑗 =  
𝐸𝑖𝑗

𝑝

𝐼𝑖𝑗+𝑧
 ,                                                                                                                    (3.6) 

where 𝐼𝑖𝑗 is  

𝐼𝑖𝑗 = 𝑆𝑖 ∙ (𝐸𝑖𝑗)𝑞,                                                                                                              (3.7) 

for images without a surround pattern with 𝑆𝑖 the inhibitory sensitivity parameter, and  

𝐼𝑖𝑗 = 𝐾𝑖 × (𝑆𝑖𝑐 ∙ (𝐸𝑖𝑐𝑗)𝑞 + 𝑆𝑖𝑠 ∙ (𝐸𝑖𝑠𝑗)𝑞),                                                                       (3.8) 

when the surround region is added, where contributions from the center and surround are 

represented again by separate components (with individual sensitivity parameters 𝑆𝑖𝑐 and 𝑆𝑖𝑠); 

the sum of the two is then multiplied by the lateral modulation parameter, 𝐾𝑖.  

 𝐾𝑒 and 𝐾𝑖 are determined by two Gaussian functions of the surround orientation (𝜃𝑖𝑠).  

𝐾𝑒 = 𝑒
− 

(𝜃𝑖𝑠−𝜃𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦)2

𝜎𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦
2

 and 𝐾𝑖 = 𝑒
− 

(𝜃𝑖𝑠−𝜃𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦)2

𝜎𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦
2

,                                                   (3.9) 

Each Gaussian function has a mean (the 𝜃𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 or 𝜃𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦) and standard deviation 

parameter (the 𝜎𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 or 𝜎𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦) to determine the center orientation and bandwidth of the 

function. These four center and bandwidths parameters control how the excitatory and inhibitory 

sensitivities vary with surround orientation. 
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 We determine the perceived orientation of the input image, 𝑖, with a population coding 

operation where the preferred orientation of each channel, 𝜃𝑗 , is weighed by the channel response, 

𝑅𝑖𝑗, then divided by the sum of all channel responses, as 

 𝑃𝑖 =  
∑ 𝑅𝑖𝑗∙ 𝜃𝑗

𝑁
𝑗=1

∑ 𝑅𝑖𝑗
𝑁
𝑗=1

+ 𝑚.                                                                                                     (3.10)  

An internal bias parameter 𝑚 is included to account for the perceptual or response bias of each 

observer even without experimental manipulation such as adaptation. 

 The effect of adaptation has been shown by the shift of the dynamic range of V1 neuron 

contrast response function (Albrecht et al., 1984; Anderson et al., 1997; Gardner et al., 2005; 

Sclar et al., 1989) and, in a Naka-Rushton style model (Naka & Rushton, 1966), can be modeled 

by introducing a change in the semisaturation parameter (Greenlee & Heitger, 1988). In 

psychophysics results, such an adaptation effect can be captured by the change of parameter, 

𝑧 ,the normalizing constant (Foley & Chen, 1997; Lin et al., 2020). Thus, after adaptation is 

induced, the channel response, denoted by a prime, ', superscript, to the target becomes the 

following: 

𝑅𝑡𝑎𝑟𝑔𝑒𝑡𝑗
′ =  

𝐸𝑡𝑎𝑟𝑔𝑒𝑡𝑗
𝑝

𝐼𝑡𝑎𝑟𝑔𝑒𝑡𝑗+𝑧𝑗
′ =  

𝐸𝑡𝑎𝑟𝑔𝑒𝑡𝑗
𝑝

𝐼𝑡𝑎𝑟𝑔𝑒𝑡𝑗+ 𝑧∙𝑎𝑗
,                                                                           (3.11) 

where 𝑧𝑗
′ is the normalizing constant after adaptation and 𝑎𝑗 serves as the adaptation factor, 

defined as,  

𝑎𝑗 = (1 + 𝑅𝑎𝑑𝑎𝑝𝑡𝑒𝑟𝑗).                                                                                                   (3.12) 

𝑅𝑡𝑎𝑟𝑔𝑒𝑡𝑗 is calculated through Equation 3.3, 3.5, 3.6 and 3.7, and 𝑅𝑎𝑑𝑎𝑝𝑡𝑒𝑟𝑗 is determined by 

through Equation 3.4, 3.5, 3.6, and 3.8, in which lateral modulation components are involved. 
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Model performance 

We fitted the aforementioned model to the averaged data (Figure 3.2) With a Powell’s algorithm 

(Press et al., 1988), which seeks the parameter values that minimize the sum of squared error, or 

the sum of the squared deviations between the TAE data and the model prediction. The smooth 

curves in Figure 3.4 represent the best model prediction. The markers in Figure 3.4 are the 

averaged TAE data as in Figure 3.3.  

Figure 3.4 

Model Fitting Results of the Averaged Data 

 

Note. In (A), the target orientation, corresponding to a 50% CCW response rate, is plotted against the adapter center 

orientation. Smoothed curves of different colors represent the model prediction for the different adapter surround 

orientations (inset), whereby the differently colored symbols show the averaged TAE data in different adapter 

surround orientation conditions (inset). The error bars are ±1 standard error of measurement. (B) How the parameters 

Ke and Ki vary with the surround orientation. Both parameters were determined by a Gaussian function. 
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In the model, 𝑆𝑒 (excitatory sensitivity to the target) and 𝑆𝑒𝑐 (excitatory sensitivity to the 

adapter center) are set to be the same since the target has the same spatial extent as the adapter 

center. Likewise, 𝑆𝑖 (inhibitory sensitivity to the target) and 𝑆𝑖𝑐 (inhibitory sensitivity to the 

adapter center) are set to be equal. Parameters other than 𝑧, 𝑝, 𝑞, 𝑚,  𝑆𝑖𝑠, and the two parameters 

determining 𝐾𝑖 were fixed because the goodness of fit did not change empirically whether they 

were free or not, resulting in a total of seven free parameters. The model can explain up to 86.7% 

of the variance in the averaged data, with a root mean square error (RMSE) of 0.43. The goodness 

of fit ranged from 70.5% to 89.0% in the four participants. The best fitting parameters and 

goodness of fit of the group-averaged data and the individual data are presented in Table 3.1. In 

Supplementary File S3 online (or Appendix B in the current thesis), the plots for the fitting 

results of the individual participant can be found in Figure B.2 in Appendix B. 

Table 3.1 

List of best fitting parameters and goodness of fit (𝑅2) of the current model on the averaged and 

individual TAE data. 

OBSERVER MEAN P0 P1 P2 P3 

PARAMETER      

𝑺𝒆 𝑺𝒆𝒄⁄   100.00 100.00 100.00 100.00 100.00 

𝑺𝒆𝒔  100.00 100.00 100.00 100.00 100.00 

𝑺𝒊 𝑺𝒊⁄
𝒄  0.20 0.20 0.20 0.20 0.20 

𝑺𝒊𝒔  17.31 49.55 17.77 8.62 44.73 
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𝒛  0.02 0.05 0.02 0.07 0.03 

𝒑  2.88 3.02 3.09 3.21 2.79 

𝒒  1.19 1.18 1.28 1.63 1.32 

𝝈  18.01 18.01 18.01 18.01 18.01 

𝑲𝒆 𝜃𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 0.00 0.00 0.00 0.00 0.00 

 𝜎𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 30.00 30.00 30.00 30.00 30.00 

𝑲𝒊 𝜃𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦 18.45 24.02 12.72 16.23 22.79 

 𝜎𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦 24.46 24.24 26.91 25.25 15.63 

𝒎  0.28 0.73 0.07 1.33 -1.09 

𝑹𝟐 0.867 0.890 0.831 0.705 0.721 

𝑹𝑴𝑺𝑬 0.43 0.53 0.57 0.60 0.49 

MSE      0.38 0.16 0.20 0.18 0.23 

NUMBER OF FREE 

PARAMETERS (TOTAL 

PARAMETERS) 

7(13) 7(13) 7(13) 7(13) 7(13) 

Note. Free parameters and parameter values are marked in bold. Parameter 𝜎 was set as 18.01 to maintain the 

channel tuning FWHM as 30 degrees. The column MEAN represents the fitting parameters of the averaged data 

across the four participants. 
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As demonstrated in Figure 3.4B, the parameter 𝐾𝑒, controlling how the excitatory 

sensitivity is modulated when a surround is added to the adapter, decreased as the surround 

orientation increased from 0 to 90 degrees. In contrast, 𝐾𝑖, the inhibitory sensitivity modulating 

parameter, peaked at approximately 20° and then decreased as the surround orientation continued 

to increase. These results suggest that the surround interaction in the numerator terms of the 

normalizing process was stronger when the surround orientation was closer to 0°, whereas the 

surround modulation in the denominator was stronger with about 20° deviation from vertical. 

3.5 Discussion 

Magnussen and Kurtenbach (1980) demonstrated that adding a second oriented adapting 

pattern decreased the TAE on the subsequent target, suggesting a inhibitory lateral interaction 

between the two patterns (see also Greenlee and Magnussen (1987; 1988)). In the current study, 

we investigated the cross-orientation interaction in center-surround oriented gratings by 

manipulating the orientation of the adapter center and surround and observed its effects on the 

TAE. In an adaptation paradigm, we implemented a center-surround sinusoidal grating adapter 

that contains a center and surround regions whose orientations varied independently. We then 

measured how the TAE induced by the adapter on a following target changed with adapter center 

and surround orientation. We found that the overall TAE was determined by the orientation of the 

central adaptor, peaking at approximately 10° to 20°, and that the magnitude TAE is modulated 

by the surround orientation. In general, the TAE first decreased then increased as the surround 

orientation deviated away from the vertical orientation (the dipper shape in Figure 3.2B). Our 

results demonstrates that the surround interaction is orientation specific as has been reported in 

the literature (Cavanaugh et al., 2002b; C.-C. Chen & Tyler, 2002; Shushruth et al., 2012; 

Solomon et al., 1993).  
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Such orientation-specific lateral suppression that we observed has been compared to the 

overlay cross-orientation suppression in which a mask usually of orthogonal orientation was 

superimposed on the target. Petrov and colleagues (2005) measured the target detection threshold 

under surround masking and overlay masking configurations. They reported that the surround 

suppression effect was more narrowly tuned to the mask features such as orientation and spatial 

frequency and was more evident in the periphery than in the fovea. Similarly, Meese et al. (2009) 

examined the target contrast threshold under three masking configurations: cross-oriented overlay 

mask, orthogonal surround mask, and parallel surround mask at different eccentricity and mask 

contrast. Again, the surround suppression, especially from the parallel surround mask, was found 

to be stronger in the periphery, whereas the superimposed cross-oriented masking remained at 

similar strength across foveal and peripheral locations. Such findings suggest that these two 

forms of suppression involve different neural processes (see also Petrov and McKee, 2006; Smith 

et al., 2006). 

Divisive inhibition in orientation-specific lateral modulation 

To explain such orientation-specific lateral modulation effect, we modified the divisive 

inhibition model to account for our data. In the previous model implemented in the our previous 

study (Lin et al., 2020), the sensitivity-modulating effect was mediated by the excitatory 

sensitivity parameter, 𝑆𝑒, which was most pronounced for the center, intermediately pronounced 

for the disk (both center and surround) and was least pronounced for the annulus (surround-only) 

condition in the final fitting results.  

In Chen and Tyler (2002), 𝐾𝑒 and 𝐾𝑖, the multiplicative sensitivity modulating 

parameters of the excitatory and inhibitory components, were set as free parameters. They 

reported that 𝐾𝑒 and 𝐾𝑖 both decreased as the flanker orientation increases while the ratio 
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between the two stayed approximately constant with flanker orientation. They fitted each of the 

two parameters with a linear combination of two Gaussian functions, one narrowly and one 

broadly tuned. In our model, 𝐾𝑒 and 𝐾𝑖 were each determined by a Gaussian function, 

representing how the excitatory and inhibitory terms change with the surround orientation 

respectively (see Fig. 4.4B and Fig. B.3 in Appendix B). Similar to the fitting results of Chen and 

Tyler (2002), in our case, the best fitting parameter set showed that 𝐾𝑒, peaking at the 0° 

surround, decreased as the surround orientation increased, whereas 𝐾𝑖 first increased and peaked 

around 20°, then decreased as the surround orientation increased. These studies demonstrated that 

the modified divisive inhibition model can capture not only the lateral modulation effect of the 

flankers on the contrast threshold of a central stimulus in the dual-masking paradigm (C.-C. Chen 

& Tyler, 2002) but also the lateral modulation effect of the adapter surround orientation on the 

percept of the adapter center in the adaptation paradigm (Lin et al., 2020 and the current study). 

Comparison with the results of Lin et al. (2020) 

In the previous study (Lin et al., 2020), we measured the TAE on the target after three 

types of adapter: a center adapter with the same spatial extent as the target, a disk adapter that 

occupied both the center and surround regions, and an annulus adapter that covered only the 

surround region. We found that the TAE was the stronger in the center adapter condition than in 

the disk adapter condition, suggesting that adding a surround to the adapter introduced an 

inhibitory effect to the adapter center. In this section, we compare the lateral modulation effects 

estimated from the previous and the current studies.   

The reasons to make such a comparison is two-fold: 1) to see if we could replicate the 

previous lateral inhibition result and 2) to examine how introducing a gap between the center and 

surround could affect the lateral modulation effect. Because the surround region of the disk 
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adapter in the 2020 study always had the same orientation as the adapter center, a fair comparison 

condition from the current study would be when the adapter center and surround have the same 

orientation. Three participants (P0, P1, and P3) took part in both the 2020 study and the current 

one; thus, we could compare their data from the two studies.  

We took the data of the center and the disk adaptation conditions from the 2020 study and 

compared these data with the conditions where the adapter center and surround were of the same 

orientation (same center and surround in Figure 3.5) in the current study. Because the data 

reported in Lin et al. (2020) was the psi estimates whereas the data shown in the current study 

were the PF-fitting results, we also fitted PFs for the center and disk conditions on the raw data of 

the 2020 study and took the 50% CCW reporting rate target orientation for comparison purpose. 

As shown in Figure 3.5, the TAE was the most pronounced in the center condition, followed by 

the disk condition, and the least pronounced in the center-surround condition with the same 

orientation. Thus, we again demonstrated that including a surround pattern during the adaptation 

decreased the TAE on the target. The individual data of three participants of the comparison 

between the two studies are shown in Figure B.4 in Appendix B. 
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Figure 3.5 

Comparison Between the Same Center and Surround (C&S) Conditions of the Current study and 

the Center and Disk Conditions from the Previous Study (Lin et al., 2020). 

 

Note. The averaged TAE data of three participants (P0, P1, and P3) are plotted against the adapter orientation. The 

red-dashed curve with red solid circles represents the center, the blue curve with solid triangles presents the results 

from the disk adapter (an enlarged grating covering both the center and the surround area), and the orange-dotted 

curve with solid diamonds depicts the results of the center-surround adapter when both regions had the same 

orientation. The error bars are ±1 standard error of measurement. 

Comparing the conditions where the adapter center and surround were of the same 

orientation (same center and surround condition in Figure 3.5) in the current study with the 

results from the center and the disk conditions in the previous 2020 study, we replicated the effect 

showing that adding a surround decreased the TAE. Interestingly, the TAE in the disk condition 
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was more pronounced than that exhibited in the same center and surround conditions, suggesting 

that adding a gap between the adapter center and surround increased the lateral inhibition effect 

from the surround. One possibility is that the grating filling in the gap region in the disk condition 

induced a near surround interaction that facilitated the adapter center and countered the surround 

inhibition from the more eccentric surround region (the annulus) thus resulted in a slightly 

stronger TAE compared with the same center-surround condition.  

Introducing a gap between the center and surround regions of a stimulus could affect the 

amount of lateral modulation the center region received. In the tilt illusion, segmenting the center 

and surround gratings by adding a mean luminance ring in between, separating the two with 

different disparity, or changing the relative contrast decreased the perceived illusion (Durant & 

Clifford, 2006; Qiu et al., 2013). The perceived contrast decrease of a center grating surrounded 

by a grating ring also decreased as the physical distance between the ring and the center patch 

increased (Cannon & Fullenkamp, 1991; Yu et al., 2001). In a flanker paradigm, the target 

contrast detection threshold first increased (suppression) then decreased (facilitation) with the 

target-to-flanker distance (Polat & Sagi, 1993). Chen and Tyler (2008) manipulated the relative 

location of the flankers and the flankers distance to the target. The facilitative and suppressive 

flanker effects decreased as the flanker location deviated from the collinear axis. When the 

flanker-to-target distance was shortened (1.4 λ), the flankers acted like a high-contrast pedestal 

and it raised the target threshold regardless of the pedestal contrast. As the distance between the 

flankers and the target further increased, the target detection threshold further decreased. In 

Meese et al. (2009), the maximum contrast threshold elevation resulting from adding a annulus 

surround mask decreased as the gap between the annulus and the center Gabor increased. These 

findings indicate a complex and diverse effect of the segregation between the center and 

surround. In our case, future experiments manipulating the separation between the center patch 
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and the annulus would be required before further inference can be made on the effect of the gap 

on the lateral modulation. 

3.6. Conclusions 

Previously, Lin, Chen, and Greenlee (2020) showed that adding a surround with the same 

orientation to the adapter center decreased the TAE magnitude on the following target, 

suggesting a lateral inhibition effect. Here, we further investigated such lateral modulation effects 

by varying the center and surround orientations separately. 

In an adaptation paradigm, participants were asked to judge the orientation of a central 

Gabor target (located in the upper right periphery) after viewing a flickering sinusoidal-grating 

adapter with a center (occupying the same spatial extend as the target) and a surround (without 

physical overlap with the target) gratings in eccentric vision. Because the center and surround 

orientations were varied independently, we could observe how the surround feature could 

influence the center percept quantitatively. The results showed that the TAE induced on the target 

was predominantly determined by the adapter center and modulated by the adapter surround. The 

surround modulation effect first increased then decreased as the surround orientation deviated 

from the vertical orientation. Such findings demonstrate an orientation-specific interaction 

between the center and the surround regions in the visual field. The results aligned well with the 

previous research focusing on the lateral modulation effect in human vision (C.-C. Chen & Tyler, 

2001, 2002; Magnussen & Kurtenbach, 1980). We fitted a divisive inhibition model to the data, 

using the sensitivity modulating parameters in the numerator and denominator to capture the 

observed lateral modulation effect.  

Numerous studies have focused on the cross-orientation interactions between patterns 

occupying the center and surround visual fields. The results of these studies have shed light on 
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the neural mechanisms of the long-range interactions (C.-C. Chen & Tyler, 2001, 2002; Meese et 

al., 2007; Solomon & Morgan, 2000; Spillmann & Werner, 1996; Xing & Heeger, 2000; Yu et 

al., 2001, 2002), providing insights in the fundamental neural processing of early visual cortex. 

Following this long line of research in lateral interactions, the current study furthers our 

understanding of the human visual system by showing that the magnitude of the lateral 

modulation is influenced by the surround orientation.  
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4. CHAPTER 4: STUDY 3 “NEURAL CORRELATES OF 

LATERAL MODULATION AND PERCEPTUAL FILLING-IN IN 

CENTER-SURROUND RADIAL SINUSOIDAL GRATINGS: AN 

FMRI STUDY” 
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was accepted after revision on September 15th, 2022. 

 

  



    CHAPTER 4: STUDY 3 

112 

 

4.1. Abstract 

We investigated lateral modulation effects with functional magnetic resonance imaging. We 

presented radial sinusoidal gratings in random sequence: a scotoma grating with two arc-shaped 

blank regions (scotomata) in the periphery, one in the left and one in the right visual field, a 

center grating containing pattern only in the scotoma regions, and a full-field grating where the 

pattern occupied the whole screen. On each trial, one of the three gratings flickered in 

counterphase for 10 seconds, followed by a blank period. Observers were instructed to perform a 

fixation task and report whether filling-in was experienced during the scotoma condition. The 

results showed that the blood-oxygen-level-dependent (BOLD) signal was reduced in areas 

corresponding to the scotoma regions in the full-field compared to the center condition in V1 to 

V3 areas, indicating a lateral inhibition effect when the surround was added to the center pattern. 

The univariate analysis results showed no difference between the filling-in and no-filling-in trials. 

However, multivariate pattern analysis results showed that classifiers trained on activation pattern 

in V1 to V3 could differentiate between filling-in and no-filling-in trials, suggesting that the 

neural activation pattern in visual cortex correlated with the subjective percept. 

 

Keywords: perceptual filling-in, lateral modulation, multivariate pattern analysis, functional MRI 

4.2 Introduction 

It is well known that a surround pattern can affect the percept of a central stimulus 

(Gilbert & Wiesel, 1990; Schwartz et al., 2007; Spillmann et al., 2015). In visual crowding, for 

example, the presence of flankers diminishes the recognition of the center target (Bouma, 1970; 

Herzog et al., 2015; Levi, 2008). In the lateral masking paradigm, lateral flankers first increase 

then decrease the detection threshold of a central target as the distance between the target and 



    CHAPTER 4: STUDY 3 

113 

 

flankers increased (Polat & Sagi, 1993). In the presence of a superimposed pedestal, colinear 

lateral flankers decrease the target discrimination threshold at low pedestal contrast and increase 

the threshold at high pedestal contrast (C.-C. Chen & Tyler, 2002). In visual illusions, such as the 

Ebbinghaus illusion and tilt illusion, the size or orientation percept of a central target can be 

modulated by its surround (Clifford, 2014; Gibson, 1937a; Gilbert & Wiesel, 1990; Wundt, 

1898). Numerous studies have reported that these phenomena can result from facilitation and 

suppression arising from the surround and these effects depend on the stimulus eccentricity, 

luminance contrast, orientations and other features of such flanking stimuli (Cannon & 

Fullenkamp, 1991; C.-C. Chen & Tyler, 2001, 2002; Lin et al., 2020, 2022; Meese et al., 2007; 

Petrov & McKee, 2006; Solomon & Morgan, 2000; Xing & Heeger, 2000; Yu et al., 2002, 2001). 

These results imply that neurons respond to different parts of the visual field and interact with 

each other in a complex fashion. 

Perceptual filling-in, in which the visual system compensates for missing information in a 

region by interpolating information of the surrounding features, is yet another demonstration of 

the lateral modulation effect (Devinck & Knoblauch, 2019; Pessoa & De Weerd, 2003; 

Ramachandran & Gregory, 1991; Spillmann, 2011). Filling-in can be observed under numerous 

viewing conditions. For example, with monocular viewing we do not perceive a black hole at the 

location of the blind spot, where there are no photoreceptors due to the optical nerves passing 

through. The absence of awareness of the blindspot is related to filling-in of the surround texture 

or color (Matsumoto & Komatsu, 2005; Ramachandran, 1992; Spillmann et al., 2006). Filling-in 

also happens in the retinal scotoma of patients with eye diseases such as macular degeneration 

(Crossland et al., 2007; Crossland & Rubin, 2007; Zur & Ullman, 2003). A further scenario 

where filling-in occurs is when an artificial scotoma is induced, where a blank region embedded 

among dynamic noise or texture background disappears after prolonged steady fixation (De 
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Weerd et al., 1995; Morgan et al., 2007; Ramachandran & Gregory, 1991; Spillmann & 

Kurtenbach, 1992). Filling-in can also be observed in certain visual illusions. In water-color 

illusion, color is perceived to spread to the white space in between two-toned colored wiggly 

stripes (Pinna et al., 2003). Similarly, in neon-color illusion, illusory color is perceived and 

spreads out to an illusory border (Bressan et al., 1997). Another example is the Troxler’s fading 

effect, in which following steady fixation, a ring with blurred edges fades away from sight 

(Troxler, 1804). In Craik–O'Brien–Cornsweet illusion (Cornsweet, 1970), the perceived 

brightness level of a luminance surface is increased or decreased depending on the edge as the 

perceived brightness of the edge spreads out to the whole surface.  

Behavioral and neuroimaging studies on perceptual filling-in have focused on the latency 

and properties of different types of filling-in effects as well as on the underlying mechanisms (see 

Komatsu (2006) and Weil and Rees (2011) for a review). However, the exact neural processes 

involved in the filling-in percept are still under debate. Two theories have emerged to explain the 

neural mechanisms of filling-in. The first, the cognitive or symbolic theory, suggests that filling-

in results when the visual system ignores the scotoma regions and thus involves no active 

processing (Pessoa et al., 1998; von der Heydt et al., 2003). The second, the isomorphic theory, 

states that a spread of neural activation occurs from the border to the center of the filled-in 

region, pointing to an active process (De Weerd et al., 1995; Meng et al., 2005). While both 

theories have their merits and can explain most of the filling-in phenomena, empirical results 

from neurophysiological and neuroimaging studies have shown that visual areas are activated 

during filling-in, supporting the isomorphic theory. For instance, Murakami (1995) demonstrated 

that after the blind spot region of one eye was being adapted to a drifting grating, participants 

experienced a motion aftereffect in the corresponding region of the other eye, indicating that the 

filled-in motion in the blind spot activated a direction-selective neural mechanism during 
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adaptation. In a single-neuron recording experiment, Matsumoto and Komatsu (2005) detected 

increased neural activity in macaque V1 when filling-in occurred in the blind spot (see also 

Komatsu et al. (2000)). De Weerd and colleagues (1995) also discovered that neurons with 

receptive fields inside an artificial scotoma were activated when filling-in was perceived. More 

evidence of the involvement of active processing has been reported in Craik–O'Brien–Cornsweet 

illusion with electrophysiological recordings (Roe et al., 2005) and in neon-color spreading with 

functional magnetic resonance imaging (fMRI) (Sasaki & Watanabe, 2004). 

In addition to results showing that the filled-in region is related to lateral excitation from 

the surround, other studies have shown evidence for lateral inhibition from the surround region 

during filling-in. Chen and colleagues (C.-C. Chen et al., 2005) presented flickering high-contrast 

checkerboard pinwheels to the participants in an MRI scanner and discovered that visual cortex 

corresponding to the unstimulated inter-wedge regions showed decreased BOLD (Blood-oxygen-

level-dependent) activation. Participants reported experiencing a twinkle aftereffect in the 

unstimulated regions after the pinwheel stimulus disappeared, a common illusory percept 

observed in artificial scotoma after a surround texture is removed (Crossland & Bex, 2008; 

Hardage & Tyler, 1995; Morgan et al., 2007; Ramachandran et al., 1993; Tyler & Hardage, 

1998). Such a “rebound” effect suggests a release from surround suppression of the unstimulated 

regions after the surround stimulus disappeared. Supèr and Romeo (2011) proposed a 

computational model in which surround inhibition creates rebound in neurons in the unstimulated 

regions to explain filling-in. In a later fMRI study, adapting the lateral flanker paradigm, Chen 

(2014) was able to partition two inhibitory components from the surround suppression in BOLD 

signals: an orientation-specific inhibition that happened when the central target and flankers were 

colinear, and a general inhibition that occurred whenever flankers were present regardless of their 

orientations. Weil et al. (2007) demonstrated a reduced MEG (magnetoencephalography) power 
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when the target was being filled in. In a subsequent fMRI study (Weil et al., 2008), the same 

group showed decreased BOLD signals in V1 and V2 when filling-in was perceived. Mendola et 

al. (2006) reported reduced brain activation in V1 and V2 and enhanced activation in V3 and 

higher regions during filling-in. Behavioral studies also showed similar lateral inhibition effects 

in filling-in. Mihaylov et al. (2007) reported elevated detection threshold of a Gabor target placed 

inside an artificial scotoma surrounded by dynamic noise only when the surround texture induced 

filling-in and twinkle aftereffect, suggesting that the lateral modulation involved in filling-in 

contribute to the sensitivity reduction.  

The fact that evidence for both lateral excitation and lateral inhibition have been shown 

reveals the complexity of the underlying neural mechanism and the possibility that more than one 

process is involved. More research is therefore needed to collect further empirical evidence of the 

neural correlates of perceptual filling-in. 

Previously, in a psychophysics study (Lin et al., 2020), we selectively adapted the center, 

surround, or both the center and surround regions in the periphery with oriented-sinusoidal 

gratings and estimated the tilt-aftereffect (TAE) induced in a subsequent Gabor target located in 

the center region. Perceptual filling-in was observed during the surround-only adapter 

presentation, where the central hole represented an artificial scotoma. Our results showed that the 

TAE magnitude was strongest in the center-only condition, intermediate in the center plus 

surround condition, and it was weakest in the surround-only condition. The reduction of TAE in 

the center-surround compared to the center-only condition indicated an inhibitory lateral 

modulation effect when a surround was added to the adapter center. We also discovered that such 

lateral inhibition was orientation-specific (Lin et al., 2022). In terms of the surround-only 

condition, we found a positive correlation between the subjective filling-in percept and the TAE 
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magnitude. Additionally, when we separately estimated the TAE on trials with and without 

filling-in, the adaptation effect was stronger in the former, suggesting that filling-in was 

associated with a more pronounced lateral modulation effect. Our behavioral results revealed 

clear evidence of lateral modulation effect involved in perceptual filling-in.  

To further investigate the underlying neural mechanism of the lateral interaction between 

the center and the surround regions, in the current study, we presented three types of radial 

sinusoidal gratings occupying either the center, the surround, or both the center and surround of 

the visual fields (Figure 4.1). We then measured how the brain activation varied as estimated by 

fMRI. We chose the fMRI technique because of its high spatial resolution. Combined with 

retinotopic mapping techniques, we could define voxel clusters that correspond to the first three 

visual areas, V1, V2 and V3 in ventral and dorsal parts of the occipital cortex. Furthermore, using 

individual localizer runs, we could define the voxel clusters that correspond to the regions-of-

interest (i.e., the cortical projection zone of the “center” stimuli) within early visual cortex. The 

effect of lateral modulation could be identified by comparing the BOLD signals for the center and 

the full-field gratings in the early visual cortical areas. If there was lateral excitation from the 

surround to the center, then the BOLD signal for the center grating should be lower than that for 

the full-field grating. On the other hand, if lateral inhibition predominates, then the BOLD signals 

for the center grating only should be greater than that for the full-field grating. Perceptual filling-

in could be observed in the artificial scotomata in the surround-only gratings. Based on the 

previous studies, we expected to observe a change in the BOLD activation in the early visual 

cortex when filling-in occurred in the “scotoma” condition. We performed both univariate and 

multivariate pattern analyses on the data to test our hypotheses. 
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4.3 Results 

We presented three radial sinusoidal gratings in an event-related fMRI experiment: a Full-

Field grating (Figure 4.1a), a Scotoma grating with two blank crescents representing artificial 

scotomata on the left and right visual fields that could induce perceptual filling-in (Figure 4.1b), 

as well as a Center grating which was the reverse of the Scotoma grating (Figure 4.1c). During 

the stimulus presentation on each trial, one of the three gratings flickered at 5Hz in counterphase 

for 10 seconds, followed by a 14-second blank period (see Methods for more details). The brain 

regions in the visual cortex corresponding to the retinotopic locations of the scotomata and center 

patches were identified in an independent localizer session where flickering (5 Hz) high-contrast 

checkerboard pattern was used (Figure 4.1d). In the following sections, we analyzed the BOLD 

signals in these target ROIs (regions of interest). All results shown are based on brain activation 

within the target ROIs. 

 

 

 

 

 

 

 

 

 



    CHAPTER 4: STUDY 3 

119 

 

Figure 4.1  

Stimuli Used in the Current Study 

 

Note. a) The full-field stimulus with radial sinusoidal grating covering both the center and surround areas. b) The 

scotoma stimulus in which two mean-luminance blank zones (“scotomata”) located on the left and right visual fields 

in the 8° eccentricity periphery. c) The center stimulus is the inverse of the scotoma stimulus where only the central 

regions corresponding to the “scotoma” contain sinusoidal grating pattern. d) The high-contrast flickering (5 Hz) 

checkerboard pattern located in the scotoma regions used in the localizer scanning sessions. The red arrows and 

white numbers indicate the eccentricity (8°) and size (16.8°) in visual angle, whereas the green lines and curve and 

yellow number indicate the rotation angle of one of the crescents. The crescent width was set to be 2.8°. These 

symbols and numbers were not presented together with the stimulus during the experiment. 
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In the following sections, we first discuss the univariate analysis results, in which we 

compare the mean BOLD signals between the Center, Scotoma (with and without filling-in) and 

Full-Field conditions. Afterwards, we present the results of the multivariate pattern analysis 

(MVPA) conducted on the results of the scotoma trials to see if the brain activation patterns 

correlated with the subjective percept. Overall, participants reported seeing the scotomata being 

filled-in on 40% to 63.8% (mean 52.9%) of trials in the scotoma condition, indicating that the 

scotoma grating could induce perceptual filling-in. 

Univariate analysis 

The BOLD amplitude (β estimated by the general linear model, GLM (Johnson & 

Wichern, 2007)) of each condition is shown in Figure 4.2A. We focus on the results of two 

condition contrasts (Figure 2B). First, to examine the effect of adding a surround to the center 

grating patches on the BOLD activation, we compared the activation levels of the target six ROIs 

(corresponding to the projection zones of the “center” or “scotoma” regions) between the Center 

and Full-Field conditions (see Figure 4.1). As reported earlier (Lin et al., 2020), we expected to 

find a reduced BOLD signal in the ROI regions in the Full-Field condition compared to the 

Center condition. Second, we examined whether the amplitude of the BOLD response was 

different between trials with filling-in report and those without. The group mean t-values of both 

contrasts are plotted in Figure 4.2B for the left (l) and right (r) ROIs in retinotopically defined 

V1, V2 and V3 regions of the occipital lobe. 
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Figure 4.2  

Averaged normalized β in each condition and group mean of t-Values of the two univariate 

contrasts.  

 

Note. For visualization purpose, we normalized β for each voxel by dividing it by the baseline activation. We 

averaged the normalized β across voxels in each ROI at the individual-level then computed the group-level mean 

normalized β̅ for each ROI across observers. Panel A demonstrates the normalized β of each ROI. Panel B shows the 

t-values of the two contrasts in each ROI. Error bar represents +/- 1 standard error. df = 11. * p < α = 0.0042 (after 

Bonferroni correction). Results for the left (l) and right (r) visual areas V1, V2 and V3 in dorsal and ventral parts of 

the occipital lobe, as defined by retinotopic mapping, see Methods, are depicted. 

We performed one-tail t-tests on the group mean t-values compare to zero for each 

contrast for all ROIs. In the case of Full Field - Center contrast, the mean t-values were 

significantly below zero for all ROIs (lV1: t(11) = -6.13, p < 0.001, Cohen’s d = 1.77; rV1: t(11) 

= -3.47, p = 0.003, Cohen’s d = 1.00; lV2: t(11) = -6.80, p < 0.001, Cohen’s d = 1.96; rV2: t(11) 

= -7.26, p < 0.001, Cohen’s d = 2.10; lV3: t(11) = -5.67, Cohen’s d =1.64, p < 0.001; rV3: t(11) = 
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-8.63, p < 0.001, Cohen’s d = 2.49), implying that the activation in the full-field condition was 

weaker than in the center condition, suggesting an inhibitory lateral modulation effect. In the 

“scotoma” condition, the Fill - No-Fill univariate contrast did not reveal any significant t-test 

results (lV1: t(11) = 0.03, p = 0.49; rV1: t(11) = -0.43, p = 0.34; lV2: t(11) = -0.50, p = 0.31; rV2: 

t(11) = -0.52, p = 0.31; lV3: t(11) = -0.43, p = 0.34; rV3: t(11) = -1.4, p = 0.09), suggesting that 

the overall activation level did not depend on the subjective percept of the scotoma gratings. 

To examine whether there was a difference in the time course Fill and No Fill conditions, 

we extracted the BOLD signal across the 12 TRs (5 TRs/10s with stimulus on, 7 TRs/14s with 

stimulus off) in the filling-in and no filling-in trials of each ROI for each observer and plotted 

them in the Figure 4.3. It can be seen that the time courses of the two conditions were quite 

similar for all ROIs. 

Figure 4.3  

Time course of filling-in and no filling-in conditions. 
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Note. We plotted the percentage of BOLD signal change relative to the first TR across the 12 time points in each 

ROI. We first calculated the signal change of BOLD response relative to the first TR relative to the stimulus onset 

for each trial in each condition and averaged them to get the individual time course of percentage BOLD signal 

change. At the group-level, we averaged these time courses of all subjects to get the group mean time course. The 

error bars represent the +/- standard error across participants. Results for left (l) and right (r) visual areas V1, V2 and 

V3 are shown in the upper and lower panels, respectively. 

In addition, we plotted the mean time to peak of the Fill and No Fill conditions in Figure 

4.4. We calculated the difference of averaged time to peak between the Fill and No Fill 

conditions and performed two-tailed paired t-tests for each ROI. None of the p-values were lower 

than the α value 0.0042 after Bonferroni correction (lV1: t(11) = -0.43, p = 0.67;  rV1: t(11) = -

1.54, p = 0.15; lV2: t(11) = -1.16, p = 0.27; rV2: t(11) = -2.35, p = 0.04; lV3: t(11) = -1.91, p = 

0.08; rV3: t(11) = -0.80, p = 0.44), suggesting that there was no difference in time to peak 

between the filling-in and no filling-in trials. 

Figure 4.4  

Averaged time to peak for Fill and No Fill conditions. 
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Note. We extracted the time to peak (the TR with the peak activation after stimulus onset) for each trial in each ROI 

then calculated the averaged time to peak for each observer in the Fill and No Fill conditions. The figure shows the 

average time to peak in TR across observers in each ROI. The error bars represent the +/- standard error across 

participants. 

Multivariate analysis 

It is possible that differences in filling-in percept is better reflected by the activation 

patterns across all voxels within projection zone of the “scotoma” region. To test this hypothesis, 

we performed a multivariate pattern analysis by training an SVM linear classifier to differentiate 

between the Fill and No-Fill trials of each participant. We then averaged the cross-validation 

accuracy of all twelve participants and tested this group mean classification accuracy against a 

null distribution generated by permutation. Figure 4.5 shows the group mean of the cross-

validation averaged accuracy. The classification accuracy was considered to be significant if the 

averaged accuracy corresponded to p-value below α value of 0.017 (after Bonferroni correction) 

in the null permutation distribution. 

Our results showed that for all targeted ROIs, the model can be successfully trained to 

differentiate between filling-in and no-filling-in trials (all p-values were below 0.001), indicating 

that the BOLD activation pattern in the two conditions carry enough information for the SVM 

models to predict the presence or absence of filling-in at above 60% accuracy. 
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Figure 4.5 

The Group Mean of Cross-Validation Accuracy of MVPA 

 

Note. The figure presents the group mean of the cross-validation accuracy. Error bar represents +/- 1 standard error. * 

p < α = 0.017 (after Bonferroni correction). Results for the visual areas V1, V2 and V3 are depicted (see Methods for 

details of ROI definition). 

Fixation stability test 

To make sure that the differences of BOLD signal levels or activation patterns found 

between conditions did not originate from variation of how well the participants fixated during 

the stimulus presentation, we recorded the eye movement of the observers. Two observers, P1 

and P2, performed the same experiment outside of the scanner after the main experiment while 

their eye movements were recorded by an eye tracker. The eye positions of the other four 

participants, P3 to P6, were recorded during the fMRI main experiment (see Methods for more 
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details). P3 to P6 were not available for the out-of-scanner eye tracking control experiment. To 

preprocess the raw eye tracking data recorded during stimulus presentation, we removed eye 

positions that indicate missing data, blinks or gaze positions beyond the stimulus screen to 

remove artifacts.  We also ruled out eye positions that indicate eye movement between two 

stimulus frames that exceeded eye velocities of 30° per second to exclude large saccades 

(Crossland & Rubin, 2002). We calculated the bivariate contour ellipse area (BCEA) values to 

evaluate the level of fixation stability (Castet & Crossland, 2012; Crossland & Rubin, 2002; 

Niehorster et al., 2020; Schönbach et al., 2017) in our different stimulus conditions. The BCEA is 

defined by, 

𝐵𝐶𝐸𝐴 = 2𝑘𝜋𝜎𝐻𝜎𝑉(1 − 𝜌2)0.5,                        (4.1) 

in which 𝑘 is a constant determining the probability area as in the next equation: 

𝑃 = 1 − 𝑒−𝑘,                                                                                                                   (4.2)  

with 𝑒 the base of the natural logarithm and 𝑃 the probability area. 𝜎𝐻 and 𝜎𝑉 are the standard 

deviations of the horizontal and vertical eye positions recorded, whereas 𝜌 is the Pearson’s 

correlation coefficient between the eye positions in the two directions. We used 𝑘 = 1, where the 

BCEA encompasses about 63.2% of the fixations, to estimate the BCEA value.  

We estimated the BCEA value for each participant in each stimulus condition. We 

compared the BCEA values between the center and full-field conditions, the Center - Full-field 

contrast, as well as the contrast in the filling-in and no-filling-in trials. We performed two one-

way repeated measurement ANOVA on the two contrasts and found no significant difference 

between the BCEA values in different conditions (Center - Full-Field: F(1, 5) = 1.6, p = 0.26; Fill 

- No Fill: F(1, 5) = 0.39, p = 0.56). Due to the small sample size (𝑛 = 6), besides F-tests, we used 
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random sampling with replacement, i.e. bootstrapping method, to generate a null distribution out 

of 10,000 iterations. We calculated the p-values of the two mean differences of the two contrasts 

(i.e., center vs. full-field and filling-in vs. no filling-in) in their corresponding distributions and 

compared them to α value of 0.025 (two-tail). The tests showed that both p-values were not 

significant (Center - Full-Field: mean = 1.84, p = 0.40; Fill - No-Fill: mean = -0.49, p = 0.48).  

Both parametric and non-parametric statistics results indicate that there were no significant 

differences in the fixation stability in the different stimulus conditions. After establishing that no 

difference was found in the fixation variability, we further examined if the positions of the BCEA 

ellipses’ center differed between conditions in the two contrasts. We found that for both 

contrasts, in all six participants, the BCEA ellipse center of one condition fell within the contour 

of the other condition, suggesting that the fixational stability was more or less constant across 

conditions. The fixation density map and the BCEA ellipses of two representative participants are 

presented in Figure 4.6. The details of how we constructed the density map and the summary of 

the BCEA sizes and positions of different stimulus conditions of all six participants can be found 

in the Appendix C. Our fixation stability test results indicated that the difference in BOLD 

activation we observed in the Center and Full-Field conditions as well as between the Fill and 

No-Fill trials in the “scotoma” condition was unlikely to be explained by variability in fixation 

stability. 
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Figure 4.6 

Fixation data of participant P1 and P2 recorded in the out-of-scanner control experiment 

 

Note. Panel a) and b) demonstrates the data of P1, whereas panel c) and d) the data of P2. Panel a) and c) show the 

data of Center and Full-Field conditions. The left and middle plots in panel a) and c) represent the density maps of 
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the Center and Full-Field gratings. The density value is shown according to the color bar on the right side, with white 

corresponding to 1.0 and black 0.0. The green dots in the middle of the gratings represent the fixation point. The 

right plots in a) and c) shows the BCEA ellipses of the Center, with the red solid-line oval and the red dot, and the 

Full-Field condition, with the blue dashed-line oval and the blue dot. Panel b) and d) show the data of Fill and No-

Fill conditions, with the left plots presenting the density map of the Fill and the middle the No-Fill condition. The 

right plots in b) and d) shows the BCEA ellipses of the Fill, with the red solid-line oval and the red dot, and the No-

Fill condition, with the blue dashed-line oval and the blue dot. 

4.4 Discussion 

To better understand the cortical response associated with the lateral modulation effects 

such as lateral inhibition and filling-in phenomenon, we presented to participants radial 

sinusoidal gratings during fMRI. Three types of gratings were used (Figure 4.1): a Center grating 

with two radial sinusoidal grating patches centering at 8° eccentricity, one in each visual 

hemifield, a Scotoma grating that was the reverse of the Center grating with two blank “scotoma” 

regions embedded in the radial gratings, and a Full-Field grating with a radial grating extending 

over the central and near peripheral visual field.  

 Comparing between the Center and Full-Field grating allowed us to observe the lateral 

modulation effect when the surround pattern was added to the center. In a univariate analysis on 

the BOLD responses in the voxel clusters corresponding to the “center” or scotoma regions of the 

display we found evidence for lateral inhibition in V1 to V3 regions (Figure 4.2). This lateral 

inhibition effect supports our previous psychophysical experiments (Lin et al., 2020, 2022), 

where we discovered that adding a surround to the adapter center decreased the adaptation effect, 

suggesting the existence of surround suppression. Similar lateral inhibition has been reported in 

other neuroimaging studies (C.-C. Chen, 2014; C.-C. Chen et al., 2005).  
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 In the “scotoma” conditions, participants were requested to report whether they 

experienced “filling-in”, i.e., the percept of a continuous radial sinusoidal grating, allowing us to 

compare the BOLD activation between the trials when filling-in was perceived and when it was 

not. Contrary to previous studies (Mendola et al., 2006; Weil et al., 2008), we did not find a 

significant BOLD amplitude difference between trials with and without filling-in. Unlike the 

homogeneous disk used in Mendola et al. (2006) or the random flickering noise in Weil et al. 

(2008), we used blank crescents positioned left and right of central fixation. Therefore, the 

filling-in percept perceived by our participants corresponds more to a “fading” of the blank 

scotoma region instead of a complete disappearance of homogenously illuminated region. 

Moreover, some participants reported experiencing partial filling-in in the scotoma regions or that 

different parts of the scotoma appeared to be filled-in at different time points. Our forced-choice 

task could not allow for the detection of such nuisances in the filling-in percepts. It is also 

possible that we had higher level of noise in the current experiment that the filling-in effect was 

not discernable from the noise. We also did not observe a difference in the time course or the 

time to peak in the Fill and No Fill conditions (Figure 4.3 and 4.4). In the multivariate analysis, 

however, the linear SVM classifier trained on the filling-in and no-filling-in trials did 

successfully predict the subjective percept in the test trials in V1, V2, as well as V3 at above 60% 

accuracy level (Figure 4.5). Such results suggest that even though the mean BOLD signals did 

not differ between the two conditions, differences in brain activation patterns were present in 

early visual cortex. 

To rule out the alternative explanation that our findings related to variation in fixation 

stability across our stimulus conditions, we recorded the eye positions of six out of the twelve 

participants during the different stimulus conditions. An analysis of fixation stability across 

conditions indicated that it did not differ for the center and full-field conditions or for the filling-
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in and no-filling-in trials in the “scotoma” condition, indicating that the effects we found in 

BOLD activations were unlikely to arise from differences in fixation stability. 

One limitation of the current paradigm is that we did not monitor the attention state of the 

participants on the trial-by-trial base. Since a scotoma trial was classified as a filling-in or a no 

filling-in trial depending on the response of the participants, it could be misclassified if the 

participants failed to respond due to a momentary lapse of attention rather than a lack of filling-in 

percept. The lack of attention would then lead to a lower filling-in report rate than expected. 

Having said that, any effect of attention does not seem to be substantial in our experiment. We 

found that the filling-in rate remained around 50%, close to what we expected estimated from the 

pre-tests, for all experimental runs, suggesting that there was not much fluctuation of the filling-

in reporting rate across runs. This could serve as indirect evidence that the loss of attention did 

not contribute systematically to the percepts reported on the no filling-in trials. In addition, in the 

Center and Full-Field conditions, participants were not asked to make a filling-in judgment. 

Consequently, the allocation of attention in these two conditions might be different than that 

evident in the scotoma condition.  

To conclude, we used a simple paradigm to study the lateral modulation effect in vision. 

We found evidence of lateral inhibition in V1 to V3 regions when a surround pattern was added 

to the center grating. We also discovered that the brain activation pattern was different when 

filling-in was perceived from when it was not perceived. During the main experiment, all our 

stimuli had a constant contrast level. It is well known that the magnitude and direction of the 

lateral modulation effect can vary with the contrast and orientation of the center/surround stimuli 

(C.-C. Chen, 2014; C.-C. Chen & Tyler, 2001, 2002; Lin et al., 2022; Meese et al., 2009; Petrov 

& McKee, 2006; Solomon & Morgan, 2000). Future studies might incorporate such variations to 
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determine their effect on the resultant BOLD response in early visual cortex. Other related 

phenomena like contour erasure (Anstis, 2013; Anstis & Greenlee, 2014) or water color illusion 

(Pinna et al., 2001, 2003; Pinna & Grossberg, 2005) could exhibit neural correlates similar to 

those reported for filling-in. 

4.5 Methods 

Participants 

Twelve participants including one author, YSL, coded with P1, and eleven naïve 

observers unaware of the experiment purpose, aged between 20 to 31, took part in the fMRI 

experiment. All of them had normal or corrected-to-normal vision. Every participant completed 

three sessions: the ROI localizer session, the pre-test session, and the main experiment session. 

P1 and P2 participated in an additional eye tracking control experiment outside of the scanner. 

Informed consent was received from all observers before MRI scanning and monetary 

compensation was provided after each session as rewards for the naïve participants. The 

experiment was approved by the IRB of the National Taiwan University Hospital and was 

performed according to the Declaration of Helsinki on human experimentation. 

Apparatus and Image acquisition 

During the MRI scans, all stimuli and experiment procedure were presented on a pair of 

MR-compatible head-mounted goggles (Resonance Technology, USA), delivered by a Windows 

7 PC in the MR control room. Each of the two goggle displays (one for each eye) had a resolution 

was 800 × 600 with one pixel size set to 0.035° visual angle and a refresh rate of 60 Hz. The 

visual acuity of the observer could be corrected with the convex lenses inserted in front of the 

goggle displays. Two MR-compatible response boxes were placed below the left and right hands 
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of the participants to record their behavioral responses with respect to the presence or absence of 

filling-in. 

The T2* weighted images were collected with the Siemens Prisma 3T scanner in National 

Taiwan University with a 64 channel surface head coil. The anatomical images (T1-weighted, 

MPRAGE sequence, TR = 2000 ms, TE = 2.3 ms, FA (flip angle) = 8°, image matrix = 256 × 

256 × 192, FOV = 240 × 240, voxel size = 0.93 × 0.93 × 0.93 mm) were acquired at the 

beginning of each scan to construct the anatomy brain model of each participant. The functional 

images (T2*-weighted) were collected in 32 transverse planes aligned with the AC-PC (anterior 

commissure-posterior commissure) direction. An echo-planar imaging sequence (Stehling et al., 

1991) was used to acquire 32 transverse planes parallel to the AC-PC (anterior commissure-

posterior commissure) for the functional data (TR = 2000 ms for the pretest and the main 

experiment, TR = 3000 ms for the retinotopic and scotoma localizer scans, TE = 25 ms, FA = 

90°, image matrix = 96 × 96 × 32, FOV = 192 × 192, voxel size = 2 × 2 × 2 mm). An extra low-

resolution T1 inplane (TR = 595 ms, TE = 6 ms, FA = 70°, image matrix = 192 × 192 × 32, FOV 

= 192 × 192, voxel size = 1 × 1 × 2 mm) acquired in planes identical to the functional images 

was collected to facilitate alignment between the functional and anatomical images. 

Eye tracking apparatus 

 To record the participants’ eye positions during stimulus presentation, we used two eye 

trackers in the current study. The first is the MR-safe ViewPoint EyeTracker system by Arrington 

Research®, Inc (www.ArringtonResearch.com) with 60 Hz data acquisition rate controlled by a 

Windows 7 PC which recorded eye positions during the stimulus presentation in the scanner. The 

second is the EyeLink 1000 (SR Research Ltd., Canada) system used in an out-of-the scanner 

control experiment controlled by a Windows 10 PC. The data acquisition rate was 1000 Hz. The 

http://www.arringtonresearch.com/
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stimuli for the out-of-scanner control measures were presented on a 17-inch EIZO FlexScan 

S1910 monitor calibrated with a PR-655 SpectraScan® photometer, with a refresh rate of 60 Hz 

and a resolution of 1280 × 1024 with one pixel size of 0.023° visual angle. The fixation stability 

test conducted outside of the scanner was carried out in a dimly lit room. 

Stimuli 

To maximize brain response induced by the visual stimuli, instead of using small 

sinusoidal patterns presented in one visual quadrant like was done in our previous psychophysics 

experiments (Lin et al., 2020, 2022), we generated radial sinusoidal gratings (patterns expanding 

from the fixation center to the display border) that occupied larger regions of the visual field. 

Three such radial sinusoidal gratings were used in the experiments: a Full-field grating (Figure 

4.1a), a Scotoma grating (Figure 4.1b), and a Center grating (Figure 4.1c). The Full-Field radial 

grating were defined by the following equation, 

𝐺 = 𝐵 + 𝐵𝐶𝑐𝑜𝑠 (2𝜋𝑓𝜃) ,                                                                                              (4.3) 

where 𝜃 is the angular coordinate in the polar coordinate system, 𝐵 the mean luminance, 𝐶 the 

stimulus contrast, and 𝑓 the spatial frequency. In the current study, 𝑓 was set to 0.1 cycle-per-

degree. The Center grating was created by multiplying the grating in equation (4.3) with the 

following window: 

𝑊 =  𝑒
−(

(𝑟−𝑟𝐸)2

2𝜎𝑟
2 )𝑃

,                                                                                                           (4.4) 

in which 𝑟 is the radial coordinate of the polar coordinate system,  𝑟𝐸 determines the eccentricity 

of the center of the window and 𝜎𝑟, the radial scaling parameter, decides the width of the 

window. In the current study, the 𝑟𝐸  was set to 8° and 𝜎𝑟 1°. We masked out the grating pattern 

positioned between -30° and +30° rotation angle from the vertical meridian to separate the center 
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grating into two crescent patches that span across 120° rotation angle (16.8° length in visual 

angle), one on each side of the visual field. The scotoma grating was the reversed pattern of the 

center grating, where two scotomata were positioned at the patches’ locations.  

The, the power of the Gaussian mask, 𝑃 value in equation (4.4), determines the sharpness 

the edges of the patches in the center grating and the scotomata in the scotoma grating. In a pilot 

study, we tested scotoma stimuli of different 𝑃 values on two observers (P1 and P2) and found 

that when 𝑃 was equal to 3, perceptual filling-in was perceived about 50% of the time for -6 dB 

(50%) surround luminance contrast level. Thus, we chose such 𝑃 value for the stimuli used in the 

formal experiments. The localizer pattern (Figure 4.1d) was created by applying the same 

window in equation (4.4) but with a power value of 1000 to create a sharp edge in the radial 

direction. The width of the scotoma/center patches were 2.8°, wide enough to cover the receptive 

fields of early visual areas that were about 0.5° in V1, 1.9° in V2, and 3.4° in V3 at 8° 

eccentricity according to the estimates from single-neuron recording studies in primate visual 

cortex (meta-analysis shown in Figure 9 in Smith, Singh, Williams and Greenlee (2001), based 

on the data of (Burkhalter & Van Essen, 1986; Felleman & Van Essen, 1987; Gaska et al., 1987; 

Gattass et al., 1981, 1988; Zeki, 1978)). 

Procedure 

Luminance contrast calibration task in the scanner 

During a calibration session of the MRI-safe goggles, the left side of the screen was filled 

with a homogeneous square whereas the right side a high spatial frequency flickering square 

wave grating of maximal contrast. The observers were to adjust the luminance level of the 

homogeneous square to match the perceived luminance of the grating. We then fitted a power 

function between the subjective luminance percept and the display values to determine the 
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gamma value used for calibrating the visual display during the experiment, i.e. gamma correction. 

The deduced gamma value was then used to compute the linear look-up table for the goggles for 

the following experiment sessions. Such calibration task was conducted at the beginning of each 

scanning session. 

ROI localization 

 The regions of interest (ROIs) in the visual cortices of each observer were identified 

before the experiment sessions with the following method. 

1. Retinotopic mapping: To identify the first-tier visual areas (V1, V2 and V3), we 

combined a rotating wedge and an expanding ring made of high-contrast checkerboards 

patterns that moved across the visual field (Engel et al., 1997; Wandell & Winawer, 

2011). The patterns flickering in counterphase at 4 Hz. The rotating wedge spanned across 

45° and rotated 22.5° in clockwise direction every TR (3000 ms), thus mapping the whole 

visual field in every 48 seconds, whereas the expanding ring of a width of 1.77° moved 

from the foveal area (0.25°) to the periphery (10.6°) with a step of 0.86° every TR, taking 

up 36 seconds to finish the whole cycle. One retinotopic mapping run took 288 seconds 

(96 TRs) to complete, resulting in 6 repetition cycles for the rotating wedge and 8 cycles 

for the expanding ring. Each run was repeated for at least four times for each participant.  

2. Scotoma localizer: To target the brain regions corresponding to the scotomata of our 

stimuli, we conducted an independent localizer scan in which two high-contrast 

checkerboard crescent patterns flickering at 5 Hz located at the scotoma regions (Figure 

4.1D) were presented in an on-and-off manner with on and off period taking 6 TRs (TR = 

3000 ms) each and repeating six times resulting in a total of 72 TRs per scan. The 

scotoma scan was repeated for at least two times for each participant.  
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To make sure the observer maintained steady fixation during each scan, we added a center 

fixation task during the stimulus presentation in the localizer runs. Participants were to count the 

times the fixation dot changed color during the scan and reported the number at the end of each 

scan. Only runs with high accuracy (over 95% correct) fixation task performance on the central 

counting task were retained and analyzed. The same performance criterion was applied in the 

following pre-test and main experiment scans to ensure steady fixation of participants. 

Pre-test 

The purpose of the pre-test session was to adjust the luminance contrast level for each 

observer until they could perceive filling-in about 50% of the time for the Scotoma condition 

(Fig. 1b). Thus, only the scotoma stimulus was used in the pre-test scans. Each run contained 10 

trials; on each trial, the surround grating flickered at 5 Hz for 10 seconds and then followed by a 

14-second blank period. The participants were instructed to press a button on a response box held 

by their left-hand whenever they perceive a filling-in during the scotoma trials. The scotoma 

trials with filling-in button pressed were categorized as trials with perceived filling-in, whereas 

the trials without filling-in button pressed were categorized as no filling-in trials. In addition, they 

were to press another button on response box at their right hand whenever the fixation color 

changed from green to red during the whole experiment. If the participants reported perceiving 

filling-in more than six times out of the ten trials, the inducer contrast would increase in the next 

run. Otherwise, if, they should perceive filling-in less than four times out of ten, the inducer 

contrast would decrease on the next run. Each observer participated in at least four runs. We then 

used the most suitable luminance contrast for all three types of radial gratings for each participant 

in the main experiment. As a result, all stimuli in the main experiment were of the same 

luminance contrast. The pretest was complete in between 20 to 30 minutes. 
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Main experiment 

 In the main experiment, all three radial sinusoidal gratings were used. There were 20 trials 

in each run, containing five center grating trials, five full-field grating trials, and ten scotoma 

grating trials in random sequence. One each trial, one of the three stimulus gratings flickered at 5 

Hz for 10 seconds (5 TRs) then replaced by a 14-second (7 TRs) blank period. A fixation task, in 

which the participants were to press a button on their right hand when the fixation changed color, 

was performed during the whole experiment to control the attention of the participants. All 

participants had an accuracy for this task greater than 95%. In addition, in scotoma trials, 

participants were to press a button on their left hand when filling-in was perceived during the 

scotoma grating presentation. Participants were instructed to keep their eyes open during the 

stimulus presentation and blink only after the stimulus disappeared during each trial throughout 

the experiment. Each participant completed eight runs in the main experiment, resulting in forty 

center and full-field trials, and eighty scotoma trials that contained trials with filling-in percept 

and those without. The main experiment took around seventy minutes to complete. 

Fixation stability test 

To test whether there were differences in eye movements and fixation stability during 

different conditions, we collected eye-tracking data in four participants (P3 to P6) during MRI 

scanning. Calibration of the eye tracker was performed at the beginning of the fMRI main 

experiment. During the calibration process, the participants were instructed to fixate a white 

calibration dot target positioned on a mean luminance background that appeared in one of the 

sixteen positions in a random sequence. The calibration dot changed to the next position once it 

recorded stable eye fixation. The fMRI main experiment was performed after good calibration 

was achieved. In the remaining two participants (P1 and P2), we conducted an additional control 
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experiment with the same stimulus conditions outside of the scanner. The experiment procedure 

was the same as the main experiment except that a calibration and validation sessions were 

performed before each run. We performed a nine-dot calibration procedure, where participants 

were to fixate on the white calibration dot target in a mean luminance background that appeared 

in one of the nine calibration positions in random order. The target moved to the next position 

only when it recorded stable fixation. After the calibration was accepted, a validation procedure 

where participants were to fixate at the target dot sequentially presented in the same nine 

positions was performed again. The eye tracker system then computed the deviations between the 

target positions and the computed fixation positions according to the calibration estimates. The 

calibration/validation cycle was accepted only when none of the deviations of the nine positions 

exceeded 0.5 degree. The control experiment was performed after good calibration/validation 

results were achieved. Eye positions were recorded during the 10-second ON period on each trial 

during the experiment.  

All stimuli generation and experiment procedure controls were done with MATLAB 

(MathWorks, Inc., Natick, MA) with PsychToolbox Version 3, (http://psychtoolbox.org/). 

Data analysis 

For the anatomical images, we reconstructed cortical surface models for all participants 

with Freesurfer (Dale et al., 1999; Fischl, 2012; Fischl et al., 1999), which involved automated 

reconstruction of each MPRAGE anatomical scan that separated the brain into gray- and white-

matter surfaces. As for the functional imaging scans, after DICOM conversion done by the 

MRIcron (https://www.nitrc.org/projects/mricron), preprocessing steps that include motion 

correction referenced to the first image and slice time correction were done with SPM8 

(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/), a MATLAB-based toolbox. No spatial 

http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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normalization or spatial smoothing was performed for the individual brain images for univariate 

and multivariate analyses. The analyzed images were then fed to the mrVista toolbox 

(https://web.stanford.edu/group/vista/cgi-bin/wiki/index.php/MrVista) where co-registration and 

data visualization were performed. The General Linear Model (GLM) and further statistical 

analyses were done by customized MATLAB codes according to the standard GLM methods 

(Johnson & Wichern, 2007). To test the target contrasts between conditions, we calculated the t-

values based on the mean and variance of each contrast (difference in β values between the two 

conditions) for each voxel. We averaged the t-values across all voxels for each ROI as one 

datapoint for each observer. We then performed a t-test on these averaged t-values at the group-

level for each ROI (Figure 4.2B). 

We used the mrVista toolox to delineate early visual areas for each participant based on 

the images of the retinotopic mapping localizer sessions. We used the phase-reversals according 

to the rotating wedge data to define the boundaries between visual areas. For the first-tier visual 

area, we defined five visual areas: V1, dorsal V2, ventral V2, dorsal V3, and ventral V3 for each 

hemisphere. Then we restricted the area responding more to the scotoma localizer than the gray 

background within each retinotopically defined ROI. A voxel was considered activated if the t-

statistics of the regression coefficient exceeded 5.09 (|𝑟| > 0.52). The criterion corresponded to a 

one-tail Bonferroni corrected α-level at 0.05 for each voxel considering the total number of gray 

matter voxels. Figure 4.7 demonstrates such restricted ROIs in the left hemisphere of one 

participant. To make sure that the voxels in these ROIs received minimal contribution from the 

surround region outside of the scotoma localizer center, we further restricted the ROI by leaving 

only the voxels that had greater activation to the Center grating (Figure 4.1c) than to the Scotoma 

grating (Figure 4.1b) used in the main experiment. We achieved this by computing the activation 

difference between the Center grating and Scotoma grating and removing the voxels with 
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activation in the Scotoma condition greater than that in the Center condition. We combined the 

ventral and dorsal subregions of V2 and V3 together as one V2 and V3 areas for data analysis, 

resulting in three ROIs per hemisphere and six in total for each participant for univariate analysis 

(Figure 4.2-4.4). For the multivariate analysis, to ensure we had enough voxels left in each ROI 

as features for SVM model training, we further combined corresponding ROIs in both 

hemispheres together and resulted in three ROIs, V1, V2, and V3 regions. Therefore, the MVPA 

results were discussed in only three ROIs (Figure 4.5). 

Figure 4.7 

Demonstration of ROIs of the Left Hemisphere of one Participant 

 

Note. This figure shows the examples of defined ROIs of the left hemisphere used for data extraction and analysis in 

the current study. Panel a represents the ROIs in an inflated and flattened view. The color outlines indicate the 

contours of each early visual area delineated from the retinotopic mapping data. The orange patches demonstrate the 

regions activated by the “scotoma” localizer. Panel b shows the same activation pattern in the sagittal view of the 

anatomical brain. The green asterisks correspond to the same position in the brain on the two different views. 
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To examine if there was a difference in the activation pattern, we used LIBSVM toolbox 

(Chang & Lin, 2011) to perform a multivariate pattern analysis (MVPA) on the trial-by-trial data 

(Kriegeskorte et al., 2006). We first transformed the unsmoothed preprocessed data of all voxels 

in each ROI into z-scores by normalizing the data across the time points in each run. We then 

rescaled the z-scores to range 0 to 1 and averaged the BOLD activation from 3rd to 7th TRs 

relative to stimulus onset for model training and testing. The choice of such activation period was 

to target the peak BOLD response. For each participant, we used leave-one-out method to train a 

linear SVM classifier on the data of filling-in and no-filling-in trials of seven runs, which 

included 70 trials, then tested the model on the remaining run, which contained 10 trials. We 

performed such training and testing procedure eight times until all runs were being tested once 

and then we averaged the classification accuracies across the eight cross-validations. To examine 

the classification result, we performed a permutation test (Etzel & Braver, 2013; Hanke et al., 

2009; Nichols & Holmes, 2002). We randomly relabeled the test and train data in each ROI of 

each participant with respect to “filling-in” and “no filling-in” trials for every cross-validation 

and average the prediction accuracy across the eight repetitions. We then computed the group 

mean value of the averaged cross-validation accuracy across all participants. Such process with 

random assignment was repeated 5000 times, leading to a distribution of group mean accuracy 

for each ROI.  
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5. CHAPTER 5: CONCLUDING REMARKS 

Lateral modulation effect describes how the context, in which a stimulus is presented, can 

affect its percept. Such lateral modulation effect can be observed in many visual phenomena and 

its neural correlates have been reported in several areas of the visual system. Despite many 

decades of research, some research issues remain to be answered. It is unclear how selectively 

adapting different regions in the visual field could affect the orientation percept of a subsequently 

viewed target, especially when the adapter center is modulated by a surround pattern. Also, the 

underlying neural mechanism(s) of perceptual filling-in is still under debate. To address these 

research questions, we set up three main goals in this thesis. First, we aim to establish 

psychophysics and neuroimaging paradigms that can reveal new evidence for an orientation-

specific lateral modulation effect. Second, we explain the lateral modulation effects observed in 

the paradigms with a computational model that incorporated divisive inhibition. Last, we 

investigate the neural mechanism of perceptual filling-in. 

In the following sections, we discuss the results with respect to these three research goals. 

We summarize the major findings in the three studies (Chapter 2 to 4) and examine how well our 

empirical data and computational modeling obtain these main goals. Afterwards, we focus on the 

limitations of the present research and possible future directions, followed by a conclusion. 

5.1 General Discussion: Key Research Goals 

We divide this section into three parts, each corresponding to one key research goal. After 

a brief recap of the results and conclusion of the three main studies, we reflect on how well our 

empirical findings achieve these goals and answer the key research questions. 

Goal 1: Establish Paradigms to Investigate Orientation-Specific Lateral Modulation Effects  
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To investigate how lateral modulation varied with center and surround orientation, we 

designed an adaptation paradigm that allows us to investigate the orientation percept of a target 

following selective adaptation to the center, the surround, and combined stimulus regions. Doing 

so provides us with a chance to not only estimate the impact of lateral modulation effect in 

different center-surround patterns, but also the effect of the filled-in percept on the target. We 

discovered that 1) the TAE depended on the adapter orientation and peaked at around 10 to 20 

degree and 2) the aftereffect magnitude was the strongest with the center adaptation, followed by 

the full field adaptation, and the least with the surround-only adaption. The difference in TAE 

magnitude between the center and the full-field adapter conditions showed that adding a surround 

to the adapter decreased the adaptation effect, suggesting an inhibitory lateral modulation effect. 

To further investigate the property of such lateral inhibition, we manipulated the stimulus center 

and surround orientations independently and found that the TAE first decreased then increased as 

the surround orientation deviated from the center orientation, showing that the lateral inhibition 

was indeed orientation specific.  

In the surround-only adapter condition, perceptual filling-in was perceived in the central 

blank region that did not physically overlap with the target. The fact that such a filled-in percept 

could induce an aftereffect suggests that the adapter surround induced modulation effect on the 

blank region. With further examination, we found that participants with higher filling-in rating 

also experienced stronger TAE magnitude. In addition, when we separately estimated the TAE 

magnitude for trials with filling-in and trials without, trials with filling-in revealed stronger TAE. 

Both results again hinted that the lateral modulation effect from the surround to the central blank 

region was the source of both perceptual filling-in and the TAE.  
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Based on these empirical findings, our behavioral paradigm successfully provided new 

evidence in the orientation tuning of lateral modulation in center-surround orientation grating. 

The psychophysics studies have shown how the aftereffect changes as a function of the center 

and surround features, and demonstrated the link between lateral modulation effect and 

perceptual filling-in.  

Next, we investigated the neural correlates of the lateral modulation effects observed in 

the psychophysics studies with fMRI. We presented radial sinusoidal gratings that subtended 

different parts of the visual field, allowing us to compare the BOLD signal when the center, the 

surround, and both the center and surround regions were being stimulated. In the univariate 

analysis, we discovered that when the surround was added to the central pattern, the BOLD signal 

of early visual areas decreased, indicating a lateral inhibition effect, supporting the finding of 

inhibitory lateral modulation in the psychophysical experiments. In the multivariate pattern 

analysis, we found that trained linear SVM classifiers could predict whether filling-in was 

reported in the scotoma grating trials, revealing that the brain activation patterns of the filling-in 

and no filling-in trials were different, matching our psychophysical findings that the lateral 

modulation effect was different when filling-in was perceived compared to when it was not. 

Combined, our psychophysical results and fMRI findings provide coherent new evidence that 

contribute to our understanding of the lateral modulation effect. 

Goal 2: Explain Lateral Modulation Effect with a Divisive Inhibition Model.  

 To further examine the empirical results observed in the psychophysics studies, we aimed 

to develop a computational model that could capture the behavioral results with meaningful 

parameters. Analyzing these model parameters should enhance our understanding of the 

underlying mechanisms of the visual system.   
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The divisive inhibition model has been proposed to explain multiple different lateral 

modulation effects including the tilt-illusion (Clifford, 2014; Goddard et al., 2008; Schwartz et 

al., 2009), lateral masking (C.-C. Chen & Tyler, 2001; Meese et al., 2007; Xing & Heeger, 2001), 

and visual crowding (Solomon et al., 2004). We developed a variant of such a divisive inhibition 

to capture three main aspects in the psychophysical data: 1) orientation population coding, 2) the 

adaptation effect, and 3) the lateral modulation from the surround to the center. For the first 

aspect, we assumed the existence of multiple orientation detecting channels that prefer different 

orientations. We further assume that the final stimulus percept is determined by the weighted sum 

of all these channel responses. The channel response to an oriented grating is computed by an 

excitatory component raised by a power then divided by an inhibitory component plus a 

normalizing constant, 𝑧, shown in Equation 2.4 (Foley & Chen, 1997). Our model manifested the 

adaptation effect by changing the 𝑧 parameter: the stronger the adaptation, the larger the post-

adaptation 𝑧, resulting in weaker channel response. The magnitude of the adaptation effect 

depends on how strongly the channel responds to the adapter. As for the lateral modulation effect, 

the model contained two multiplicative sensitivity modulating parameters, 𝐾𝑒 and 𝐾𝑖 (Equations 

3.4, 3.8 and 3.9), representing the excitatory component in the numerator and the inhibitory 

component in the denominator, respectively. These two parameters are functions of surround 

orientation which reflect the magnitude of the excitatory and inhibitory lateral modulation from 

the surround pattern.  

Our model can explain most data variance in the psychophysical experiments. When the 

surround has the same orientation as the center in the center-surround condition, we used a 

reduced model in which the variation of the excitatory sensitivity, 𝑆𝑒 (Equation 2.2), alone could 

capture the surround modulation between different adapter types. We found that the value of 𝑆𝑒 
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was the highest in the center-only condition, intermediate in the center-surround condition, and 

the lowest in the surround-only condition where filling-in was perceived. Such a trend in 𝑆𝑒 

variation matches that of the TAE data. The 𝑆𝑒 reduction in the center-surround condition reflects 

the lateral inhibition effect when the surround pattern was added to the center. When the center 

and surround have different orientations, we used the full model in which both 𝐾𝑒 and 𝐾𝑖 varied 

to model the orientation-specific lateral modulation effect. We discovered that parameters 𝐾𝑒 

decreased with the surround orientation increased and 𝐾𝑖 first increased then decreased as the 

surround orientation increased. These two lateral modulation parameters capture the fact that the 

TAE first decreased then increased as the adapter surround orientation increased, revealing that 

the adaptation induced on the target was the interplay between the excitatory and inhibitory 

lateral modulation effects as the surround orientation deviated from the adapter center orientation. 

Such parameter changes demonstrate the orientation tuning of lateral excitation and inhibition 

effects in our center-surround orientation grating adaptation.  

These model fitting results again suggest that the divisive inhibition model implemented 

in this thesis, when the sensitivity modulation is considered, is flexible enough to explain both the 

adaptation and the lateral modulation aspects in the data. We therefore fulfilled the second goal 

of investigating the lateral modulation effects quantitatively via a computational model. 

Goal 3: Understand the Underlying Neural Mechanism of Perceptual Filling-in 

 As mentioned in the introduction (Chapter 1), two main theories can be found in the 

literature that seeks to explain the neural mechanisms underlying filling-in. One is the symbolic 

or cognitive theory, stating that filling-in involves a passive process in which higher visual areas 

ignore the missing input in the scotoma and represent the blank spot with surround pattern 
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properties. The other is the isomorphic, suggesting an active process that reconstructs the missing 

information by interpolation of the surround pattern. 

Based on the cognitive theory, no activation is needed in the artificial scotoma region for 

filling-in to occur. Therefore, the filled-in area should not induce any aftereffect. Contrary to such 

prediction, our psychophysics results showed that, without physical stimulation on the central 

region corresponding to the target, the filled-in percept in our surround-only adapter could induce 

weaker albeit significant TAE on the target orientation percept. And such TAE has the same 

surround orientation specific pattern as in the center-only and center-surround adapters. Such 

evidence suggests that an active process initiated in the surround and spreading to the center 

blank region contributes to the lateral modulation effect during the filling-in percept. Therefore, 

our behavioral data supports the second theory: an active process is involved during filling-in. 

Our fMRI results showed that the brain activation pattern in the early visual cortex was different 

when filling-in was perceived compared to when it was not. Again, according to the cognitive 

theory, no activation difference should be present in the early visual areas between filling-in and 

no filling-in percepts, as higher cognitive areas are responsible for representing the missing 

information. As a result, our neuroimaging data align with the second theory as well as with our 

previous findings. 

After ascertaining that the filling-in percept we observed involved an active process, the 

question about the nature of such process arises. In theory, both lateral excitation and lateral 

inhibition can cause perceptual filling-in. Empirical evidence in previous psychophysical and 

neurophysiological studies have support both possibilities. Examining our model fitting results, 

the filling-in condition is associated with a higher excitatory sensitivity parameter compared to 
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the no filling-in condition. Such finding suggests that lateral excitation was more likely to be 

involved.  

5.2 Significance of this Research 

The underlying mechanism of lateral modulation remains one of the most intriguing 

mysteries yet to be solved in visual neuroscience. We described key research questions in lateral 

modulation and addressed them with three major studies. Our empirical findings and data 

interpretation have shed light on how neurons respond to different visual field regions interact 

with each other. The thesis has achieved three aforementioned goals of providing new evidence 

of lateral modulation with well-designed paradigms, utilizing a computational model to explain 

the observed lateral modulation effects, and reconciling the long-debated controversy of 

perceptual filling-in. These achievements have led to numerous conference presentations and 

publications in leading international journals. 

The current doctoral thesis integrated multiple methodologies including psychophysics, 

computational modeling, and neuroimaging with advanced analyses including machine learning, 

showing the power of bridging interdisciplinary techniques to produce substantial results 

contributing to the field of visual neuroscience. The paradigms and model developed in the thesis 

can inspire multiple future research projects that further expand the horizon of understanding the 

fundamental processing of visual system demonstrated with lateral modulation effects. The 

project has also served as part of the bilateral collaboration between the groups of Prof. Mark 

Greenlee in Germany and Prof. Chien-Chung Chen in Taiwan. The fruitful collaborating results 

demonstrated in the thesis have spawned further research ideas based on the milestones of our 

work to date. 
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5.3 Research Limitations 

Limitation of the binary-choice task 

In our psychophysics experiments, the participants made a binary-choice on the target 

orientation to indicate whether they perceive the target as oriented clockwise or 

counterclockwise. Doing so, we can estimate how much orientation bias was induced by the 

previously presented adapter. However, in a binary-choice task, such an orientation bias could 

contain two components: the perceptual bias caused by the adaptation effect and the decision-

making bias that represents the tendency of the participants reporting one direction more than the 

other. Therefore, to separate such a decision-making bias from the perception bias, we needed to 

include an extra internal bias parameter, 𝑚 (Equation 2.6), to represent the internal bias of the 

participants. To avoid this issue, an objective estimate of the perceived orientation without 

involvement of the decision-making bias needs to be developed. As such an objective estimate 

has not been available yet, the best strategy to capture the decision-making bias is to incorporate 

the internal bias in our model. 

Limitations of Investigating Perceptual Filling-in 

Unlike the filling-in in the retinal scotoma or blind spot, where the eccentricity and size 

are limited by physiological factors, artificial scotoma filling-in has many merits: the relatively 

definite and measurable onset time, easily inducible across observers, and controllable size and 

location across the visual field (De Weerd et al., 1998). Unfortunately, studying filling-in in 

artificial scotoma is not without limitations. The major difficulty is that we rely on the subjective 

report to determine whether filling-in was perceived in a trial or not, making it hard to verify 

objectively whether filling-in occurs. In addition, the timing when participants report seeing 

filling-in is influenced by the reaction- and decision-making time, which might deviate from the 
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timepoint when filling-in happens, making it difficult to pinpoint the exact timing when filling-in 

occurs. Finally, in our fMRI study, some participants reported perceiving partial filling-in within 

the two scotoma patches and different parts of the scotoma being filled-in at different time points, 

but our yes-no forced choice filling-in response was unable to detect such perceptual variations. 

Thus, unless an objective measurement of the perceptual filling-in in artificial scotoma can be 

developed, we always need to consider to what extent the subjective report might influence our 

results. However, judging from the findings in our psychophysical experiment, in which we 

discovered that filling-in trials corresponded to stronger TAE, and that in our fMRI experiment, 

the brain activation pattern was different between filling-in and no filling-in trials, we could still 

conclude that even with the potential nuisances of subjective filling-in report, our paradigms are 

valid and sensitive enough to study the underlying mechanisms of perceptual filling-in.  

Limitations of functional MRI 

Although MRI has become one of the most popular neuroimaging techniques due to its 

many merits, one must be cautious when interpreting fMRI data (Logothetis, 2008).  First, the 

BOLD signal, although highly correlated to the neuron action potentials, reflects the metabolic 

correlates of neuronal activity. More specifically, how the blood oxygenation level changes due 

to active neurons during the experimental manipulation. Therefore, it is a rather indirect 

measurement of the actual neural activity. Second, due to the scale of its spatial resolution, one 

voxel in a fMRI experiment typically covers millions of neurons and tens of billions of synapses. 

Even for submillimeter voxel, each voxel would still contain up to a million neurons (see Cheng 

and colleagues (2001) where they used higher field MRI and clever design to map out the ocular 

dominance columns in human visual cortex). In addition, fMRI has an intermediate level 

temporal resolution ranging from a few hundred milliseconds to a couple of seconds. Such a 
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resolution is not enough to capture the activity of a single neuron, which has the scale of ten 

milliseconds (Huettel et al., 2014). In other words, what is recorded in an fMRI experiment are 

not the neural activities of individual neurons but the overall activation level of neuron 

populations when stimulated with given stimulus. Therefore, we should not interpret the fMRI 

results as we do when inferring from single neuron recording studies and must be careful when 

comparing the results between the two techniques. For example, in the filling-in literature, single 

cell recording studies have shown cells in early visual cortex corresponding to the blind spot or 

artificial scotoma were activated when filling-in occurred (De Weerd et al., 1995; Komatsu et al., 

2000; Matsumoto & Komatsu, 2005), suggesting an excitatory effect. On the other hand, fMRI 

studies have shown reduction in BOLD signal in early visual cortex when an artificial scotoma or 

a luminance patch was filled-in (Mendola et al., 2006; Weil et al., 2008), suggesting an inhibitory 

effect. Such seemingly contradicting results might not only reflect the difference in stimuli and 

paradigm used, but the fact that the former measured responses of individual neurons while the 

latter estimate the response of neuron populations. Therefore, the lateral modulation effects 

manifested by these studies could indicate neural interaction at different levels. 

However, even when its limitations in spatial and temporal resolutions are considered, 

fMRI still serves as an ideal non-intrusive neuroimaging tool for vision research as it reveals the 

overall, albeit indirect, activation of a population of neurons. When combined with behavioral 

evidence such as the psychophysical results, fMRI can become a valuable and powerful 

technique. One strategy, implemented in the current thesis, is to first establish a solid visual 

phenomenon in behavioral studies then present the stimuli, adjustment is usually needed to elicit 

most brain activation, in an MRI scanner to explore how the visual cortex is activated during 

stimulus presentation. Another strategy is to use fMRI data to form data-driven hypotheses that 

could lead to future experiments. For example, in our psychophysical studies, we discovered 
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evidence of lateral inhibition when the surround was added to the center, which led us to the 

hypothesis that the BOLD signal should be reduced in the full-field condition compared to the 

center condition in our fMRI study. Indeed, we found a decrease in BOLD activation in V1 to V3 

areas when the surround was presented with the center pattern, supporting that an inhibitory 

lateral modulation effect was involved according to the neuron population activation recorded in 

fMRI. Similarly, we observed stronger TAE in filling-in trials within the psychophysical 

experiment, leading us to infer that the brain activation should be different between the filling-in 

and no-filling-in percepts. In the fMRI study, we did not find a difference in the overall BOLD 

activation level, suggesting that at the neuron population level, not enough activation difference 

was observed to support the evidence of lateral excitation or lateral inhibition involvement. 

However, we did find evidence of brain activation pattern being different between the two 

percepts, indicating that there could be a difference in neural responses of the individual neurons 

which affects the overall population response that is reflected by the brain activation pattern. To 

further isolate the responses of the individual neurons during filling-in requires single-cell 

recording techniques such as implemented in Matsumoto and Komatsu (2005). 

5.3 Future Directions 

In the adaptation paradigm used in the current thesis, we focused on the impact of adapter 

orientation on the following target and kept the stimulus luminance contrast constant across 

different conditions. Similarly, in the fMRI study, the luminance contrast was kept constant 

across different stimulus conditions. Therefore, one of the future directions worth exploring is the 

manipulation of the luminance contrast of the stimuli and observe how the target threshold in the 

behavioral paradigm and the BOLD signal in fMRI paradigm changes as a result. Doing so offers 

the opportunity to estimate how the lateral modulation effect varies as a function of the stimulus 
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contrast, allowing us to compare the data with previous studies focusing on luminance contrast as 

the main independent variable. As luminance contrast is one input in our divisive inhibition 

model, we could easily adjust our model to capture the data variance when luminance contrast is 

manipulated. By presenting a stimulus with multiple contrast levels in the fMRI experiment, we 

could observe how the brain activation varies as the contrast changes and examine whether our 

contrast-gain-control-model could predict how the BOLD signal varies as a function of 

luminance contrast. In addition, only one orientation was used in our fMRI experiment. In future 

studies, we could present gratings with different orientations and implement the forward model 

proposed by Brouwer and Heeger (2009, 2011) to estimate the orientation tuning of orientation 

channels and further examine the neural correlates of the lateral modulation effects.  

Besides artificial scotoma, perceptual filling-in can be manifested under different viewing 

conditions such as the blind spot and various visual illusions, suggesting that multiple neural 

processes might be involve during different filling-in percepts. Another future direction that can 

be derived from the current project is the investigation of different types of filling-in effects to 

compare the resulting lateral interaction between the filled-in area and the surround region. One 

possibility is to study the filled-in surface created by illusory contour. Chen and colleagues 

(2018) presented Kanizsa-style square with various configurations that led to different levels of 

illusory contour and surface percept (see Kellman and Shipley (1991) for an earlier application of 

the paradigm). From high to low surface and contour information, the authors included a Kanizsa 

square where four Pac-man shape inducers had the opening facing inwards which created an 

illusory square surface, a shape pattern where two adjacent Pac-main inducers faced outwards 

and created only half a surface, a contour pattern where three inducers faced outwards and 

induced only an illusory contour, and the baseline condition where all four inducers faced 

outwards, leaving no illusory contour and surface percept. The observers were to determine 
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whether a target dot was located inside or outside of the illusory surface. The results showed that 

the location detection performance improved as the level of contour and surface information 

increased, suggesting that the illusory filled-in surface and contour facilitate target detection. In a 

later fMRI study (S. Chen et al., 2021), the authors presented the Kanizsa square and baseline 

conditions and measured the luminance discrimination and target localization performance of the 

participants. Compared to the baseline condition, performance improvement in Kanizsa condition 

only happened in the dot localization task, suggesting that the illusory surface facilitation 

occurred only when the stimulus configuration was task relevant. In addition, the fMRI data 

presented evidence of feedback connection from the lateral occipital cortex (LOC) to V1 and V2 

areas, indicating that LOC plays an important role in object and surface configuration by 

integrating low-level information from and sending feedback information to V1/V2 regions. By 

manipulating the inducer configuration, these studies could control the level of illusory surface 

perceived by the observers without relying on the subjective report. Similar instant filling-in 

effects are present in watercolor and neon color illusions (Pinna et al., 2001, 2003; Pinna & 

Grossberg, 2005). In future research, we could potentially implement these types of filling-in 

illusions as adapters in our adaptation paradigm and estimate the adaptation effect on a following 

target to infer the study mechanisms. Another filling-in phenomenon that is worth exploring is 

the contour erasure effect. Anstis (2013) reported that after briefly adapting the contour of a low 

luminance object for three seconds, the object was filled-in immediately and disappeared into the 

background (see also Anstis and Greenlee (2014)). Inducing contour erasure and estimating how 

such an effect changes the percept of a following target also allows us to explore the role of edge 

and border in filling-in percept. To this day, no quantitative measurements have been done on the 

contour erasure effect. In future studies, we could estimate how adapting to the contour could 

affect the target detection and discrimination threshold in a 2AFC paradigm. Furthermore, 
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previous contour erasure effects focused only on homogeneous targets embedded among a mean 

luminance background. We could use oriented gratings as target and surround pattern to examine 

the orientation tuning of the lateral modulation mechanism during the contour erasure effect in 

the future. Such a paradigm could reveal an interesting interaction between border deletion 

filling-in (contour erasure) and pattern filling-in (artificial scotoma). 

Yet another future direction is to apply our experiment paradigms in researching lateral 

modulation mechanism in patients with visual impairment. According to the WHO report on 

global visual impairment (Pascolini & Mariotti, 2012), 285 million people were estimated to be 

suffering from various eye diseases leading to low vision or blindness, suggesting that visual 

impairment has become a major global health issue. As the population in many developed 

countries are aging rapidly, more and more people could be expected to suffer from age-related 

visual disorders such as macular degeneration. Thus, investigating the neural mechanisms behind 

visual impairments to potentially help enhance the vision of eye disease patients is a crucial task 

for vision scientists nowadays. Some studies have shown promising visual improvement after 

perceptual learning sessions in patients with central vision loss (Chung, 2011; Plank et al., 2014) 

or with amblyopia (Chung et al., 2012). These findings suggest that after vision loss, the brain 

has a certain level of plasticity which allows improvement in vision given efficient training 

(Sabel et al., 2011; Wandell & Smirnakis, 2009). Better understanding of the lateral modulation 

effect between the surround areas and the vision loss location could help develop more suitable 

eye disease detection tool and promote potential training techniques for rehabilitation as well as 

image enhancement methods that could benefit patients with visual impairment (Zur & Ullman, 

2003). We expect our findings in the current thesis can serve as the foundation of applying 

similar paradigms to investigate the lateral modulation effect in impaired vision and eventually 

lead to improving the quality of life in patients with visual difficulties. 
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5.4 Conclusions 

In this project, we investigated the lateral modulation effects by psychophysics, 

computational modeling, as well as neuroimaging techniques. For psychophysics experiments, 

we differentially adapted different parts of the visual field and estimated the resulting TAE 

magnitude to infer the lateral modulation effect between the center and surround regions during 

the adaptation phase in psychophysics experiments. We found that adding a surround pattern to 

the adapter center reduced the adaptation effect, suggesting a lateral inhibition effect. In the 

surround-only condition, where perceptual filling-in could be observed, even without physical 

overlap between the adapter and the target, TAE was induced, indicating that the lateral 

interaction coming from the surround that contributed to the filled-in percept could affect the 

orientation percept of the following target. Additionally, stronger TAE was observed in trials 

with subjectively reported filling-in than those without. We then varied the orientation of the 

adapter center and surround independently to estimate how the lateral inhibition effect could 

change with the surround feature. The results showed that the lateral modulation effect first 

increased then decreased as the surround orientation deviated from the center orientation, 

revealing an orientation-specific lateral modulation effect. We proposed a variant of the divisive 

inhibition model to capture both the adaption effect and the lateral modulation effect observed in 

the empirical data. To examine the lateral modulation effects observed in the psychophysics 

studies, in a fMRI experiment, we presented grating stimuli that stimulated different subparts of 

the visual field. We found evidence of lateral inhibition in V1 to V3 areas when the surround 

pattern was added to the center pattern. In addition, the brain activation pattern was different 

when filling-in was perceived than when it was not. The behavioral and neuroimaging paradigms 

in the current thesis offer new evidence of lateral modulation in human vision. The 

implementation of the divisive inhibition model offers new insight in the underlying 
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normalization process during the lateral modulation. We expect to explore other types of filling-

in phenomena with the established paradigms and computation model in the future. The findings 

in this thesis have the potential to be applied in clinical research with visually impaired patients 

to develop better detection tools and training programs for visually impaired patients. In sum, this 

thesis has achieved fruitful results that can contribute to the field of lateral modulation in human 

vision and inspire future research and application. 
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APPENDIX 

 

A. Study 1 Supplementary materials 

Figure A.1 

The Individual Data of the Estimated CCW Orientation Shifts in Experiment 1 

 

Note. The symbols represent the behavioral data (red square: pedestal adapter; green cross: annulus adapter; blue 

circle: disk adapter, orange right-pointing triangle: noise annulus adapter; purple up-pointing triangle: noise disk 

adapter; gray left-pointing triangle: gray control/no adapter condition), while smooth curves and the horizontal lines 

the best fits of our computational model. The error bars are ±1 standard error of mean. See caption in Figure 2.2 in 

the main manuscript for further details. 
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Figure A.2 

The Individual Data of the Estimated CCW Orientation Shifts in Experiment 2. 

 

Note. The symbols represent the empirical data (disk: with filling-in; cross: without filling-in), while smooth curves 

(solid curve: with filling-in; dotted curve: without filling-in) the best fits of our computational model. The error bars 

are ±1 standard error of mean. See caption in Figure 2.3 in the main manuscript for further details. 

 

Comparison between the PSI method and Psychometric function (PF) fitting results 

Psychometric function (PF) fitting Procedure 

We fitted a cumulative normal psychometric function (PF) to the raw data (the CCW 

trials) of each participant and examined the relationship between the estimates of this PF fitting 

results and the ones from the PSI method (the data in Figure 2.2a). To increase the number of 

trials per orientation level, we pooled trials from all runs of the same adapter condition together, 

and binned the data into 0.5° orientation steps from 0° to 15°. We calculated the proportion of 

responding CCW at each orientation step. We fitted a cumulative normal PF to the CCW 

proportion using the Matlab-based Palamedes toolbox (http://www.palamedestoolbox.org/) PF 

fitting function using a maximum likelihood criterion (PAL_PFML_Fit.m). Four parameters were 

http://www.palamedestoolbox.org/
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returned for each PF fit, namely, alpha (threshold), beta (slope parameter), gamma (guessing rate 

or lapses), and lambda (finger-error rate). Gamma and lambda were fixed at values of 0.5 and 0 

respectively, while alpha and beta were set as free parameters. Thus, the alpha value represents 

the threshold level at 75% CCW response. We used the Palamedes toolbox bootstrapping 

goodness-of-fit function (PAL_PFML_GoodnessOfFit.m) to determine goodness-of-fit of each 

fitted PF. We used 1000 simulations for each fitting result. We ruled out the fitting results that 

failed to return valid alpha and beta value (e.g. due to noisy data), returning alpha value lower 

than -3° (negative value means CW-oriented), or having poor goodness-of-fit (with less than 5% 

of the simulations having larger deviance/transformed likelihood ratio than that from the data).  

Comparing parameters between the PSI estimates and PF fitting results 

We calculate the Pearson correlation coefficient of the PSI estimated parameters and the 

PF fitting parameters of each participant. Figure A.3 below demonstrates the relationship 

between the threshold estimates from the PSI method and the PF fitting to the raw data. The 

alpha/threshold value returned by the PF fitting represents the orientation corresponding to a 75% 

CCW reporting rate while the PSI estimate was estimated at 86% CCW response. To make a 

fairer comparison, we take the orientation level producing an 86% rate on the fitted cumulative 

normal function as the PF fitting estimate. If the estimates of the two methods agree well, there 

should be a significant positive correlation between the parameters, and the data points should lie 

close to the diagonal line.  
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Figure A.3 

The Correlation Between the Threshold Estimates from the PSI Method and the Cumulative 

Normal PF Fitting Results 

 

Note. The PSI estimate is plotted on the x-axis, while PF fitting on the y-axis. The solid red line represents the least-

squares fitted regression line. 

 

As can be seen in Figure A.3, the threshold estimates from the two methods correspond 

reasonably well with each other, whereby the PF fitting estimate is higher than PSI estimate for 

data points of higher threshold value of some observers (i.e., the data points lie on the left side of 

the diagonal line). The correlation coefficient values and the p-values are shown in Table A.1.  
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Table A.1 

Correlation Between Threshold Estimates From PSI and PF Method. 

 
LYS P1 P2 P3 P4 P5 P6 P7 P8 

PSI / PF 

threshold 

.99 .88 .99 .99 .97 .99 .88 .96 .96 

p-value <0.001* <0.001* <0.001* <0.001* <0.001* <0.001* <0.001* <0.001* <0.001* 

N 15 11 9 16 17 15 15 16 13 

Note. Each column represents values of one participant. The first row shows the correlation coefficient, while the 

second row the p-value between the threshold estimates of the two methods. The last row shows the number of data 

points. The * symbol indicates significant p-values (p < 0.025).  

 

Relationship between the PF fitting threshold and slope 

To examine the possible confound between the bias and unreliability (slope) in the data of 

each observer, we calculated the Pearson correlation coefficient between the 86% CCW 

responding rate and the slope value estimated from the PF fitting process. Figure A.4 below 

shows such correlation, while Table A.2 contains the correlation coefficient, the p-values as well 

as the number of data points for each participant (N differs due to the ruling out process 

mentioned in the PF fitting method). The data of two out of nine observers show a significant 

negative correlation between the slope and threshold values (rs(14) = -.51 and rs(14) =  -.50, p 

= .021 and 0.024), while the data of the rest of the participants show no systematic relationship 

between the two estimates. 
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Figure A.4 

The Correlation Between the Threshold and Slope Estimates PF Fitting Results 

 

Note. The threshold estimate is plotted on the x-axis, while slope on the y-axis. The solid red line represents the 

least-squares fitted regression line.  

 

Table A.2 

Correlation Between the Threshold and Slope Estimates of the PF Fitting Results. 

 
LYS P1 P2 P3 P4 P5 P6 P7 P8 

Threshold/Slope -.25 -.35 -.07 -.51 -.34 -.11 .24 -.50 -.04 

p-value 0.186 0.146 0.424 0.021* 0.089 0.345 0.197 0.024* 0.449 

N 15 11 9 16 17 15 15 16 13 

Note. Each column represents values of one participant. The first row shows the correlation coefficient, while the 

second row the p-value between the threshold estimates of the two methods. The last row shows the number of data 

points. The * symbol indicates significant p-values (p < 0.025). 
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Reanalysis of combined CW and CCW trial data using PF fitting process 

Another way of examining the data in the current study is by combining the CW and 

CCW trials together and by fitting PF functions to the combined data set. To do so, we took the 

raw trial data (provided in Supplementary File S3) of each participant of the three oriented-

adapter conditions (pedestal, annulus and disk adapter with five adapter orientation levels) in 

Experiment 1. We pooled all trials of the same adapter condition across different runs together. 

The CW trials were assigned with negative orientation values and we calculated the proportion of 

CCW response for each target (both CW and CCW) orientation. Then we again used the 

Palamedes toolbox function (PAL_PFML_Fit.m) to fit a cumulative normal Gaussian PF to each 

adapter condition. Alpha (threshold) and beta (slope) were free parameters while gamma 

(guessing rate) and lambda (finger error rate) were set as fixed parameter with the value 0.01. 

Thus, the threshold represents about 50% CCW response rate, i.e. the subjective verticality of the 

test stimulus in each condition. 

Figure A.5 below shows the averaged PF fitting parameters of all observers. The data are 

color-coded in the same manner as the Figure 2.2 in the main manuscript. The left panel shows 

the bias (alpha), while the right panel the JND (the inverse of slope/beta value). The bias estimate 

is very similar to the result of orientation shift in Figure 2.2a of the main manuscript, except that 

the bias values are lower. This was well expected since in the original PSI method, we estimated 

the 86% CCW rate. The JNDs of the pedestal condition (especially the 0 to 22.5°) are higher than 

the other two adapter type conditions. We suspected that the higher variability of data (larger 

standard error) in the pedestal condition of most participants leads to such results. Such 

variability is captured by JND, which represents the unreliability in the data. 
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Figure A.5 

The Averaged PF Fitting Results of Combined CW and CCW Trials of Nine Participants in the 

Main Experiment. 

 

Note. In the left panel, the bias (alpha) is plotted against the adapter orientation. In the right panel, the JND is plotted 

against the adapter orientation. The error bars correspond to ±1 standard error of the mean. 

 

B. Study 2 Supplementary materials 

 

 This file contains the TAE data (50% CCW response points) and fitting results of all 

participants. Figure B.1 shows the TAE data of each observer in two views, as is the case in the 

Figure 3.2 of the main manuscript. Readers can find the model fitting results of each observer in 

Figure B.2 and B.3.  Figure B.4 represents the data of three conditions: the center, the disk and 

the same C&S adapter from the current study and the previous study (Lin, Chen, & Greenlee, 

2020).  
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Orientation-specific lateral modulation 

Figure B.1 

The Data of the Individual Observer. 

 

Note. Each subplot (labeled with participant’s initial) presents the data set of one participant. In each subplot, the left 

panel shows the TAE plotted against the adapter center, whereas the right panel the TAE against the adapter 

surround. The error bars are ±1 standard error of measurement. See the Results section of the main manuscript and 

Figure 3.2 for further details. 

 

 

 

Model fitting results of individual participants 
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Figure B.2 

Model Predictions of Individual Observer Data 

 

Note. This figure demonstrates the fitting results of each participant. Each panel shows the model predictions (in 

colored-smoothed curves) and the TAE data (the colored markers). Different colors represent different adapter 

surround orientation.  
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Figure B.3 

Fitting parameters Ke and Ki 

 

Note. This figure shows fitting parameters 𝐾𝑒 and 𝐾𝑖 of each observer. 𝐾𝑒 (red circles and solid curve) and 𝐾𝑖 (blue 

triangles and dashed curve) are plotted against surround orientation. Colored symbols represent the surround 

orientations used in the experiment. 
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Replication of the lateral inhibition 

Figure B.4 

Comparison Between Data in the Study 2 and the Study 1 of Individual Observers. 

 

Note. Different colored curves and markers represent different adapter conditions. The error bars are ±1 standard 

error of measurement. See Figure 3.5 in the main manuscript and Results section of Chapter 3 for a more detailed 

description. 
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Table B.1 

List of best fitting parameters and goodness of fit (𝑅2) of the current model on the averaged and 

individual TAE data. 

Observer MEAN P0 P1 P2 P3 

PARAMETER      

𝑺𝒆 𝑺𝒆𝒄⁄   100.00 100.00 100.00 100.00 100.00 

𝑺𝒆𝒔  100.00 100.00 100.00 100.00 100.00 

𝑺𝒊 𝑺𝒊⁄
𝒄  0.20 0.20 0.20 0.20 0.20 

𝑺𝒊𝒔  17.31 49.55 17.77 8.62 44.73 

𝒛  0.02 0.05 0.02 0.07 0.03 

𝒑  2.88 3.02 3.09 3.21 2.79 

𝒒  1.19 1.18 1.28 1.63 1.32 

𝝈  18.01 18.01 18.01 18.01 18.01 

𝑲𝒆 𝜃𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 0.00 0.00 0.00 0.00 0.00 

 𝜎𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑜𝑟𝑦 30.00 30.00 30.00 30.00 30.00 

𝑲𝒊 𝜃𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦 18.45 24.02 12.72 16.23 22.79 

 𝜎𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦 24.46 24.24 26.91 25.25 15.63 

𝒎  0.28 0.73 0.07 1.33 -1.09 

𝑹𝟐 0.867 0.890 0.831 0.705 0.721 

𝑹𝑴𝑺𝑬 0.43 0.53 0.57 0.60 0.49 

MSE      0.38 0.16 0.20 0.18 0.23 

number of free 

parameters 

7(13) 7(13) 7(13) 7(13) 7(13) 

Note. Free parameters and parameter values are marked in bold. Parameter 𝜎 was set as 18.01 to maintain the 

channel tuning FWHM as 30 degrees. The column MEAN represents the fitting parameters of the averaged data 

across the four participants. 
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C. Study 3 Supplementary materials 

 We summarize the BCEA data of each stimulus condition, including the sizes and 

positions, in Table C.1, of the six participants who we recorded eye tracking data from. In Figure 

4.6 of the main manuscript, we show the fixation density maps as well as the BCEA ellipses of 

the four conditions.  

The fixation density maps shown in Figure 4.6 in the main manuscript were created by 

dividing the whole stimulus screen into numerous cells. For the out-scanner control experiment 

where the resolution was 1280 × 1024, each cell was 16 × 16 square pixel large, resulting in 80 

cells on the x-axis and 64 cells on the y-axis. For the in-scanner eye tracking recording where the 

resolution was 800 × 600, each cell was 10 × 10 square pixel, leading to 80 cells on the x-axis 

and 60 on the y-axis. We then counted the frequency of eye position located in each cell and 

divided each cell frequency by the highest frequency of all cells to calculate the eye position 

density. We overlayed such fixation density map on top of the stimulus.  

As for the BCEA ellipses, we performed principle component analysis to recover the 

BCEA ellipses of all conditions (Niehorster et al., 2020). When 𝑘 in the equation (3) in the main 

manuscript is equal to 1, the ellipse covers 63.2% of the fixation points, and the eigenvalues in 

the major and minor eigenvectors represent the squared lengths of the two axes. We plotted the 

ellipses of different conditions on the right plot in each panel in the following figures.  

In our data, although there was some individual difference in terms of the density maps and 

BCEA ellipses, within each participant the fixation distribution and positions did not differ across 

conditions.  
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Table C.1  

A Summary of the BCEA Analysis of Fixation Stability Across the Participants (n = 6).  

 

 Conditions Center Full-Field Filling-in No Filling-in 

Observer BCEA 

parameter 

    

P1a Size (in squared 

degree) 

0.98 1.02 1.03 0.91 

 Center x, y 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

0.46, 0.72 

 

0.46, 0.44 

 

0.43, 0.61 0.45, 0.64 

P2a Size (in squared 

degree) 

0.49 0.35 0.41 0.58 

 Center x, y 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

0.06, 0.06 0.10, 0.02 -0.10, 0.13 -0.10, 0.08 

P3b Size (in squared 

degree) 

23.99 21.51 15.66 16.55 

 Center x, y 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

-6.58, 0.26 -6.26, -0.12 -6.57, 0.45 -6.76, 0.37 

P4b Size (in squared 

degree) 

27.06 18.23 15.66 16.55 
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 Center x, y 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

0.04, 2.38 0.24, 2.28 0.03, 2.57 -0.10, 2.44 

P5b Size (in squared 

degree) 

39.69 39.49 36.40 38.14 

 Center x 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

-3.49, 3.98 -3.49, 4.01 -3.47, 4.60 -3.69, 4.74 

P6b Size (in squared 

degree) 

7.42 7.93 3.89 6.87 

 Center x, y 

position (in 

degree, relative 

to the fixation 

point at 0,0) 

-0.56, 4.20 

 

-0.54, 4.25 -0.51, 4.27 -0.66, 4.28 

Note. Each stimulus condition has one BCEA estimate that includes a size estimate and a center position of the 

BCEA ellipse. a. Data recorded with the Eyelink 1000 eye tracker in the out-of-scanner control experiment; b. Data 

recorded with the MRI-safe ViewPoint eye tracker during the fMRI experiment. 

 

 

 


