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Heuristics are mental shortcuts applied, consciously, subconsciously or both, to save time and 

efforts at the expense of risking the accuracy of the outcome. Therefore, one might argue that it is 

just an accuracy-effort trade-off. Nonetheless, we ought to recognize the distinction between the 

circumstances of risk, where all choices, outcomes, and probabilities might be generally known, and 

the circumstances of uncertainty, where, at least some, are not. Traditional models like the 

Subjective Expected Utility (SEU) work best for decisions under risk but not under uncertainty, 

which portrays most situations people need to tackle. Uncertainty requires simple heuristics that 

are sufficient instead of perfect. 

In this dissertation, the notion of heuristics was researched through a comprehensive historical 

review that unfolded the heuristics-linked ideas of significant scholars. An explicit distinction 

between the deliberate and the automatic heuristics was stated with chronological categories of pre 

and post-introduction of the SEU theory;  providing a new perspective and opening a discussion for 

future research to consider. Additionally, qualitative and quantitative studies were applied that 

produced an unsophisticated heuristic set that was used by entrepreneurs in the Middle East and 

Germany. Perhaps entrepreneurs, and people in general, do not always know or acknowledge their 

use of heuristics. But still, they use it extensively and may exchange heuristics among others. That 

may lead us to think that in a world where uncertainty prevails, the Homo heuristicus might become 

a real threat to the Homo economicus. 
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                     Herbert A. Simon 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
 

6 

1. Introduction 

Life is a path that is defined by a stream of choices. Each relies on the processing 

of a certain amount of information. While some decisions are based on a considerable 

amount of data, others are made on the fly with as minimal input as even a single word. 

Between these extremes lies an infinite number of decisions that need different datasets 

of varying types and sizes, and have different processing timescales.  

 

1.1 The Notion of Heuristics 

To overcome the exhaustive process of data collection and processing, the 

human brain evolved to save energy for more important tasks, and to benefit from 

heuristics to make decisions in autopilot mode (Kahneman, 2011). Heuristics are 

usually described as the simple rules-of-thumb that can be applied to make fast 

decisions and solve problems (Simon, 1955). More precisely, the use of heuristics 

implies determining the outcome of a problem or a situation by considering only a small 

subset of the relevant available input rather than the whole dataset, in the hope of 

reaching an acceptable solution (Nevid et al., 2003). As appealing as the idea of 

heuristics may be, it has often been criticized as an error-prone approach and an 

unreliable decision-making technique that may lead to biases (Tversky & Kahneman, 

1974).   

When faced with a decision situation, humans and to a certain extent other 

organisms, might use two different forms of reasoning often without being aware of it. 

People may use the automatic, fast, and intuitive approach which is often referred to as 

System 1. Or they might go with a slow, analytical, and effortful approach which is 

often called System 2 (Kahneman, 2011). A growing body of research supports the 

notion of dual-process theory in different disciplines due to its simplicity and intuitive 

nature (Chaiken & Trope, 1999; De Neys, 2018; Frankish, 2010; Grayot, 2020). 

Research shows that for quite a long time, scientists and philosophers have 

recognized the difference between intuitive and effortful thinking. Perhaps Descartes's 

(1641) notion of the ‘mind-body dualism’ and William James' (1918) ‘associate and 

true reasoning’ might be considered early thoughts of this dichotomy.  
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Nevertheless, as much as the two systems seem distinct, the dual-system 

approach considers the two forms of reasoning to be highly cohesive and work in 

tandem (Peters et al., 2006). Some philosophers like David Hume (1739) went so far as 

to believe that the heart (System 1) is more dominant than the mind (System 2) by 

advocating that: ‘Reason is, and ought only to be the slave of the passions.’ 

On the other hand, one might tend to oversimplify the concept of two systems 

by claiming that System 1 is the source of bias and System 2 is an error-free approach. 

However, this is not necessarily true, as Evans and Stanovich (2013) argue the contrary, 

writing that: ‘perhaps the most persistent fallacy in the perception of dual-process 

theories is the idea that Type 1 processes (intuitive, heuristic) are responsible for all 

bad thinking and that Type 2 processes (reflective, analytic) necessarily lead to correct 

responses.’ 

Nevertheless, some may claim that heuristical decision-making is a widely used 

route in everyday life, but it has not been accepted as an equal peer to the other route 

that relates to rationality and sound judgment. Based on the concepts introduced by 

Herbert Simon in the 1950s, psychologists Daniel Kahneman and Amos Tversky started 

the ‘heuristics-and-biases’ research program in the early 1970s, which established the 

idea of the error-prone vulnerability of heuristics in the scientific community (Tversky 

& Kahneman, 1974). The idea of heuristics being an unorthodox approach that deviated 

from statistical principles became widely accepted, and the association between 

heuristics and biases became more dominant. Therefore, the mainstream idea was that 

people apply heuristics as an alternative option, with a compromise on outcome 

accuracy when the main option of deliberate data-driven analysis is not feasible. 

Daniel Kahneman in his Nobel Prize lecture said: ‘Our research attempted to 

obtain a map of bounded rationality, by exploring the systematic biases that separate 

the beliefs that people have and the choices they make from the optimal beliefs and 

choices assumed in rational-agent models’ (Kahneman, 2002).  

However, years before, Herbert Simon had criticized the concept of rationality 

being the solution for all cases, when he questioned how humans can reason when the 

conditions for rationality required by the neoclassical economics model are not met 

(Simon, 1989). The model of rationality, in its theoretical perspective, requires that all 



 

 
 

8 

alternative choices, all possible outcomes, and the probabilities of their occurrence are 

already known in an essentially unchanging environment. While this might be possible 

in a perfect world, it is rarely the case in real life. Savage (1972), who set the building 

blocks for Bayesian statistics, classified the environments based on the availability of 

data into two categories. The ‘small worlds’ are where most relevant information is 

already known, such as outcomes, probabilities and available options; hence, it is easy 

for one to calculate the expected utilities and decide on the optimal solution. The other 

category is the ‘large worlds,’ where true uncertainty exists, and some of the relevant 

information is unknown. Therefore, one cannot predict the optimal outcome with a high 

degree of confidence, thus violating the core principles of rational reasoning. Hence, to 

overcome the lack of information, one may need to forecast from small data samples 

(Binmore, 2008). Arguably, in most cases, we find ourselves in a ‘large world’ situation 

where we cannot expect classical models of rationality to be available and provide the 

right answer fast (Gigerenzer & Gaissmaier, 2011). 

The financial crisis of 2008 demonstrates the big difference between perfect and 

almost perfect information (Stiglitz, 2010). Some scholars even went so far as to 

consider the ‘rational expectations theory’ as being no longer valid outside academia 

(Soros, 2009). However, other scholars proposed the heuristic approach as an accepted 

alternative, with acceptable outcome in certain circumstances. To be compared with the 

classical models, though, heuristics had to be presented similarly.  

In response to the limitations of the expected utility model (Neumann & 

Morgenstern, 1944) and the ‘heuristics-and-biases’ program (Kahneman et al., 1982), 

the ‘fast-and-frugal’ heuristics research program was founded in the late ‘90s to 

critically analyze the classical way of rationality and propose a new approach to 

decision-making (Gigerenzer et al., 1999). In this era, the first experiment successfully 

proved that depending on one specific cue and disregarding the others might return 

better results than applying the linear regression model in specific situations 

(Gigerenzer et al., 1999; Gigerenzer & Goldstein, 1996). This kind of empirical 

evidence made heuristics aspire to become comparable to standard quantitative models 

of rational decision-making (Gigerenzer, 2008). 
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With more results obtained, Gigerenzer argued that heuristics cannot be 

considered ‘irrational’ anymore, but rather a faster and reliable route in an appropriate 

context (Gigerenzer, 2008). 

 

1.2 Entrepreneurship and Opportunities 

Despite the risk involved in adopting heuristics, certain professions have been 

known for applying heuristics as part of their daily routine. Perhaps entrepreneurs top 

this list, as they have been famous for implementing heuristics extensively, to keep up 

with the fast pace of the startup life (Alvarez & Busenitz, 2001) and the lack of statistical 

data one can rely on when it comes to innovative business ideas.  

The word ‘entrepreneur’ has its origin in the French language. It dates back to 

two related original concepts in the late seventeenth century (Vérin, 1982). An 

entrepreneur was either the one involved in for-profit construction and engineering 

projects with well-designed blueprints; or the warrior who pursued a victory, the typical 

aspiration of the crusades of the middle ages (Sánchez, 2011). In literature, the word 

‘entrepreneur’ was first introduced by Cantillon (1755), referring to the person who 

buys products at a certain known price and sells them at an increased price. Even though 

Adam Smith in his book ‘The Wealth of Nations’ defined exhaustively the rationale of 

profit, production, and establishing a business, he surprisingly did not use the term 

‘entrepreneur.’ However, one of Smith’s admirers who preached capitalism, promoted 

this notion and made it a market standard. The French economist Jean-Baptiste Say 

(2017) spread the term that derives from the French word ‘entreprendre’ which means 

‘undertaker.’ Say argued that entrepreneurs hunt for opportunities by increasing 

efficiency and optimizing the use of resources, and as a result, create more opportunities 

and expand the market. Later, more cognitive traits were embedded into the definition 

of an entrepreneur, which became the defining features of the term, such as risk-taking 

and innovation (Karlsson et al., 2004). 

In recent studies, the contemporary definition of an entrepreneur has been 

updated to denote anyone seeking to discover new markets, while driving innovation 

(Lumpkin & Dess, 1996). To do so, the main task for an entrepreneur became to handle 
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opportunities, no matter how innovative or knowledgeable an entrepreneur may be 

(Venkatarman, 1997). As a result, an opportunity may act as the guide for the whole 

endeavour (Short et al., 2010). Previous research shows that the opportunity-centred 

approach was not always followed since the focus was directed toward entrepreneurs 

and their traits in establishing startups. However, in recent research, there exists a 

dominant trend to treat opportunities as a concept of central importance (Busenitz et al., 

2003). Even though the concept of opportunity-based entrepreneurship is gaining a lot 

of attention, there is no formal agreement on what an opportunity actually means or 

represents  (Hansen et al., 2011). In this respect, two main viewpoints can be 

distinguished. The first one was led by Israel Kirzner (1997), who described 

opportunities as independent entities that exist on their own in the market that may be 

effectively sought out by the entrepreneur as the researcher who is always hunting for 

the next big thing. On the other hand, Joseph Schumpeter considered entrepreneurship 

as the introduction of novel products and methods that lead to drastic changes in the 

business ecosystem (Croitoru, 2012). In other words, Kirzner’s opportunities fill the 

gaps in the existing system, while Schumpeter’s opportunities disrupt the status quo 

(Jong & Marsili, 2011). 

With both types being essential to the development of the market, researchers 

often recommend them equally and describe them as complementary rather than 

opposing (Shane et al., 2003). In a more practical opportunity-oriented definition, 

entrepreneurship can be described as the process of identifying, evaluating, and 

exploiting opportunities (Shane & Venkataraman, 2000). The first step—identifying 

opportunities—relates to searching for and capturing opportunities, through creating 

new openings or recognizing existing ones. The second step—evaluating the identified 

opportunity—is where an entrepreneur weighs up the potential outcomes and forecasts 

the rate of success of the opportunity. The final step—exploiting the opportunity—is 

that of taking tangible actions to realize the chosen opportunity (Short et al., 2010). 

Some scholars believe that entrepreneurial behaviour is triggered by 

opportunities in the market to earn more wealth (Hébert & Link, 1988). Others claim 

that necessity is the main motivation (Fairlie & Fossen, 2018). However, the model of 

‘necessity entrepreneurship’ might not be very convincing in explaining why some 
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entrepreneurs are capable of identifying and exploiting opportunities, while others are 

not (Busenitz & Barney, 1997). Some scholars prefer to call this capability 

‘entrepreneurial alertness’ (Kaish & Gilad, 1991; Kirzner, 2015). 

With more research emphasizing the cognitive abilities of entrepreneurs 

(Robinson et al., 1991; Zahra, 1993), the importance of using heuristics became 

increasingly recognized (Makings & Barnard, 2019; Manimala, 1992). While the 

application of suitable heuristics may be the secret of an entrepreneur, the technique of 

applying heuristics is of special importance in handling opportunities. Additionally, 

some research suggests that entrepreneurs are distinguished by their use of pattern 

recognition and how they ‘connect the dots’ to identify new business opportunities 

(Baron, 2004). 

Nevertheless, some research on entrepreneurial heuristics is oriented towards 

biases more than the potential of heuristics themselves. For example, ‘overconfidence’ 

is the most observed bias in recent research. Other biases observed are the ‘planning 

fallacy’, the ‘illusion of control’, the ‘hindsight bias,’ and the ‘law of small numbers.’ 

However, research on practical heuristics is rarely conducted empirically, though some 

results propose that certain heuristics are context-dependent (Cossette, 2014). 

Nonetheless, some initiatives were still promising and inspired future efforts. Grandori 

& Cholakova (2013) researched the notion of ‘effective’ heuristics under epistemic 

uncertainty. Manimala (1992) identified as many as 186 heuristics in entrepreneurship 

when studying high and low pioneering-innovative ventures. Makings and Bernhard 

(2019) also identified common heuristics of entrepreneurs in different areas, including 

management, strategy, marketing, sales, human resources, and tactics. When it comes 

to entrepreneurial opportunity, many researchers focus on the identification and 

exploitation phases, leaving the evaluation phase behind (Haynie et al., 2009). Others 

who were interested in the entrepreneur’s cognitive process during the evaluation phase 

were attracted to the discovery of the biases that affect the risk perception, which in turn 

affects the opportunity evaluation (OE) (Keh et al., 2002).  

The present study addresses the OE from the perspective of another thought-

provoking topic— heuristics in decision-making. Hence, this dissertation aims to 

identify the shortcuts that entrepreneurs apply in the process of evaluating opportunities, 
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without exploring which biases these heuristics might lead to, as this would require a 

further stand-alone empirical study. The inspiration for this current research was born 

out of the fact that this area of research remains far from saturated, with many stones 

still unturned, for curious minds to discover. 

 

1.3 The Middle East vs Germany 

In contrast to developed economies, developing countries can face high levels of 

uncertainty due to low economic development, political instability, and a primitive 

infrastructure (Marcotte, 2014). Furthermore, it has been recognized that any sort of 

organized and strategic improvements in developing economies frequently lacks long-

term vision and sometimes involves arbitrary decision-making (Hoskisson et al., 2000). 

Consequently, economies with high levels of uncertainty and instability can organically 

create the demand for more initiatives to provide solutions for everyday problems, while 

keeping the ambition to innovate in an uneasy ecosystem.  

However, the literature focusing on emerging economies concerning exploring 

entrepreneurship and opportunities is still in its infancy. The majority of research on 

entrepreneurship is focused on Europe and North America, with little interest in the 

Middle East (ME) or other developing regions (Cetindamar et al., 2012). Though 

academic and general circles agree on the need for a drastic improvement in the 

entrepreneurial ecosystem in the ME, not enough measures have been applied by 

policymakers to close the gaps (Rezaei et al., 2018). In addition, formal studies 

comparing ME entrepreneurs and their western counterparts are rare, and no studies 

have been performed to identify how entrepreneurs in this region make decisions in 

handling opportunities. 

Some argue that the cultural/religious factor plays a more important role in 

shaping the business scene in the ME than in other regions of the world (Azouri & Daou, 

2022). For example, the return on investment (ROI) ratio is considered one of the most 

important indicators for investors, banks, and Venture Capitalists (VCs) in assessing 

the success of a venture, and hence interest rates are what attract cash into any venture. 

However, this may not be the case in the ME, where the concept of interest according 

to Islam is considered ‘haram’ (forbidden) and, accordingly, cannot be considered in 



 

 
 

13 

the same way as the standard finance rules in the West (Rezaei et al., 2018). This is the 

reason why the ‘Islamic Banking’ concept that complies with ‘Sharia’ (Islamic Law) is 

widely used in Arab countries.  

Furthermore, most successful ventures are family-owned businesses that are 

supported by state officials and members of the royal families, which makes it even 

harder for outsiders to find their way into these closed circles. Thus, the special 

circumstances of the ME business ecosystem may include some core differences from 

the standard business and entrepreneurship rules that are being taught in the West. 

Based on these differences at the macro level, it is very interesting to learn about the 

micro-level—in particular, the cognitive heuristics associated with decision-makers in 

this region—to reduce the gap between Arabian entrepreneurs and their peers in Europe, 

as well as to identify any individual differences in the way opportunities are perceived.  

In contrast, when observing the entrepreneurship ecosystem in Germany, one 

can notice several things that are German-specific. The first is that the foundation of the 

ecosystem and the German economy is the ‘Mittelstand’ or the small and medium-sized 

enterprises, which are often led by entrepreneurs. Although the ‘Mittelstand’ is highly 

admired and praised by many foreign commentators, it is not much celebrated among 

the locals, as the businesses are often considered low-tech and lacking advanced 

innovation (Pahnke & Welter, 2019). Moreover, the terms ‘self-employed’ and 

‘entrepreneur’ are often used interchangeably, with some scholars considering self-

employment as a form of entrepreneurship (Constant & Zimmermann, 2006). 

Nonetheless, when discussing entrepreneurship in Germany, the persona of the 

‘immigrant entrepreneur’ is often mentioned, since Germany is considered one of the 

immigrant-friendly nations that allow newcomers to realize their dreams. However, 

entrepreneurial initiatives are relatively few in comparison with other countries. For 

example, the Global Entrepreneurship Monitor (GEM) explains that the Total early-

stage Entrepreneurial Activity (TEA) rate in Germany in 2018 was 4.97% which is 

lower than that in many countries in the Organization for Economic Co-operation and 

Development (OECD) like Canada and Ecuador and is far less than Silicon Valley in 

the US (Aly & Galal-Edeen, 2021). Though locals express a low interest in 

entrepreneurial endeavours, the immigrants show even less interest (Constant & 
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Zimmermann, 2006). While having a relatively similar GDP to the Middle East and 

North Africa (MENA) countries combined, with around 3.5 trillion USD in 2020 (The 

World Bank, 2022), the German market is still different in terms of market dynamics 

and subsequently the entrepreneurial mindset. 

Throughout the journey of my doctoral thesis, I have tried to discover if the 

difference in culture and market dynamics influence the individual entrepreneur when 

evaluating new opportunities. However, the results showed that entrepreneurs have 

more in common than one might think, which, therefore, might reduce the perception 

of cultural barriers to discovering opportunities in the area of international 

entrepreneurship.  
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2. Summary of research papers 

The research objective of my dissertation is to contribute to the body of 

knowledge of heuristics, with a special emphasis on entrepreneurial opportunity. Table 

1 below shows the projects that I have worked on in sequential order. The roadmap 

started with a historical review of heuristics and how the corresponding research 

evolved. Later, an empirical qualitative study was conducted with senior entrepreneurs 

from the ME to discover which heuristics they apply during the evaluation phase. 

Finally, a quantitative study was applied to validate the previous findings while 

comparing the results of the German and ME entrepreneurs. 

Table 1. Overview of Articles 

Manuscript Publication Status 
A A Brief History of 

Heuristics: How did 
Research on 
Heuristics Evolve? 

▪ Published as HHL-Working Paper No. 189 
(Link: https://d-nb.info/1223945278/34). 

▪ Submitted for the second review at the journal: 
Humanities and Social Sciences 
Communications - Nature 

B The heuristics applied 
by tech entrepreneurs 
in the Middle East 
during opportunity 
evaluation 

▪ Published in the Journal of Entrepreneurship in 
Emerging Economies, Emerald (ISSN: 2053-
4604) Publication date: 27.04.2022  
DOI: https://doi.org/10.1108/JEEE-07-2021-
0294 

C The heuristics applied 
by tech entrepreneurs 
in the Middle East 
during opportunity 
evaluation 

▪ Under Revision in the Journal of 
Developmental Entrepreneurship, World 
Scientific (VHB-JOURQUAL3 2015: C) 
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2.1 Paper I: A Brief History of Heuristics 

In this research, a brief review was presented to describe the advancement of 

science examining the notion of heuristics and its underpinning research before and 

after the emergence of the subjective expected utility (SEU) theory, emphasizing the 

evolutionary perspective that considered heuristics as resulting from the development 

of the brain. In addition, we provided a distinction between the deliberate and the 

automatic uses of heuristics with a clear explanation that heuristics might be applied 

both consciously and subconsciously. 

This research explored the evolutionary process that endowed humans with a 

larger brain that allows them to make decisions in a way different from other primates. 

While some researchers argue that other organisms like animals might commonly use 

heuristics (for example, focusing on a colour or a smell and omitting other 

characteristics when searching for food; checking the height–length ratio of the prey to 

avoid battles, etc.), we suggested that in addition to the ‘the old mind’ or ‘System 1’, 

‘the new mind’ or ‘System 2’ have also evolved simultaneously in homo sapiens 

providing them with a more complicated decision-making process that is not limited to 

reflection and extensive reasoning. 

We explained that heuristics could have two separate categories of being 

voluntarily or involuntarily triggered, even though some behaviour can change from 

voluntary to involuntary (or almost involuntary) and vice versa, depending on external 

and internal factors (such as mastering a language or a physical skill). We called these 

two groups deliberate and automatic heuristics.  

Deliberate heuristics were described as the shortcuts applied in problem-solving 

in a conscious setup where the input and output could be clearly defined and the 

methods available were known. Using the heuristics method was considered an 

alternative to the exhaustive standard method. A basic example would be applying ‘trial 

and error’ in solving a written problem. Such an approach was present among many 

thinkers throughout different eras of the development of human civilization. From the 

Greek origin of Archimedes’ ‘eureka’ (found it) and Aristotle’s concept of induction, 

the concept of searching for shortcuts instead of exhaustive routes, started to be shaped. 

Later, more thinkers became interested in finding innovative ways of problem-solving 
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that could be transferred and replicated, such as the Persian thinker Al-Khawarizmi, 

who created the ‘algorithm’ as one of the influential works of the Islamic Golden Age. 

Deliberate heuristics continued to be an attractive topic for scientists in the Age of 

Reason, including René Descartes and Gottfried Wilhelm Leibniz, whom both tried, 

each in his way, to develop a standard general problem-solving procedure. In the 

twentieth century, more thinkers showed interest in finding useful heuristics in problem-

solving like the Hungarian mathematician George Pólya who might be considered an 

exemplary case of a stepwise conscious heuristic approach. 

In contrast, automatic heuristics were defined as the cognitive rules-of-thumb 

that are embedded in the human brain. Some might consider them a form of behavioural 

patterns, however, explicit reference to heuristics is often rare in the literature. The roots 

of heuristics can be observed in multiple areas of science, including biology, 

psychology, and economics. In line with the findings of Charles Darwin, human 

behaviour evolved in the same manner as the human physique according to the survival 

needs of humans. Automatic heuristics evolved with time and human experience, for 

survival reasons, and hence some heuristics might be seen as atavistic and may not be 

fully compatible with modern life. As a physical example, the human body evolved to 

store more fat when entering a starvation-like state due to the scarcity of resources 

during wars and natural disasters. Nowadays, the human body still reacts in the same 

way, even if we spend most of our days sitting on an office chair. The same applies to 

mental reactions and heuristics. The human brain still reacts the same way when 

watching an opponent’s attack in a match of football on TV as it did to an attack on a 

tribe thousands of years ago.  

During the late nineteenth century, the topic of subconscious heuristics started 

to gain attention with the development of evolutionary psychology as a discipline. Ivan 

Pavlov studied how human instincts can be triggered and how to alter subconscious 

reactions through ‘classical conditioning.’ With the beginning of the twentieth century, 

‘behaviourism’ as a scientific approach became popular in psychology, and scientists 

carried out experiments to validate that the process of inserting or eliminating phobias 

was achievable. John Watson’s debatable ‘Albert experiment’ and B.F. Skinner’s 
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science of ‘reinforcement learning’ are still considered core showcases in today’s 

research on the subconscious mind. 

After the establishment of the notion of SEU by distinguished scientists like 

Ramsey, von Neumann & Morgenstern, and Savage during the first half of the twentieth 

century, some questions were still unanswered regarding rationality. Hence, some 

scholars started to research another less structured and more context-based approach to 

decision-making. 

In the mid-50s, some voices in the scientific community accepted the idea that 

human rationality might be limited, with the theory of ‘bounded rationality,’ introduced 

by Herbert Simon in his publication ‘A Behavioral Model of Rational Choice’. Simon 

suggested that the dynamic of decision-making is all related to ‘satisficing’, a notion 

aggregating ‘satisfy’ and ‘suffice,’ and that the rationality of human decision-making is 

limited by the availability of information, time, and cognitive ability. Simon's work also 

motivated the field of computer science that continues to use heuristics in many areas, 

including Artificial Intelligence (AI) and Natural Language Processing (NLP). 

Simon inspired Daniel Kahneman and Amos Tversky in the ‘70s to investigate 

intuitive judgment scientifically and to lay the foundation for a research program under 

the name of ‘heuristics-and-biases.’ Due to this program, the term heuristics became 

mainstream among the scientific community, and heuristics acquired their siblings: 

biases. The four heuristics identified in Kahneman and Tversky’s research are still 

considered a key part of defining the fundamental concepts for judgment under 

uncertainty. 

Few scientists opposed the ideas of Kahneman and Tversky until the late ‘90s 

when German psychologist Gerd Gigerenzer initiated the ‘fast-and-frugal’ heuristics 

research program, which argued that ‘classical rationality is not the only (and 

sometimes not the optimal) way of decision-making’. Through this program, 

experiments were applied to compare the heuristic method against standard regression 

models. Gigerenzer claimed that outcomes from solving certain cases using the heuristic 

methods were comparable if not better than the standard quantitative models ‘as long 

as they were used in a specific context’. Gigerenzer suggested that, through the fast and 

frugal toolbox, the agent could practice ‘ecological rationality.’ 



 

 
 

19 

2.2 Paper II: Qualitative Research on Heuristics in the Middle East 

Since entrepreneurs are surrounded by uncertainty and operate in high-risk 

environments like startups and early-stage ventures, research indicates they use 

heuristics more than managers in well-established companies. And, since dealing with 

opportunities is one of the defining tasks of being an entrepreneur, practitioners often 

rely on shortcuts or ‘heuristics’ when handling opportunities during their busy day-to-

day schedules. Inspired by the ‘Schumpeterian’ notion of an entrepreneur, some studies 

suggested that the focus of entrepreneurship is the ability to identify new opportunities, 

evaluate their potential, and exploit them to maximize gains. My qualitative paper 

focused on the second phase of the opportunity handling process, the evaluation phase. 

This phase is where an entrepreneur assesses and decides if the opportunity is worth 

pursuing and, therefore, is worth the investment of time and resources.  

The main objective of this paper was to investigate the mental shortcuts or 

heuristics applied by technical entrepreneurs during OE, particularly in the ME. I argued 

that our research was unique because studies on entrepreneurial heuristics in OE have 

rarely been pursued. The few existing studies have targeted mostly the identification 

and exploitation phases. Moreover, as an emerging market, the ME has occasionally 

been targeted in the research on entrepreneurship, but most research has been centred 

around well-developed markets, including the US and Western Europe. Furthermore, 

some researchers preferred to work on similar studies from the ‘heuristics-and-biases’ 

perspective upon which they were able to build their theories. Instead, I approached this 

study with an open mind toward the ‘ecological rationality’ perspective and tried to 

identify the heuristics used without any prior expectations. 

In terms of methodology, I used a qualitative analysis approach based on semi-

structured interviews. The participants were 18 expert entrepreneurs with previous 

hands-on experience in establishing and growing startups operating in the ME. The 

participants belonged to different age groups, countries, experience levels, and sectors, 

including education, engineering, finance, and technology. I intentionally targeted a 

diverse audience to reduce any bias that might skew our findings in a single direction. 

I also tried to achieve a gender balance when recruiting potential participants. However, 

I was only able to recruit 23% females (4 out of 18), reflecting the low number of female 
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entrepreneurs in this region. The main locations considered were Beirut, Dubai, and 

Cairo since these cities are considered the startup hubs of the Arab world and attract the 

most entrepreneurial initiatives. The method of analysis used was the Eisenhardt case-

based method, a version of the grounded theory modified by combining it with the case-

study method. By using this method, I was able to identify patterns within and across 

cases to detect which shortcuts are widely used by entrepreneurs. By analyzing the 

entrepreneurs’ answers to open questions stressing their experiences and motives, I was 

able to identify the heuristics used in the process of OE.  

The results showed that heuristics could be categorized into idea-related and 

person-related heuristics. Both heuristic types could be considered stop/go rules and are 

not necessarily associated with cognitive biases. The idea-related heuristics explained 

below were: ‘imitate-the-successful,’ ‘low-risk/low-cost realization,’ and 

‘attractiveness to international acquisition.’ 

● ‘Imitate-the-successful’ refers to the method of copying the core practices of 

successful startups and modifying them to fit the regional environment. This is one 

of the concepts applied by entrepreneurs in many regions of the world. In the ME, 

copying already validated ideas from the US and Europe was found to be considered 

a shortcut to success. 

● The second heuristic, ‘low-risk/low-cost realization,’ refers to adopting a risk-averse 

attitude combined with a conservative cost-consciousness when pursuing an 

opportunity. In volatile markets, favouring low-risk/low-cost ideas would be 

justifiable, as resources are limited, and the burden of failure would be high for 

entrepreneurs. Some might argue that other combinations between risk and cost 

might also be worth considering when evaluating opportunities, especially where 

the high-risk/high-reward concept applies, however, in the ME this particular 

combination of both risk and cost being low was the preferred one. 

● The final idea-related heuristic, ‘attractiveness to international acquisition,’ was 

considered a cue that makes opportunities more attractive. In the ME, this strategy 

was found to be considered a preferred path to prove the maturity and quality of a 

startup.  
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For the person-related heuristics, the main three were also selected, based on the 

participants' preferences. These heuristics clearly described the interest of entrepreneurs 

in the human capital and its influence on the success of any opportunity. The identified 

person-related heuristics were ‘having well-connected and reputable collaborators,’ 

‘having mature and experienced collaborators,’ and ‘having autocratic decision-

makers.’ A brief explanation is provided below to elaborate more on these cues. 

●  ‘Having well-connected and reputable collaborators,’ was considered the first 

heuristic applied by the examined experts. According to the participants, having 

personnel with a wide and active network of connections was viewed as key to 

improving the chances of success of an opportunity. 

● The second person-related heuristic was ‘having mature and experienced 

collaborators.’ Participants considered this heuristic as essential since it provides the 

opportunity with the needed expertise and skills when it comes to implementation 

and problem-solving in contrast to the trend of having a fresh and young team that 

can provide innovative ideas but might not be nurtured by the industry standards.  

● The last heuristic in this category was ‘having autocratic decision-makers.’ 

Although it could be considered controversial, strict leadership was preferred by the 

participants as it symbolizes a visionary leader with a sharp attitude who can decide 

rapidly without consulting anyone.  

 

It is important to note that participating entrepreneurs gave more value to person-

related heuristics than to idea-related ones, as they considered that a team contributes 

to the success of any opportunity more than an abstract idea. In this context, we 

considered the preference for person-related heuristics over idea-related ones as a meta-

heuristic. 
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2.3 Paper III: Heuristics in the Middle East and Germany - a Comparison 

The third paper was built on the preceding study to validate the findings and test 

the application of the identified heuristics on a large scale of entrepreneurs in two 

different markets, the ME and Germany. In the previous paper, we conducted qualitative 

research through interviews with expert entrepreneurs in the ME, which, in turn, 

identified the six most-used heuristics divided into two categories—the idea-related 

heuristics and the person-related ones. 

All the identified heuristics together with the meta-heuristic—of entrepreneurs 

considering the person-related heuristics of higher importance than the idea-related 

ones—were assessed through the method of formulating and testing related hypotheses. 

After introducing the theoretical concepts, the paper gave a brief overview of the 

heuristics identified in the qualitative study. The heuristics were: 

● Imitate the successful 

● Low-Risk/Low-Cost realization 

● Attractiveness to international acquisition 

● Having well-connected and reputable collaborators 

● Having matured and experienced collaborators 

● Having autocratic decision-makers 

 

A vignette scenario-based questionnaire was used, one that is known in cognitive 

science to discover the perceptions of participants without asking direct questions that 

may trigger biased replies. Specifically, we used the between-subjects design with one 

scenario per participant, to evaluate their decision-making shortcuts and provide a better 

understanding of the overall perception of the variables among all participants. Later, 

we selected the factors and their corresponding levels to be used in creating the 

vignettes. The combination of the factors’ levels later produced the complete pool of 

available vignettes. As shown in Table 2, we considered each heuristic identified as one 

level, and we defined a new attribute as another level. One factor for every two levels 

was also assigned. Although one might argue that it would have been more accurate to 

include more than two levels per factor, e.g. ‘Risk-Cost’ might be combined into high-

high or high-low or low-high; ‘Exit Strategy’ could also contain other options like initial 
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public offering (IPO), liquidation, or merger. However, for the sake of convenience, we 

intentionally considered only two levels to make the vignettes more manageable. 

Gender was also considered as a factor with only two levels (male and female) to 

observe what influence this variable would have on the participants’ decisions.  

Based on the identified heuristics, we formulated six factors that represented 

categories under which one might consider these heuristics. For example, for the 

heuristic ‘imitate-the-successful,’ we considered the factor (category) to be the ‘idea 

origin’ – and an alternative level of the factor was the ‘idea is new’. Also, the heuristic 

‘having autocratic decision-makers’ we considered as a level of the factor ‘leadership 

style’. In this way, the idea-related factors were the ‘idea origin’, ‘risk-cost’, and ‘exit 

strategy,’; while the person-related factors were ‘connections’, ‘experience,’ and 

‘leadership style.’ 

 
Table 2. Summary of the Vignette Factors and their Levels. 

Factor Factor levels 

Experience Senior*, Junior 

Connections Known*, Unknown 

Leadership Style Autocratic*, Participatory 

Idea Origin Successful Elsewhere*, New 

Risk/Cost Low*, High 

Exit Strategy Acquisition*, Growth 

Gender Male, Female 

* Levels making an opportunity attractive according to heuristics identified 

The seven factors shown in Table 2 produced a factorial combination of 27 = 128 

scenarios. From these scenarios, one was randomly shown to each participant who was 

asked to evaluate the opportunity on a scale from 1 = ‘extremely unlikely’ to 5 = 

‘extremely likely.’ 

 

 



 

 
 

24 

An illustration of one vignette is shown in Figure 1.  

John Snow is an experienced professional. He is new to the business community. He does not consult 

with anyone when making decisions. He came up with an original idea for a new app. This app requires a small 

amount of time and few resources to be developed. Mr. Snow hopes that the idea can be acquired by a global 

company soon. 

 

How likely do you see an opportunity in this scenario? 

 

Extremely unlikely 🔘 

Somewhat unlikely 🔘 

Neither 🔘 

Somewhat likely 🔘 

Extremely likely 🔘 
 

Figure 1. An Illustration of One of the 128 Vignettes. 

 

Derived from the formulated factors and levels, the current study tested the 

below six hypotheses:  

 

1. Factors' significance: The six factors have a significant effect on the OE scores.  

2. Heuristics' significance: The factor levels identified as heuristics in our previous 

qualitative study have a significant effect on the OE scores. 

3. Factor combinations: There exists at least one factor combination that has a 

significant effect on the OE scores. 

4. Personal meta-heuristic: The person-related heuristics have a more significant effect 

than the idea-related heuristics in evaluating an opportunity. 

5. Gender: The gender of the person involved impacts the evaluation of an opportunity. 

6. Culture and location: Culture and geographical location have an impact on 

evaluating an opportunity.  

The last hypothesis was not included as a vignette variable, but as a variable for the 

participants' location. 
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The study participants were 500 entrepreneurs from the ME and 528 

entrepreneurs from Germany. We included all countries of the ME, including the Arab 

countries, Iran and Turkey. However, most participants were from the Arab countries 

and centralized, mostly, as expected, in Egypt, Lebanon, and the United Arab Emirates 

(UAE).Per 

To analyze the data, the factorial analysis of variance (ANOVA) method was 

applied, which compares the means of the different groups and judges the significance 

of their difference. To do so, SPSS version 28 was used, and the results were checked 

firstly for the whole dataset, then for the dataset of the ME, and then for the German 

dataset. The analysis process was the same for all datasets. Levene’s test was applied to 

check the homogeneity assumption. The p-value and the partial Eta squared were 

subsequently checked to determine the significance level of each variable and by how 

much each significant variable explained the variance in the OE. 

 

The results showed that some hypotheses were validated and aligned with our 

expectations, while others showed no significant impact. 

1. Factors' significance: As shown in Table 3 below, results indicated that factors 

‘connections’ and ‘leadership style’ were identified as significant factors in the 

combined data, the German and the ME dataset; while the factor ‘experience’ was 

found to be significant in the ME dataset only. 
Table 3. Factor Results 

Significant Factor Dataset 

Connections Combined, German, Middle East 

Leadership Combined, German, Middle East 

Experience Middle East 

 

2. Heuristics' significance: The combined data showed that a ‘well-connected and 

reputable’ person is highly regarded as a success factor for an opportunity. 

Moreover, all three datasets have validated the trait of a ‘participatory’ leadership 

style as significant in evaluating opportunities. This was not appreciated during our 

interviews with experts in the ME; instead, they preferred the ‘autocratic’ 
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way.  Furthermore, the ME dataset revealed that having a ‘senior and mature’ person 

in charge provides an opportunity with an additional perceived probability of 

success. This was not observed in the combined or German datasets but was also 

one of the person-related heuristics clearly stated in the qualitative research. The 

summarized results can be observed in Table 4. 

Table 4. Heuristics Results 

Significant Heuristic Dataset 

Well-connected and Reputable (Connections) Combined 

Participatory (Leadership Style) Combined, German, Middle East 

Experienced and Mature (Experience Level) Middle East 

3. Factor combinations: No significant combinations between factors were found 

prominent in all three datasets. However, combinations were region-dependent and 

can be observed in Table 5.  

 
Table 5. Significant Interaction Effect Combinations per Dataset 

Significant Combination Dataset 

Leadership Style – Idea Origin Combined, Germany 

Experience – Risk/Cost – Gender Combined 

Idea Origin – Risk/Cost – Gender Combined 

Experience – Risk/Cost – Connections Middle East 

Connections – Idea Origin – Gender Middle East 

Idea Origin – Risk/Cost – Gender Middle East 

Experience – Gender  Germany 

Connections – Leadership Style – Exit Strategy Germany 

 

4. Personal meta-heuristic: Following our expectation, the person-related heuristics 

were seen as having a higher impact on the OE score in comparison with the idea-

related one in all three datasets; hence, the meta-heuristic was validated. 

5. Gender: We noticed that gender influences the way entrepreneurs evaluate an 

opportunity. In all datasets, males seemed more trusted by entrepreneurs, especially 

when the risk/cost was high. Remarkably, the German dataset showed that junior 

males were trusted more and given a higher expected opportunity rate than senior 
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females. This clearly revealed a gender bias that should be addressed in future 

research. 

6. Culture and location: In comparing both regions, the regional differences showed a 

minor influence on the way entrepreneurs evaluate opportunities. Both regions 

considered the person-related heuristics of higher importance than the idea-related 

ones. While in Germany entrepreneurs valued a large network of connections and 

participatory leadership, the entrepreneurs of the ME added the element of 

experience and maturity to this combination of success. 
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3. Contribution 

The present dissertation researches the core concept of heuristics in decision-

making and reveals its origins, by explicitly differentiating between deliberate and 

automatic heuristics. It specifically focuses on an important yet under-researched case 

of an application of heuristics in a specific area of science located at the intersection 

between behavioural economics and entrepreneurship: the application of heuristics by 

entrepreneurs in OE.  

 

3.1 Theoretical Contribution 

Heuristics in decision-making is an attractive concept in the cognitive sciences 

community. However, few can claim that they can understand and derive scientific facts 

from empirical experiments on this topic. Many scholars consider heuristics as error-

prone shortcuts that are not reliable and carry biases in their DNA; while others argue 

that heuristics are an efficient approach when conditions are appropriate. To understand 

why this debate is still very active, an extensive search for the root cause of this dispute 

and the research gaps behind it was conducted. And through it, we started tracking the 

whole concept of cognitive shortcuts through the different eras of scientific 

development just to find that this topic or the patterns of behaviour in general, have 

always attracted scientific attention from different fields over an extended period of 

time although sometimes with little explicit reference to heuristics. 

This dissertation emphasizes the importance of applying heuristics in the OE 

phase, and in turn, sheds light on this under-researched phase in the process of 

opportunity handling that plays a key role in bridging the identification with the 

exploitation phases. Nonetheless, the research combination of OE with technology 

entrepreneurs in the ME on the topic of heuristics might as well be considered original 

in the literature. 

Moreover, a valuable contribution was made through the conceptualization and 

the new insights we proposed by providing two-dimensional distinctions for heuristics: 

automatic vs. deliberate; and pre- vs. post-SEU. While several studies exist under the 

umbrella of the dual-process theory and System 1 vs. System 2 in comparison to the 
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traditional models of rationality, no comprehensive reviews were conducted having the 

SEU as its core threshold. 

Additionally, we opened new discussions by suggesting that heuristics can 

operate on a spectrum between two types, deliberate and automatic. We suggested that 

some deliberate heuristics can become intuitive and more automatic with experience 

and practice, and on the other hand, some typically automatic, subconscious heuristics 

can well be applied consciously in certain environments. 

Finally, this dissertation was conducted in a market that is not usually very 

appealing for research studies on heuristics and decision-making. Similarly, comparing 

the ME and Germany is also uncommon in the literature.  

 

3.2 Methodological Contribution 

The originality of this dissertation appears also in the methods applied. On a 

macro level, this dissertation offers an innovative empirical approach by combining 

qualitative and quantitative methods to identify the heuristics used, then testing the 

hypotheses on a larger scale while comparing two distinct groups of participants.  

In the first paper, the standard approach would have been a literature review on 

the topic of heuristics. Some prefer to carry out a systematic review (with or without a 

meta-analysis) by searching for keywords and analyzing the defining arguments of the 

selected topic, while others opt for the narrative method, which explains the main ideas 

through a storytelling-like style. Since the mission of my research was to extend the 

existing knowledge of heuristics and not simply rewrite it, we conducted a 

chronological historical review of the topic of heuristics to provide a comprehensive 

study that was missing from the literature. 

Moreover, this dissertation contributes to the body of literature by following an 

inductive approach with the Eisenhardt method in the qualitative paper against the 

deductive approach that is usually more common in similar studies. Through this, we 

kept the doors open for discovering new heuristics, instead of starting with a predefined 

set of heuristics to select from. However, the deductive approach was then followed in 

the quantitative study to test the hypotheses.  



 

 
 

30 

Originality within the quantitative analysis was evidenced by the choice of the 

between-subjects vignettes method, as it had never been used in any research project in 

the area of heuristics before. That said, using a single-scenario-per-participant format 

was a challenge due to the need for more participants to produce a decent dataset. 

Therefore, more than twenty thousand invitations were sent out to end with one 

thousand interested participants.  

 

3.3 Empirical Contribution 

This research is one of the first studies to identify new and simple heuristics which are 

applied specifically in OE. Consequently, new insights were discovered that can enrich 

the literature, especially when exploring heuristics that are solely idea-related, and 

others that are person-related. 

 At the same time, it raises the question of the importance of the idea as an 

abstract concept in defining the future of entrepreneurship, which may be debatable and 

would, therefore, benefit from further empirical studies. Additionally, the meta-

heuristic of person-related heuristics in both markets can also be worth-noticing as the 

dominant aspect in evaluating opportunities; explicitly stating that collaborators might 

define more value than the idea in assessing an opportunity. 

Moreover, the findings suggested that a gender bias still exists in the area of 

entrepreneurship in Germany (with unclear effects in the ME). Contrary to what some 

might expect in terms of gender equality, the research showed that the German 

entrepreneurship ecosystem is skewed in favour of males. 
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4 Limitations and Open Questions 

Despite the efforts of covering all the research questions, my dissertation 

suffered from a few inherent limitations. As in many empirical studies, the studied 

subjects were based in two particular regions, which leads to area-specific results that 

might not be valid in other regions. Accordingly, one might suspect that applying the 

same experiments in a different market may yield a different set of heuristics that are 

shaped by the cultural and economic factors of the studied market. 

In addition, the main persona I tried to examine is the technology entrepreneur 

who also may be observed as a subcategory and hence can carry a few differences that 

might not apply to other types of entrepreneurs like small businesses, large businesses 

or social entrepreneurs. Moreover, this research lacks the study of the consequences of 

applying these heuristics in the long run and the success rate of the opportunities 

evaluated. Similarly, as this dissertation explains a set of simple heuristics in evaluating 

opportunities, it does not provide a set of heuristics to avoid in these particular markets. 

Likewise, my study does not cover the biases that the identified heuristics might lead to 

and under which conditions. Thus, more empirical studies in this area of research are 

highly encouraged.  

From the twentieth century, scientists began to reveal the secrets of brain 

functions and how they can benefit from the brain’s tendency of procrastinating as a 

lazy organ. From creativity, purposeful delays, and releasing stress, to prioritization and 

fast problem-solving that can be linked with Parkinson’s law which indicates that work 

grows to fill its assigned time, few doors were starting to open. While the prefrontal 

cortex pushes for long-term goals and self-control, the brain prefers to follow the limbic 

system that pushes for short-term pleasure and reward. Few scientists tried to see the 

tendency of doing less work as a ‘weakness’ or inbuilt fault but on the other side as an 

‘opportunity’ for making faster decisions while keeping a certain quality of the 

outcome. With the examination of the shortcut approach, future scientists can appreciate 

the true nature of heuristics and why they evolved, and how such a brain feature 

survived if it were not from the ‘fittest.’ As Bill Gates once said: ‘I will always choose 

a lazy person to do a difficult job because he will find an easy way to do it.’ Therefore, 
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instead of refusing the idea of using heuristics, I believe it is time to embrace this 

‘limitation’ and change the perspective on how to advance the research in this area. This 

dissertation aims to contribute to the science of behavioural economics and 

entrepreneurship, by inspiring future researchers not to accept the status quo as the 

undeniable truth, but rather to see it as a barrier preventing humanity from taking a step 

forward in the direction of improvement.  
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Paper I 

A Brief History of Heuristics: How did Research on Heuristics Evolve? 

 

Abstract 

Heuristics are cognitive shortcuts or rules of thumb that can be used to speed up the 

process of decision-making. They have been examined across a wide range of fields, 

including economics, psychology, and computer science. However, scholars still 

struggle to find substantial common ground. This study provides a historical overview 

of heuristics as a research topic before and after the emergence of the Thank Please 

subjective expected utility (SEU) theory, emphasizing the evolutionary perspective that 

considers heuristics as resulting from the development of the brain. We find it useful to 

distinguish between deliberate and automatic uses of heuristics, but point out that 

heuristics can be used both consciously and subconsciously. While we can trace the idea 

of heuristics through many centuries and fields of application, we focus on the evolution 

of the modern notion of heuristics through three waves of research, starting with Herbert 

Simon in the 1950s, who introduced the inspiring theory of bounded rationality and 

suggested the use of heuristics in artificial intelligence, thereby paving the way for all 

later research on heuristics. A breakthrough came with Daniel Kahneman and Amos 

Tversky in the 1970s, who analyzed the biases that arise from the use of heuristics. The 

resulting research program became the subject of criticism by Gerd Gigerenzer in the 

1990s, who argues that an “adaptive toolbox” consisting of “fast-and-frugal” heuristics 

will yield “ecologically rational” decisions. 

 



 

 
 

38 

Keywords 

Heuristics, Decision-making, Evolutionary Psychology, Bounded Rationality, Gerd 

Gigerenzer, Fast-and-Frugal, Herbert Simon, Daniel Kahneman, Amos Tversky 

 

1. Introduction 

Over the past 50 years, the notion of "heuristics" has considerably gained attention 

in fields as diverse as psychology, cognitive science, decision theory, computer science, 

and management scholarship. While for 1970, the Scopus database finds a meager 20 

published articles with the word "heuristic" in their title, the number has increased to 

no less than 3783 in 2021  (Scopus, 2022). 

We take this to be evidence that many researchers in the aforementioned fields find 

the literature that refers to heuristics stimulating and that it gives rise to questions that 

deserve further inquiry. While there are some review articles on the topic of heuristics 

(Gigerenzer & Gaissmaier, 2011; M. Groner et al., 1983; Hertwig & Pachur, 2015)  a 

somewhat comprehensive and non-partisan historical review seems to be missing. 

While interest in heuristics is growing, the very notion of heuristic remains elusive 

to the point that, e.g., Shah and Oppenheimer (2008) begin their paper with the 

statement: ‘The word “heuristic” has lost its meaning.’ In fact, even if one leaves aside 

characterizations such as “rule of thumb” or “mental shortcut” and considers what 

Kahneman  (2011) calls “the technical definition of heuristic,” namely "a simple 

procedure that helps find adequate, though often imperfect, answers to difficult 

questions," one is immediately left wondering how simple it has to be, what an 

adequate, but imperfect answer is, and how difficult the questions need to be, in order 
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to classify a procedure as a heuristic. Shah and Oppenheimer conclude that "the term 

heuristic is vague enough to describe anything." 

There is, however, a procedure of decision-making that is clearly not a heuristic: 

application of the full-blown theory of subjective expected utility (SEU) in the tradition 

of Ramsey (1926), von-Neumann-Morgenstern (1944), and Savage  (1954). This theory 

(that is somewhat inappropriately often called Bayesianism) is arguably spelling out 

what an ideally rational decision would be, but was already seen by Savage (p. 16) to 

be applicable only in what he called a “small world”. In fact, quite a few approaches 

that have been called heuristic have been explicitly motivated by SEU imposing 

demands on the decision-maker which are utterly impractical (cf., e.g., Klein, 2001, for 

a discussion). The most liberal definition of heuristic, therefore, seems to be as a 

procedure or rule of decision-making that differs from the ‘gold standard’ of SEU by 

being practically applicable in at least a number of interesting cases. We will also leave 

aside the rules of deductive logic, such as Aristotelian syllogisms, modus ponens, 

modus tollens, etc. While these can also be seen as rules of decision-making, and the 

validity of some of them is not quite uncontroversial (see, e.g.,  Priest, 2008, for an 

introduction to non-classical logic), they are widely regarded as “infallible”. By stark 

contrast, it seems characteristic for heuristics that their application may fail to yield a 

“best” or “correct” result, and some may sometimes yield no result at all.   

By taking heuristics to be fallible rules of decision–making, we will also neglect the 

literature that focuses on the adjective “heuristic” instead of on the noun. When, e.g., 

Suppes (1983) characterizes axiomatic analyses as “heuristic”, he is not suggesting any 

rule, but he is saying that heuristic axioms “seem intuitively to organize and facilitate 
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our thinking about the subject” (p. 82), and proceeds to give examples of both heuristic 

and of nonheuristic axioms. It may of course be said that many fundamental equations 

in science, such as Newton’s force=mass*acceleration, have some heuristic value in the 

sense indicated by Suppes, but the research we will review is not about the property of 

being heuristic. 

Given that heuristics can be assessed against the benchmark of SEU, one may 

distinguish broadly between heuristics suggested pre-SEU, i.e., before the middle of the 

20th century, and the later research on heuristics that had to face the challenge of an 

existing theory of allegedly rational decision-making. We will review the former in 

Section 3 below, and devote Sections 5 to 7 to the latter.  

To cover the paradigmatic cases of what has been termed “heuristics” in the 

literature, we have to take “decision-making” in a broad sense that includes judgment, 

but also automatic, instinctive behavior. We, therefore, feel that an account of research 

on heuristics should also review the main views on how observable behavior patterns 

in humans - or maybe animals in general – can be explained. This we do in Section 4. 

That problem-solving according to SEU will, in general, be impractical, was clearly 

recognized by Herbert Simon, whose notion of bounded rationality we look at in Section 

5. We also consider heuristics in Computer Science, where the motivation to use 

heuristics is closely related to Simon’s reasoning. In Section 6, we turn to the heuristics 

identified and analyzed by Kahneman and Tversky; while their assessment was 

primarily that the use of those heuristics often does not conform to rational decision-

making, the approach by Gigerenzer and his collaborators, reviewed in Section 7 below, 

takes a much more affirmative view on the use of heuristics. Section 8 explains the 
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limitations and critiques of the corresponding ideas. The final section 9 contains the 

conclusion, discussion, and avenues for future research.  

 

2. The Evolutionary Perspective 

While we focus on the history of research on heuristics, it is clear that animal 

behavior patterns evolved and were shaped by evolutionary forces long before the 

human species emerged. Thus “heuristics” in the mere sense of behavior patterns have 

been used long before humans engaged in any kind of conscious reflection on decision-

making, let alone systematic research. However, evolution endowed humans with 

brains that allow them to make decisions in ways that are quite different from animal 

behavior patterns. According to Gibbons  (Gibbons, 2007) , the evolution of the human 

brain started thousands of years ago when the ancient human discovered fire and started 

cooking food, which reduced the amount of energy the body needed for digestion. This 

paved the way for a smaller intestinal tract and implied that the excess calories led to 

the development of larger tissues and eventually a larger brain. Through this organ, 

intelligence increased exponentially, resulting in advanced communication that allowed 

homo sapiens to collaborate and form relationships that other primates at the time could 

not match. According to Dunbar (1998), it was in the time between 400,000 and 100,000 

years ago that abilities to hunt more effectively took humans from the middle of the 

food chain right to the top.  

It does not seem to be known when and how exactly the human brain developed the 

ability to consciously reflect on decisions made, but it is now widely recognized that in 

addition to the fast, automatic, and typically nonconscious type of decision-making that 
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is similar to animal behavior, humans also employ another, rather a different type of 

decision-making that can be characterized as slow, conscious, controlled, and reflective. 

The former type is known as “System 1” or “the old mind”, and the latter as “System 

2” or “the new mind” (Evans, 2010; Kahneman, 2011),   and both systems have clearly 

evolved side by side throughout the evolution of the human brain.  

While a detailed discussion of these “dual-process theories” of the mind is beyond 

the scope of this paper, we find it helpful to point out that one may distinguish between 

“System 1 heuristics” and “System 2 heuristics” (Kahneman 2011, p. 98).  While some 

“rules of decision-making” may be hard-wired into the human species by its genes and 

physiology, others are complicated enough that their application will typically require 

reflection and conscious mental effort. Upon reflection, however, the two systems are 

not as separate as they may seem. For example, participants in the Mental Calculation 

World Cup perform mathematical tasks instantly, whereas ordinary people would need 

a pen and paper or a calculator. Today, many people cannot multiply large numbers or 

calculate a square root using only a pen and paper but can easily do this using the 

calculator app on their smartphone. Thus, what can be done by spontaneous effortless 

calculation by some, may for others require the application of a more or less 

complicated theory. In fact, one may be tempted to argue that a theory is just a 

complicated heuristic and a heuristic just a simplistic theory. However, to examine the 

history of heuristics, we will ignore what are commonly called theories and focus on 

“shortcuts” for which more elaborate, resource-demanding, alternative approaches are 

likely to exist. 
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Nevertheless, one can loosely characterize the heuristics that have been explained 

and recommended for more or less well-specified purposes over the course of history 

as System 2 or deliberate heuristics.  

 

3. Deliberate Heuristics 

Throughout history, scholars have investigated methods to solve complex tasks. In 

this section, we review those attempts to formulate "operant and voluntary" heuristics 

to solve demanding problems that have been suggested before the emergence of the 

subjective expected utility theory and the associated modern definition of rationality. 

The reader will notice that some problems can be considered philosophical and maybe 

too general to be solved. However, through the development of such attempts, later 

scholars were inspired to develop a more concrete understanding of the notion of 

heuristics.  

 

3.1 The Greek Origin 

The term heuristic originates from the Greek verb heurísko, which means to discover 

or find out. The Greek word heúrēka, allegedly exclaimed by Archimedes when 

discovering how to measure the volume of a random object through water, derives from 

the same verb and can be translated as I found it!  (Pinheiro & McNeill, 2014). 

Heuristics can thus be said to be etymologically related to the discipline of discovery, 

the branch of knowledge based on investigative procedures, and are naturally associated 

with trial techniques, including what-if scenarios and simple trial and error.  



 

 
 

44 

While the term heurísko does not seem to be used in this context by Aristotle, his 

notion of induction (epagôgê) can be seen as a method to find, but not prove, true 

general statements and thus as a heuristic. At any rate, Aristotle considered inductive 

reasoning as leading to insights and as distinct from the logically valid syllogisms 

(Smith, 2020). 

 

3.2 Pappus (4th century) 

According to Kleining (1995), the first known approaches in heuristics can be traced 

back to the 4th century when the Greek mathematician and astronomer Pappus of 

Alexandria implemented backward processing as a heuristic method in problem-

solving. 

 

3.3 Al-Khawarizmi (9th Century) 

In the 9th century, the Persian thinker Mohamad Al-Khawarizmi, who resided in 

Baghdad’s center of knowledge or the House of Wisdom, used stepwise methods for 

problem-solving. Thus, after his name and findings, the algorithm concept was derived 

(Boyer, 1991). Although a heuristic orientation has sometimes been contrasted with an 

algorithmic one (Groner & Groner, 1991), it is worth noting that an algorithm may well 

serve as a heuristic—certainly in the sense of a shortcut, and also in the sense of fallible 

method. After all, an algorithm may fail to produce a satisfactory result.  

 

3.4 Zairja (11th Century) 



 

 
 

45 

Heuristic methods were created by the polymaths of the middle ages in their attempts 

to find simplified solutions for the complex problems they faced. Perhaps the first 

tangible example of using a heuristic approach in problem-solving was an ancient tool 

called a zairja, which Arab astrologers used before the 11th century. It was designed to 

reconfigure notions into ideas through randomization and resonance (Link, 2010). The 

word zairja may have originated from the Persian combination zaicha-daira, which 

means horoscope-circle. According to Ibn Khaldoun, “zairja is the technique of finding 

out answers from questions by means of connections existing between the letters of the 

expressions used in the question; they imagine that these connections can form the basis 

for knowing the future happenings they want to know” (Khaldun, 1967).  

 

3.5 Raimundus Lullus (1270) 

The Majorcan philosopher Raimundus Lullus (or Ramon Llull), who was exposed to 

the Arabic culture, later used the zairja as a starting point for his innovation of the Ars 

Magna in 1270 (Link, 2010). Lullus universalized the astrological and combinatorial 

components of the zairja into a religious system that took the fundamental ideas of the 

three Abrahamic faiths of Islam, Christianity, and Judaism and analyzed them through 

reasoning and numbers. Lullus tried to broaden his theory across all fields of knowledge 

and combine all sciences into a single science that would address all human problems. 

His thoughts impacted great thinkers, such as Leibniz, and even the modern theory of 

computation (Fidora & Sierra, 2011). Lullus's approach may be considered a clear 

example of heuristical methods in problem-solving applied to complicated and even 

philosophical problems (Hertwig & Pachur, 2015). 



 

 
 

46 

3.6 Joachim Jungius (1622) 

Arguably, the German mathematician and philosopher Joachim Jungius was the first 

to use the terminology heuretica in a call to establish a research society in 1622. Jungius 

distinguished between three degrees or levels of learning and cognition: empirical, 

epistemic, and heuristic. Those who have reached the empirical level believe that what 

they have learned is true because it corresponds to experience. Those who have reached 

the epistemic level know how to derive their knowledge from principles with rigorous 

evidence. But those who have reached the highest level, the heuristic level, have a 

method of solving unsolved problems, finding new theorems, and introducing new 

methods into science (Ritter et al., 2017). 

 

3.7 René Descartes (1637) 

In 1637, the French philosopher René Descartes published his Discourse on Method 

(one of the first major works not written in Latin). Descartes argued that humans could 

utilize mathematical reasoning as a vehicle for progress in knowledge. He proposed 

four simple steps to follow in problem-solving. First, to accept only undoubted truths. 

Next, divide the problem into smaller subproblems. After that, solve the subproblems 

from the least to the most complex. And finally, to review and ensure the whole problem 

is solved (Descartes, 1998). In reference to his other methods, Descartes (1908) started 

working on the proper heuristic rules to transform every problem, when possible, into 

algebraic equations. Under the name "Rules for the Direction of the Mind" or Regulae 

ad directionem ingenii, Descartes suggested 21 heuristic rules (originally 36 rules) for 

problem-solving: like simplifying the problem, rewriting the problem in geometrical 
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shape, and identifying the knowns and the unknowns. Although Leibniz criticized the 

rules of Descartes for being too general  (Leibniz, 1880), this treatise outlined the basis 

for later work on complex problems in several disciplines. 

 

3.8 Gottfried Wilhelm Leibniz (1666) 

Influenced by the ideas of Lullus, Jungius, and Descartes, the Prussian-German 

polymath Gottfried Wilhelm Leibniz suggested an original approach to problem-

solving in his Dissertatio de Arte Combinatoria, published in Leipzig in 1666. He 

wanted to create a new universal language into which all problems’ inputs could be 

translated and a standard solving procedure that could be applied regardless of the type 

of the problem. Leibniz also defined an ars inveniendi as a method for finding new 

truths, distinguishing it from an ars iudicandi, a method to evaluate the validity of 

alleged truths. Later, in 1673, he invented the calculating machine that could execute 

all four arithmetic operations and thus find new arithmetic truths (Pombo, 2002). 

 

3.9 Bernard Bolzano (1837)  

In 1837, the Czech mathematician Bernard Bolzano published his 

Wissenschaftslehre (Theory of Science), which he spent around ten years working on, 

after being dismissed as a professor of religion at the Charles University in Prague. In 

the fourth part of his theory, he explained 13 general and 33 special rules for heuristics, 

where he introduced an original approach for an epistemic agent (i.e., drawing true 

conclusions by using arguments that are not yet proven true, in contrast to deducing true 

arguments from known truths). Bolzano’s rules provide a comprehensive representation 
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of heuristic methods in 19th-century literature (Hertwig & Pachur, 2015; Siitonen, 

2014). 

 

3.10 Frank Ramsey (1926) 

In Ramsey’s pathbreaking paper on “Truth and Probability” which laid the 

foundation of subjective probability theory, a final section that has received little 

attention in the literature is devoted to inductive logic. While he does not use the word 

“heuristic”, he characterizes induction as a “habit of the mind,” explaining that he uses 

“habit in the most general possible sense to mean simply rule or law of behavior, 

including instinct,” but also including “acquired rules.” Ramsey gives the following 

pragmatic justification for being convinced by induction: “our conviction is reasonable 

because the world is so constituted that inductive arguments lead on the whole to true 

opinions,” and states more generally that “we judge mental habits by whether they work, 

i.e., whether the opinions they lead to are for the most part true, or more often true than 

those which alternative habits would lead to” (Ramsey, 1926).  

 

3.11 Karl Duncker (1935) 

In the mid-30s, psychologist Karl Duncker conducted the candle problem, in which 

he asked the participants to fix a candle to the wall and light it without allowing the wax 

to drip. The available tools were a candle, matches, and a box filled with thumbtacks. 

The solution was to empty the box of thumbtacks, fix the empty box to the wall using 

the thumbtacks, put the candle in the box, and finally light the candle. Participants who 

were given the empty box as a separate item could solve this problem, while those given 
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the box filled with thumbtacks struggled to find a solution. Through this experiment, 

Duncker illustrated the concept of functional fixedness, which denotes an inability to 

think outside the box and difficulty using a device in a way that is different from its 

usual use (Glaveanu, 2019). In addition, Duncker advocated the concept of heuristic 

reasoning, arguing that problem-solving skills are based on heuristics as a 

complementary combination of both the internal mind and the external problem 

structure  (R. Groner et al., 1983). 

 

3.12 George Pólya (1945) 

 The Hungarian mathematician George Pólya can be aptly called the father of 

problem-solving in mathematics and education. In his series of books, How to Solve it, 

Pólya introduced original problem-solving strategies using heuristics. According to his 

four principles of mathematical problem-solving, it is first necessary to understand the 

problem, then plan the execution, carry out the plan, and finally, reflect and search for 

improvement opportunities. Procedures inspired by Pólya later also informed the field 

of artificial intelligence (AI) (Hertwig & Pachur, 2015). 

 

3.13 Johannes Müller (1968) 

In 1968, the German scientist Johannes Müller introduced the concept of systematic 

heuristics while working on his postdoctoral thesis at the Chemnitz University of 

Technology. Systematic heuristics is a framework for improving the efficiency of 

intellectual work using problem-solving processes in the fields of science and 

technology. 
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The main idea of systematic heuristics is to solve repeated problems with previously 

validated solutions. These methods are called programs and are gathered in a library 

that can be accessed by the main program, which receives the requirements, prepares 

the execution plan, determines the required procedures, executes the plan, and finally 

evaluates the results. However, the team was dismissed for ideological reasons. The 

program was later terminated after a few years, though the findings of Johannes Müller 

went on to be successfully applied in many projects across different industries (Banse 

& Friedrich, 2000). 

 

3.14 Gerhard Kleining (1982) 

The German sociologist Gerhard Kleining suggested a qualitative heuristic as the 

appropriate research method for qualitative social science. It is based on four principles: 

1) open-mindedness of the scientist who should be ready to revise his preconceptions 

about the topic of the study, 2) openness of the topic of study, which is initially defined 

only provisionally and allowed to be modified in the course of the research, 3) maximal 

variation of the research perspective, and 4) identification of similarities within the data 

(Kleining, 1982, 1995). 

 

4. Automatic Heuristics 

Unlike the deliberate, and in some cases quite elaborate, heuristics reviewed above, 

at least some System 1 heuristics are often applied automatically, without any kind of 

deliberation or conscious reflection on the task that needs to be performed or question 

that needs to be answered. One may view them as mere patterns of behavior, and as 
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such their scientific examination has been a long cumulative process through different 

disciplines, even though explicit reference to heuristics was not often made.  

Traditionally, examining the behavior patterns of any living creature has been 

performed by biologists. Any study concerning thoughts, feelings, or cognitive abilities 

was aligned with the rules drawn by natural sciences experts in general and biologists 

in particular. Conforming with this perspective was the norm for quite some time. 

However, the birth of psychology as a separate discipline paved the way for an 

alternative outlook. Evolutionary psychology views human behavior as being shaped 

through time and experience to promote survival throughout the long history of human 

struggle with nature. With many factors to consider, scholars have been interested in 

the evolution of the human brain, patterns of behavior, and problem-solving  (Buss & 

Kenrick, 1998). 

 

4.1 Charles Darwin (1873) 

Charles Darwin himself maybe qualifies for the title of first evolutionary 

psychologist, as his perceptions laid the foundations for this field that would continue 

to grow over a century later (Ghiselin, 1973). 

In 1873, Darwin claimed that the brain’s articulations regarding expressions and 

emotions have probably developed similarly to its physical traits (Baumeister & Vohs, 

2007). He acknowledged that personal demonstrations or expressions have a high 

capacity for interaction with different peers from the same species. For example, an 

aggressive look flags an eagerness to battle yet leaves the recipient with the option of 

retreating without either party being harmed.  
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Darwin's ideas impacted the early advancement of brain science, psychology, and all 

related disciplines, including the topic of cognitive heuristics (Smulders, 2009). 

 

4.2 William James (1890) 

A few years later, in 1890, the father of American psychology, William James, 

introduced the notion of evolutionary psychology in his 1200-page text The Principles 

of Psychology, which later became a reference on the subject and helped establish 

psychology as a science. In its core content, James reasoned that many actions of the 

human being demonstrate the activity of instincts, which are the evolutionary embedded 

inclinations to react to specific incentives in adaptive manners. With this idea, James 

added an important building block to the foundation of heuristics as a scientific topic. 

A simple example of such hard-wired behavior patterns would be a sneeze, the 

preprogrammed reaction of convulsive nasal expulsion of air from the lungs through 

the nose and mouth to remove irritants (Baumeister & Vohs, 2007).  

 

4.3 Ivan Pavlov (1897) 

Triggered by scientific curiosity or the instinct for research, as he called it, the first 

Russian Nobel laureate, Ivan Pavlov, introduced classical conditioning, which occurs 

when a stimulus is used that has a predictive relationship with a reinforcer, resulting in 

a change in response to the stimulus (Schreurs, 1989). This learning process was 

demonstrated through experiments conducted with dogs. In the experiments, a bell (a 

neutral stimulus) was paired with food (a potent stimulus), resulting ultimately in the 
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dogs salivating only at the bell (a conditioned response). Pavlov’s experiments remain 

paradigmatic cases of the emergence of behavior patterns through association learning. 

 

4.4 William McDougall (1909) 

At the start of the 20th-century, the Anglo-American psychologist William 

McDougall was one of the first to write about the instinct theory of motivation. 

McDougall argued that instincts trigger many critical social practices. He viewed 

instincts as extremely sophisticated equations in which specific provocations such as 

social impediments can drive a person’s state of mind in a particular direction, for 

example, towards a state of hatred, envy, or anger, which in turn may increase the 

probability of specific practices such as hostility or violence (McDougall, 2015). 

However, in the early 1920s, McDougall's perspective about human behavior being 

driven by instincts faded remarkably, as scientists supporting the concept of 

behaviorism started to get more attention with original ideas (Buss & Kenrick, 1998). 

 

4.5 John B. Watson (1913) 

The pioneer of the psychological school of behaviorism, John B. Watson, who 

conducted the controversial "Little Albert" experiment by imposing a phobia on a child 

to evidence classical conditioning in humans (Harris, 1979), argued against the ideas of 

McDougall, even within public debates (Stephenson, 2003). Watson considered the 

brain an empty page (tabula rasa as described by Aristotle). All personality traits and 

behaviors directly result from the accumulated experience that starts from birth. Thus, 

the story of the human mind is a continuous writing process featured by surrounding 
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events and factors. This perception was supported by anthropological opinions in the 

following years of the twentieth century. Anthropologists revealed many different 

social standards in different societies, and numerous social researchers argued that the 

wide variety of cross-cultural differences should lead to the conclusion that there are no 

individuals born with built-in mental content and that all knowledge, therefore, comes 

from individual experience or perception (Farr, 1996). In stark contrast to McDougall, 

Watson suggests that human intuitions and behavior patterns are the product of a 

learning process that starts blank.  

 

4.6 B. F. Skinner (1938) 

Inspired by the work of Pavlov, the American psychologist B.F. Skinner took the 

classical conditioning approach to a more advanced level by modifying a key aspect of 

the process. According to Skinner, human behavior is dependent on the outcome of past 

activities. If the outcome is bad, the action will probably not be repeated; however, if 

the outcome is good, the likelihood of the activity being repeated is relatively high. 

Skinner called this process reinforcement learning (Schacter et al., 2011). Based on 

reinforcement learning, Skinner also introduced operant conditioning, a type of 

associative learning process through which the strength of a behavior is adjusted by 

reinforcement or punishment. This can be applied, for example, to a parent’s response 

to a child’s behavior, whereby the probability of the child repeating an action is highly 

dependent on the parent's reaction (Zilio, 2013). Effectively, Skinner argues that the 

intuitive System 1 may get edited and that a heuristical cue may become more or less 

“hard-wired” in the subject's brain as a stimulus leading to an automatic response. 
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5. Herbert Simon: Rationality is Bounded 

Herbert Simon is well known for his contributions in several fields, including 

economics, psychology, computer science, and mathematics. Simon proposed a 

remarkable theory that led him to be awarded the Nobel Prize for Economics in 1978. 

 

5.1 Bounded Rationality & Satisficing 

In the mid-1950s, Simon published A Behavioral Model of Rational Choice, which 

focused on bounded rationality: the idea that people must make decisions with limited 

time, mental resources, and information  (Simon, 1955). He clearly states the triangle 

of limitations in every decision-making process—the availability of information, time, 

and cognitive ability (Bazerman & Moore, 1994). The ideas of Simon are considered 

an inspiring foundation for many technologies in use today. 

Instead of conforming to the idea that economic behavior can be seen as rational and 

dependent on all accessible data (i.e., as optimization), Simon suggested that the 

dynamics of decision-making were essentially "satisficing," a notion synthesized from 

“satisfy” and “suffice” (Byron, 1998). During the 1940s, scholars noticed the frequent 

failure of two assumptions required for rational decision-making. The first is that data 

is never enough and may be far from perfect, and people dependably make decisions 

based on incomplete data. Second, people do not assess every feasible option before 

settling on a decision. This conduct is highly correlated with the cost of data collection 

since data turns out to be progressively harder and costlier to accumulate. Rather than 
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trying to find the ideal option, people choose the first acceptable or satisfactory option 

they find. Simon described this procedure as satisficing and concluded that the human 

brain in the decision-making process would, at best, exhibit restricted abilities (Barros, 

2010).  

Since people can neither obtain nor process all the data needed to make a completely 

rational decision, they use the limited data they possess to determine an outcome that is 

good enough—a procedure that was later refined into the take-the-best heuristic. 

Simon’s view that people are bounded by their cognitive limits is usually known as the 

theory of bounded rationality (Gigerenzer & Selten, 2002). 

As an implementation of his ideas, Simon, with the cooperation of Allen Newell of the 

RAND Corporation, attempted to create a computer simulator for human decision-

making. In 1956, they created a thinking machine called the "Logic Theorist". This early 

smart device was a computer program with the ability to prove theorems in symbolic 

logic. This was perhaps the first man-made program that simulated some human 

reasoning abilities to solve actual problems (Gugerty, 2006). After a few years, Simon, 

Newell, and J.C. Shaw proposed the General Problem Solver or GPS, the first AI-based 

program ever invented. This program aimed to create a single program that could solve 

all problems with the same unified algorithm. However, while the GPS was efficient 

with more structured problems like the Towers of Hanoi (a puzzle with 3 rods and 

different-sized disks to be moved), it could not solve real-life scenarios with all their 

complexities (A. Newell et al., 1959). By 1965, Simon was confident that "machines 

will be capable of doing any work a man can do"(Vardi, 2012).   Therefore, Simon 

dedicated most of the remainder of his career to the advancement of machine 
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intelligence. The results of his experiments showed that, like humans, certain computer 

programs make decisions using trial-and-error and shortcut methods (Frantz, 2003). 

Quite explicitly, Simon and Newell  (1958, p. 7) referred to heuristics being used by 

both humans and intelligent machines: “Digital computers can perform certain 

heuristic problem-solving tasks for which no algorithms are available… In doing so, 

they use processes that are closely parallel to human problem-solving processes.” 

The next section describes a few remarkable use-cases that were inspired by the novel 

vision of Simon. 

 

5.2 Heuristics in Computer Science 

Computer science as a discipline may have the biggest share of deliberately applied 

heuristics. A heuristics approach aims to obtain an acceptable solution (that is good 

enough) to a certain problem within a reasonable period and with the resources 

available. There is no assurance that the solution found will be an ideal answer for the 

given problem, but it is acceptable and adequate (Pearl, 1984). 

 

5.2.1 Computer Chess 

When playing a chess game, each player tries to predict the next moves in advance. 

The rules of chess make it a finite game, and Ernst Zermelo proved in 1913 that it is 

“determined”: If it were played between perfectly rational players, it would always end 

with the same outcome: either White always wins, or Black always wins, or it always 

ends with a draw (Zermelo, 1913). Up to the present day, it is not known which of the 

three is true, which points to the fact that a brute-force algorithm that would go through 
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all possible plays of chess is practically infeasible: It would have to explore too many 

potential moves, and its memory would quickly run out of space  (Schaeffer et al., 

2007). Inevitably, a chess-playing machine has to use algorithms which are “shortcuts” 

– which can be more or less intelligent. 

One famous example of an artificially intelligent system is the chess-playing machine 

developed by IBM under the name Deep Blue, which defeated grandmaster Garry 

Kasparov in May 1997. Although able to analyze millions of possibilities due to its 

computing powers, the machine applies a heuristic approach to eliminate unlikely 

moves and focus on those with a high probability of defeating its opponent (Newborn, 

1997). 

 

5.2.2 Machine Learning 

Intelligent systems are everywhere, predicting many actions that we used to have 

little knowledge about. One of the main features of machine learning is the ability of 

the model to predict a future outcome based on past data points. Machine learning 

algorithms build a knowledge base similar to human experience from previous 

experiences in the dataset provided. From this knowledge base, the model can derive 

educated guesses.  

A good demonstration of this is the card game Top Trumps in which the model can 

learn to play and keep improving to dominate the game. It does so by undertaking a 

learning path through a sequence of steps in which it picks two random cards from the 

deck and then analyzes and compares them with random criteria. According to the 

winning result, the model iteratively updates its knowledge base in the same manner as 
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a human, following the rule of thumb "practice makes perfect." Hence the model will 

play, collect statistics, update, and iterate while becoming more accurate with each 

increment (Volz et al., 2016). 

 

5.2.3 Natural Language Processing 

In the world of language understanding, current technologies are far from perfect. 

However, models are becoming more reliable by the minute. When analyzing and 

dissecting a search phrase entered into the Google search engine, a background model 

tries to make sense of the search criteria. Stemming words, context analysis, the 

affiliation of phrases, previous searches, and autocorrect/autocomplete can be applied 

in a heuristic algorithm to display the most relevant result in less than a second. 

Heuristic methods can be utilized when creating certain algorithms to understand what 

the user is trying to express when searching for a phrase. For example, using word 

affiliation, an algorithm tries to narrow down the meaning of words as much as possible 

towards the user's intention, particularly when a word has more than one meaning but 

changes with the context. Therefore, a search for apple pie allows the algorithm to 

deduce that the user is highly interested in recipes and not in the technology company  

(Sullivan, 2002). 

 

5.2.4 Search and Big Data 

Search is a good example of the value of time since one of the most important criteria 

is retrieving the results in an acceptable timeframe. In a full search algorithm, especially 

in large datasets, retrieving results can take a massive amount of time, making it 



 

 
 

60 

necessary to apply heuristic techniques. At first, the heuristic attempts each possibility 

at each step similarly to the full-space search approach. However, the search is stopped 

when the next solution is no better than the existing one. In such pursuits, a heuristic 

approach can be applied that looks directly for the best paths and omits the long ones 

similar to the alpha-beta pruning that evaluates the search nodes by the minimax 

algorithm (Russell et al., 2010). These approaches express the information of the goal 

location in the form of heuristic functions in the search tree. This was demonstrated by 

Poole and Mackworth (2010) in their book Artificial Intelligence: Foundations of 

Computational Agents, which describes three heuristics-based algorithms: depth-first 

search, greedy search, and A-start search.  

 

5.2.5 Shortest Path Algorithms 

The smart algorithms of the shortest path are utilized nowadays by GPS frameworks 

and self-driving vehicles, which use a heuristic method to choose the best route from 

any point to any destination (for example, A* Search Algorithm). Further developed 

algorithms can also consider additional elements, including traffic, speed limits, and 

quality of roads, yielding the shortest routes, one in terms of distance and the other, 

driving time.  

This was inspired by the classic optimization problem of the traveling salesman, 

which was first introduced in 1930. In this problem, there are several cities with 

distances between each two. The main goal is to find the shortest possible path passing 

through all cities and returning to the starting point. To solve this, Jon Bentley (1982) 

proposed the greedy algorithm that can yield an acceptable result (since it is an 
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approximation, it is not necessarily the optimal one) within a relatively short time. This 

approach picks the next good step without regard to possible later non-optimal steps. 

Hence, it is considered a good-enough solution with fast results. Bentley argues that 

there may be better solutions as it approximates the optimal solution. 

 

6. Daniel Kahneman and Amos Tversky: Heuristics and Biases 

Inspired by the concepts of Herbert Simon, psychologists Daniel Kahneman and 

Amos Tversky initiated the heuristics and biases research program in the early 1970s, 

which emphasized how individuals make judgments and the conditions under which 

those judgments may be inaccurate (Kahneman & Klein, 2009). 

In addition, Kahneman and Tversky emphasized information-processing to elaborate 

on how real people with limitations can decide, choose, or estimate (Kahneman, 2011).  

The remarkable article Judgment under Uncertainty: Heuristics and Biases, 

published in 1974, is considered the turning key that opened the door wide to research 

on this topic, although it was and still is considered controversial (Kahneman, 2011). In 

their research, Kahneman and Tversky identified three types of heuristics by which 

probabilities are often assessed: availability, representativeness, and anchoring and 

adjustment. In passing, Kahneman and Tversky mention that other heuristics are used 

to form non-probabilistic judgments; for example, the distance of an object may be 

assessed according to the clarity with which it is seen. Other researchers subsequently 

introduced different types of heuristics. However, availability, representativeness, and 

anchoring are still considered fundamental heuristics for judgments under uncertainty. 
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6.1 Availability 

According to the psychological definition, availability or accessibility is the ease 

with which a specific thought comes to mind or can be inferred. Many people use this 

type of heuristic when judging the probability of an event that may have happened or 

will happen in the future. Hence, people tend to overestimate the likelihood of a rare 

event if it easily comes to mind because it is frequently mentioned in daily discussions 

(Kahneman, 2011). For instance, individuals overestimate their probability of being 

victims of a terrorist attack while the real probability is negligible. However, since 

terrorist attacks are highly available in the media, the feeling of a personal threat from 

such an attack will also be highly available during our daily life (Kahneman, 2011). 

This concept is also present in business, as we remember the successful start-ups 

whose founders quit college for their dreams, such as Steve Jobs and Mark Zuckerberg, 

and ignore the thousands of ideas, start-ups, and founders that failed. This is because 

successful companies are considered a hot topic and receive broad coverage in the 

media, while the failures do not. Similarly, broad media coverage is known to create 

top-of-mind awareness (TOMA) (Farris et al., 2010). Moreover, the availability type of 

heuristics was offered as a clarification for fanciful connections or irrelevant 

correlations in which individuals wrongly judge two events to be related to each other 

when they are not. Tversky and Kahneman clarified that individuals judge relationships 

based on the ease of envisioning the two events together (Tversky & Kahneman, 1973). 

 

6.2 Representativeness 
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The representativeness heuristic is applied when individuals assess the probability 

that an object belongs to a particular class or category based on how much it resembles 

the typical case or prototype representing this category (Tversky & Kahneman, 1974). 

Conceptually, this heuristic can be decomposed into three parts. The first one is that the 

ideal case or prototype of the category is considered representative of the group. The 

second part judges the similarity between the object and the representative prototype. 

The third part is that a high degree of similarity indicates a high probability that the 

object belongs to the category, and a low degree of similarity indicates a low 

probability. 

 While the heuristic is often applied automatically within an instant and may be 

compelling in many cases, Tversky and Kahneman point out that the third part of the 

heuristic will often lead to serious errors or, at any rate, biases. 

In particular, the representativeness heuristic is prone to what is known as the base 

rate fallacy. As an example, Tversky and Kahneman consider an individual named 

Steve, who is described as shy, withdrawn, and somewhat pedantic, and report that 

people who have to assess, based on this description, whether Steve is more likely to be 

a librarian or a farmer, invariably consider it more likely that he is a librarian—ignoring 

the fact that there are many more farmers than librarians, the fact that an estimate of the 

probability that Steve is a librarian or a farmer, respectively, must take into account.  

Another example is that a taxicab was engaged in an accident. The data indicates that 

85% of the taxicabs are green and 15% blue. An eyewitness claims that the involved 

cab was blue. The court then evaluates the witness for reliability because he is 80% 
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accurate and 20% inaccurate. So now, what would be the probability of the involved 

cab being blue, given that the witness identified it as blue as well? 

To evaluate this case correctly, people should consider the base rate, 15% of the cabs 

being blue, and the witness accuracy rate, 80%. Of course, if the number of cabs is 

equally split between colors, then the only factor in deciding is the reliability of the 

witness, which is an 80% probability.  

However, regardless of the colors’ distribution, most participants would select 80% 

to respond to this inquiry. Even participants who wanted to take the base rate into 

account estimated a probability of more than 50%, while the right answer is 41% using 

the Bayesian inference (Kahneman, 2011). 

In relation to the representativeness heuristic, Kahnemann (2011) illustrated the 

"conjunction fallacy" in the following example: Based only on a detailed description of 

a character named Linda, doctoral students in the decision science program of the 

Stanford Graduate School of Business, all of whom had taken several advance courses 

in probability, statistics, and decision theory, were asked to rank various other 

descriptions of Linda according to their probability. Even Kahneman and Tversky were 

surprised to find that 85% of the students ranked Linda as a bank teller active in the 

feminist movement as more likely than Linda as a bank teller. 

From these and many other examples, one must conclude that even sophisticated 

humans use the representativeness heuristic to make probability judgments without 

referring to what they know about probability. 

Representativeness is used to make probability judgments and judgments about 

causality. The similarity of A and B neither indicates that A causes B nor that B causes 
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A. Nevertheless, if A precedes B and is similar to B, it is often judged to be B's cause. 

That appears clearly in the medical field, where some patients and even physicians use 

the representativeness heuristic to relate treatment to the symptoms. A simple example 

is believing that eating fatty food makes people fat while eating carbohydrates is more 

likely to lead to obesity. Another example is encouraging people to eat meat organs that 

correspond to the similar but weakened organs in humans.  

So, there is a tendency among individuals to create an associative connection 

between features or events, primarily in what is described as personal or emotional 

events (Nisbett & Ross, 1980). For example, many people will refuse to eat food 

touched by a sterilized cockroach or chocolate shaped into a realistic shape of dog feces 

(Sunstein, 2003). 

 

6.3 Adjustment and Anchoring 

Based on Tversky and Kahneman’s interpretations, the anchor is the first available 

number introduced in a question forming the center of a circle whose radius (up or 

down) is an acceptable range within which lies the best answer (Baron, 2000). This is 

used and tested in several academic and real-world scenarios and in business 

negotiations where parties anchor their prices to formulate the range of acceptance 

through which they can close the deal, deriving the ceiling and floor from the anchor. 

The impact is more dominant when parties lack time to analyze actions thoroughly. 

Significantly, even if the anchor is way beyond logical boundaries, it can still bias 

the estimated numbers by all parties without them even realizing that it does (Englich 

et al., 2006).  
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In one of their experiments, Tversky and Kahneman (1974) asked participants to 

quickly calculate the product of numbers from 1 to 8 and others to do so from 8 to 1. 

Since the time was limited to 5 minutes, they needed to make a guess. The group that 

started from 1 had an average of 512, while the group that started from 8 had an average 

of 2,250. The right answer was 40,320. 

Perhaps this is one of the most unclear cognitive heuristics introduced by Kahneman 

and Tversky that can be interchangeably considered as a bias instead of a heuristic. The 

problem is that the mind tends to fixate on the anchor and adjust according to it, whether 

it was introduced implicitly or explicitly. Some scholars even believe that such 

bias/heuristic is unavoidable. For instance, in one study, participants were asked if they 

believed that Mahatma Gandhi died before or after nine years old versus before or after 

140 years old. Unquestionably, these anchors were considered unrealistic by the 

audience. However, when the participants were later asked to give their estimate of 

Gandhi’s age of death, the group which was anchored to 9 years old speculated the 

average age to be 50, while the group anchored to the highest value estimated the age 

of death to be as high as 67 (Strack & Mussweiler, 1997). 

 

7. Gerd Gigerenzer: Fast-and-Frugal Heuristics 

The German psychologist Gerd Gigerenzer is one of the most influential figures in 

the field of decision-making, with a particular emphasis on the use of heuristics. He has 

built much of his research on the theories of Herbert Simon and considers that Simon’s 

theory of bounded rationality was unfinished (Gigerenzer, 2015). As for Kahneman and 
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Tversky’s work, Gigerenzer has a different approach and challenges their ideas with 

various arguments, facts, and numbers.  

Gigerenzer explores how people make sense of their reality with constrained time 

and data. Since the world around us is highly uncertain, complex, and volatile, he 

suggests that probability theory cannot stand as the ultimate concept and is incapable of 

interpreting everything, particularly when probabilities are unknown. Instead, people 

tend to use the effortless approach of heuristics. Gigerenzer introduced the concept of 

the adaptive toolbox, which is a collection of mental shortcuts that a person or group of 

people can choose from to solve a current problem (Gigerenzer, 2000). A heuristic is 

considered ecologically rational if adjusted to the surrounding ecosystem (Gigerenzer, 

2015).  

A daring argument of Gigerenzer, which very much opposes the heuristics and biases 

approach of Kahneman and Tversky, is that heuristics cannot be considered irrational 

or inferior to a solution by optimization or probability calculation. He explicitly argues 

that heuristics are not gambling shortcuts that are faster but riskier (Gigerenzer, 2008), 

but points to several situations where less is more, meaning that results from frugal 

heuristics, which neglect some data, were nevertheless more accurate than results 

achieved by seemingly more elaborate multiple regression or Bayesian methods that try 

to incorporate all relevant data. While researchers consider this counterintuitive since a 

basic rule in research seems to be that more data is always better than less, Gigerenzer 

points out that the less-is-more effect (abbreviated as LIME) could be confirmed by 

computer simulations. Without denying that in some situations, the effect of using 

heuristics may be biases (Gigerenzer & Todd, 1999), Gigerenzer emphasizes that fast-
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and-frugal heuristics are basic, task-oriented choice systems that are a part of the 

decision-maker’s toolbox, the available collection of cognitive techniques for decision-

making (Goldstein & Gigerenzer, 2002). 

Heuristics are considered economical because they are easy to execute, seek limited 

data, and do not include many calculations. Contrary to most traditional decision-

making models followed in the social and behavioral sciences, models of fast-and-

frugal heuristics portray not just the result of the process but also the process itself. They 

comprise three simple building blocks: the search rule that specifies how information is 

searched for, the stopping rule that specifies when the information search will be 

stopped, and finally, the decision rule that specifies how the processed information is 

integrated into a decision (Goldstein & Gigerenzer, 2002).  

Rather than characterizing heuristics as rules of thumb or mental shortcuts that can 

cause biases and must therefore be regarded as irrational, Gigerenzer and his co-workers 

emphasize that fast-and-frugal heuristics are often ecologically rational, even if the 

conjunction of them may not even be logically consistent (Gigerenzer & Todd, 1999). 

According to Goldstein and Gigerenzer (2002), a decision-maker’s pool of mental 

techniques may contain logic and probability theory, but it also embraces a set of simple 

heuristics. It is compared to a toolbox because just as a wood saw is perfect for cutting 

wood but useless for cutting glass or hammering a nail into a wall, the ingredients of 

the adaptive toolbox are intended to tackle specific scenarios.  

For instance, there are specific heuristics for choice tasks, estimation tasks, and 

categorization tasks. In what follows, we will discuss two well-known examples of fast-
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and-frugal heuristics: the recognition heuristic (RH), which utilizes the absence of data, 

and the take-the-best heuristic (TTB), which purposely disregards the data.  

Both examples of heuristics can be connected to decision assignments and to 

circumstances in which a decision-maker needs to decide which of two options has a 

higher reward on a quantitative scale.  

Ideal scenarios would be deducing which one of two stock shares will have a better 

income in the next month, which of two cars is more convenient for a family, or who is 

a better candidate for a particular job (Goldstein & Gigerenzer, 2002).  

 

7.1 The Recognition Heuristic 

The recognition heuristic has been examined broadly with the famous experiment to 

determine which of two cities has a higher population. This experiment was conducted 

in 2002, and the participants were undergraduate students: one group in the USA and 

one in Germany. The question was as follows: Which has more occupants—San Diego 

or San Antonio? Given the cultural difference between the student groups and the level 

of information regarding American cities, it could be expected that American students 

would have a higher accuracy rate than their German peers. However, most German 

students did not even know that San Antonio is an American city (Goldstein & 

Gigerenzer, 2002). Surprisingly, the examiners, Goldstein and Gigerenzer, found the 

opposite of what was expected. 100% of the German students got the correct answer, 

while the American students achieved an accuracy rate of around 66%. Remarkably, 

the German students who had never known about San Antonio had more correct 

answers. Their lack of knowledge empowered them to utilize the recognition heuristic, 
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which states that if one of two objects is recognized and the other is not, then infer that 

the recognized object has the higher value concerning the relevant criterion. The 

American students could not use the recognition heuristic because they were familiar 

with both cities. Ironically, they knew too much. 

The recognition heuristic is an incredible asset. In many cases, it is used for swift 

decisions since recognition is usually systematic and not arbitrary. Useful applications 

may be cities’ populations, players’ performance in major leagues, or writers’ level of 

productivity. However, this heuristic will be less efficient in more difficult scenarios 

than a city's population, such as the age of the city’s mayor or its sea-level altitude 

(Gigerenzer & Todd, 1999). 

 

7.2 Take-the-Best Heuristic 

When the recognition heuristic is not efficient because the decision-maker has 

enough information about both options, another important heuristic can be used that 

relies on hints or cues to arrive at a decision. The take-the-best (TTB) heuristic is a 

heuristic that relies only on specific cues or signals and does not require any complex 

calculations. In practice, it often boils down to a one-reason decision rule, a type of 

heuristic where judgments are based on a single good reason only, ignoring other cues 

(Gigerenzer & Gaissmaier, 2011). According to the TTB heuristic, a decision-maker 

evaluates the case by selecting the attributes which are important to him and sorts these 

cues by importance to create a hierarchy for the decision to be taken. Then alternatives 

are compared according to the first, i.e., the most important, cue; if an alternative is the 

best according to the first cue, the decision is taken. Otherwise, the decision-maker 
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moves to the next layer and checks that level of cues. In other words, the decision is 

based on the most important attribute that allows one to discriminate between the 

alternatives (Gigerenzer & Goldstein, 1996). Although this lexicographic preference 

ordering is well known from traditional economic theory, it appears there mainly to 

provide a counterexample to the existence of a real-valued utility function (Debreu, 

1959). Surprisingly, however, it seems to be used in many critical situations. For 

example, in many airports, the customs officials may decide if a traveler is chosen for 

a further check by looking only at the most important attributes, such as the city of 

departure, nationality, or luggage weight (Pachur & Marinello, 2013). Moreover, in 

2012, a study explored voters' views of how US presidential competitors would deal 

with the single issue that voters viewed as most significant, for example, the state of the 

economy or foreign policy. A model dependent on this attribute picked the winner in 

most cases (Graefe & Armstrong, 2012).  

However, the TTB heuristic has a stopping rule applied when the search reaches a 

discriminating cue. So, if the most important signal discriminates, there is no need to 

continue searching for other cues, and only one signal is considered. Otherwise, the next 

most important signal will be considered. If no discriminating signal is found, the 

heuristic will need to make a random guess (Gigerenzer & Gaissmaier, 2011). 

 

7.3 Empirical Evidence on Fast-and-Frugal Heuristics 

More studies have been conducted on fast-and-frugal heuristics using analytical 

methods and simulations to investigate when and why heuristics yield accurate results 

on the one hand, and on the other hand, using experiments and observational methods 
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to find out whether and when people use fast-and-frugal heuristics (Luan et al., 2019). 

Structured examinations and benchmarking with standard models, for example, 

regression or Bayesian models, have shown that the accuracy of fast-and-frugal 

heuristics relies upon the structure of the information environment (e.g., the distribution 

of signal validities, the interrelation between signals, etc.). In numerous situations, fast-

and-frugal heuristics can perform well, particularly in generalized contexts, when 

making predictions for new cases that have not been previously experienced. Empirical 

examinations show that people utilize fast-and-frugal heuristics under a time constraint 

when data is hard to obtain or must be retrieved from memory. Remarkably, some 

studies have inspected how individuals adjust to various situations by learning. 

Rieskamp and Otto (2006) found that individuals seemingly learn to choose the 

heuristic that has the best performance in a specific domain. Nevertheless, Reimer and 

Katsikopoulos (2004) found that individuals apply fast-and-frugal heuristics when 

making inferences in groups. 

 

8. Limitations and Critiques 

While interest in heuristics has been increasing, some claim that researchers may 

have been losing interest in this topic as the years have passed (McKenzie, 2005). In 

particular, the heuristics and biases program introduced by Kahneman and Tversky has 

been the target of more than one critique.  

The arguments are mainly in two directions. The first is that the main focus is on the 

coherence standards such as rationality, and that the detection of biases ignores the 

context-environmental factors where the judgments occur (B. R. Newell, 2013). The 
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second is that labeling the clarification of a whole phenomenon and naming it by a 

single word such as availability or representativeness is ambiguous and vague and states 

little regarding the procedures’ hidden judgments (Gigerenzer & Goldstein, 1996). For 

example, it has been argued that the replies in the acclaimed Linda the bank teller 

experiment could be considered sensible instead of biased if one uses conversational or 

colloquial standards instead of formal probability theory (Hilton, 1995).  

The argument of having a vague explanation for certain phenomena can be illustrated 

when considering these two scenarios. People tend to believe that an opposite outcome 

will be achieved after having a stream of the same outcome (i.e., people tend to believe 

that head should be the next outcome in a coin-flipping game with many consecutive 

tails). This is called the gambler fallacy (Barron & Leider, 2010). By contrast, the hot 

hand fallacy (Gilovich et al., 1985) argues that people tend to believe that a stream of 

the same outcome will continue when there is a lucky day (i.e., a player is taking a shot 

in a sport such as basketball after a series of successful attempts). Ayton and Fisher 

(2004) argued that, although these two practices are opposite, they have both been 

classified under the heuristic of representativeness. In the two cases, a flawed idea of 

arbitrary and random events drives observers to anticipate that a certain stream of results 

is representative of the whole procedure. In the first scenario of coin flipping, people 

tend to believe that a long stream of tails should not occur; hence the head is predicted. 

While in the case of the sports player, the stream of the same outcome should continue 

(Gilovich et al., 1985). Therefore, representativeness cannot be diagnosed without 

considering in advance the expected results. Also, the heuristic does not clarify why 
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people have the urge to believe that a stream of random events should have a 

representative, while in real life, it does not (Ayton & Fischer, 2004).  

Nevertheless, the most common critique of Kahneman and Tversky is the idea that 

we cannot be that dumb. It states that the heuristics and biases program is overly 

pessimistic when assessing the average human decision-making (Gilovich et al., 2002). 

The advocates of such an idea argue that people are merely satisfied with their life 

decisions and do not consider themselves biased. Also, humans collectively have 

accumulated many achievements and discoveries throughout human history that would 

not have been possible if their ability of adequate decision-making had been so limited 

(Gilovich et al., 2002).  

Similarly, the probabilistic mental models (PMM) theory of human inference inspired 

by Simon and pioneered by Gigerenzer has also been exposed to criticism (B. R. Newell 

et al., 2003). Indeed, this enticing character of heuristics that they are both easy to apply 

and efficient has made them famous within different domains. However, it has also 

made them vulnerable to replications or variations of the experiments that challenge the 

original results. For example, Daniel Oppenheimer (2003) argues that the recognition 

heuristic (RH) could not yield satisfactory results after replicating the experiment of 

city populations. He claims that the participants' judgments failed to obey the RH not 

just when there were cues other and stronger than mere recognition but also in 

circumstances where recognition would have been the best cue available. In any case, 

one could claim that there are numerous methods in the adaptive toolbox and that under 

certain conditions, people may prefer to use heuristics other than the recognition 

heuristic. However, this statement is also questionable since many heuristics that are 
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thought to exist in the adaptive toolbox acknowledge the recognition heuristic as an 

initial step (Gigerenzer & Todd, 1999). Hence, if individuals are not using the 

recognition heuristic, they cannot use many of the other heuristics in the adaptive 

toolbox (Oppenheimer, 2003). Likewise, Newell et al. (2003) question whether the fast-

and-frugal heuristics accurately explain actual human behavior. In two experiments, 

they challenged the take-the-best (TTB) heuristic, as it is considered a building block 

in the PMM framework. The outcomes of these experiments, together with others, such 

as those of Jones et al. (2000)  and Bröder (2000), show that the TTB heuristic is not a 

reliable approach even within circumstances favoring its use. In a somewhat heated 

debate published in the Psychological Review 1996, Gigerenzer's criticism of 

Kahneman and Tversky that many of the so-called biases "disappear" if frequencies 

rather than probabilities are assumed, was countered by Kahneman and Tversky (1996) 

by means of a detailed re-examination of the conjunction fallacy (or Linda Problem). 

Gigerenzer (1996) remained unconvinced, and was blamed by Kahneman and Tversky 

to just “reiterate his objections … without answering our main arguments”. 

 

9. Conclusion 

In this study, research on heuristics has been reviewed from the evolutionary 

perspective that the human brain often relies heavily on the fast and effortless “System 

1” in decision-making, but can also investigate the adequacy of various such heuristics 

by judging it against the more demanding criteria of the “System 2”. We have 

differentiated between the deliberate and the automatic heuristics, which often seem to 

be confused in the literature. Deliberate heuristics are the shortcuts created individually 
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or collectively to skip the effort required for rethinking and redoing long chains of tasks 

and instead focus on the most important ones. They are often used in problem-solving 

for well-defined cases and may be algorithmic enough to be reproduced by technology. 

Trial-and-error and data-driven programming are essentials of such an approach. This 

was strongly present in the work of many thinkers from Al-Khawarizmi to Pólya. By 

contrast, automatic heuristics are the psychological rules of thumb purportedly 

somehow at work in the “old” human brain. Certainly, many of them have evolved to 

reduce the effort needed in decision-making. 

Automatic heuristics seem to be triggered by certain environments to produce a result 

spontaneously. This provoked many thinkers to try and discover the triggers and prevent 

biases. Herbert Simon was the pioneer in emphasizing the limitations of the human 

brain and thus made the description of rationality highly dependent on these limitations. 

Later, Daniel Kahneman and Amos Tversky investigated the correlation between 

heuristics and biases and were the reason these terms became popular after their famous 

publication in 1974. In contrast, the work of Gerd Gigerenzer has demonstrated the need 

to rethink the work of Kahneman and Tversky and consider a new approach that draws 

attention to the context of decision-making. Of course, what is rational in one context 

may not at all be rational in a different one. Evolution has endowed us with both the 

fast system that often makes us do the right thing spontaneously and the slow system 

that allows us to reflect on the context and turn to elaborate theories when there is 

sufficient time and the stakes are high. 

 

9.1 Discussion 
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The main goal of decision science has been understanding how agents can proceed 

to find the best choice when faced with a set of alternative choices (Hammerstein & 

Stevens, 2012).  It was only after Pascal and de Fermat formulated the expected value 

in the seventeenth century that a modern "science" of decision-making could emerge 

(Ore, 1960). A century later, Bernoulli  (1738)  updated the concept from the monetary 

expected value to the expected value of a concave function of utility. The notion of 

subjective probability was established by Ramsey (1926), and an axiomatic foundation 

for the expected utility theory was formulated by von Neumann & Morgenstern  (1944). 

Although the leap was significant, not every question was answered regarding rational 

behavior. For example, Kahneman & Tversky's (1979) prospect theory proposed a 

convex function for losses and a concave function for gains, while Thaler & Johnson 

(1990) found that gamblers consider the money won from the casino to have a different 

value than the personal money. 

In parallel to the standard rationality line of research, another less structured and 

context-based approach to decision-making was adopted, the heuristic approach  

(Gigerenzer & Gaissmaier, 2011; Tversky & Kahneman, 1974). We believe that the 

heuristics paradigm is an inevitable companion to the SEU or Bayesian approach as 

heuristics have always existed throughout the development of human knowledge due to 

the “old mind’s” evolutionary roots and the frequent necessity to apply fast and 

sufficiently reliable behavior patterns. However, different schools of thought within this 

paradigm approach decision-making methods on separate paths. The heuristics-and-

biases program adopts the dual-process theory and explicitly differentiates between 

System 1 and System 2 and sees the automatic heuristics of the former as often at odds 
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with the deliberations of the latter. In comparison, the fast-and-frugal approach does not 

approve of the dichotomy. Gigerenzer believes that every heuristic can be used 

consciously or unconsciously, as long as one knows when and how to use it. 

We tend to believe that heuristics operate on a spectrum between two ideal types, 

deliberate and automatic, as a deliberate heuristic can become more automatic with 

experience and repetition. Vice versa, automatic, subconscious heuristics can well be 

raised to consciousness and be applied deliberately in certain environments. While there 

seems to be no disagreement anymore about the fact that human rationality is bounded, 

nor about the fact that heuristic processing may involve either conscious or 

subconscious processes (Chaiken & Trope, 1999), the notion of consciousness seems to 

remain a philosophical mystery (Harley, 2021; Searle, 1997), but nevertheless crucial 

for an adequate understanding of human cognition.  

 

9.2 Avenues of Further Research 

A comprehensive study describing the current status of the two paradigms of research 

on heuristics and their relation to subjective expected utility seems to be missing and is 

beyond the scope of our brief historical review. Insights into their interrelationship can 

be expected from recent attempts at formal modeling of human cognition that take the 

issues of limited computational resources and context-dependence of decision-making 

seriously. E.g. Lieder & Griffiths  (2020)  do this from a Bayesian perspective, while 

Busemeyer et al. (2011) and Pothos & Busemeyer  (2022) use a generalization of 

standard Kolmogorov probability theory that is also the basis of quantum mechanics 

and quantum computation. While it may seem at first glance that such modeling 
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assumes even more computational power than the standard SEU model of decision-

making, the computational power is not assumed on the part of the human decision-

maker. Rather, the claim is that the decision-maker behaves as if s/he would solve an 

optimization problem under additional constraints, e.g. on computational resources. The 

“as if” methodology that is employed here is well-known to economists  (Friedman, 

1953; Mäki, 1998)  and also to mathematical biologists who have used Bayesian models 

to explain animal behavior (McNamara et al., 2006; Oaten, 1977; Pérez-Escudero & 

Polavieja, 2011). Evolutionary arguments might be invoked to support this 

methodology if a survival disadvantage can be shown to result from behavior patterns 

which are not Bayesian optimal, but we are not aware of research that would 

substantiate such arguments by embedding formal models of cognition in formal 

models of evolutionary game theory. Certainly, this may be an avenue for further 

research. 
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Paper II 

The Heuristics Applied by Tech Entrepreneurs in the Middle East during 

Opportunity Evaluation 

 

Abstract 

Purpose: This study explores the heuristics applied by tech entrepreneurs in the Middle 

East during the opportunity evaluation process. 

Design/methodology/approach: A multiple case-based methodology was applied, 

which consisted of semi-structured interviews with entrepreneurial experts from 

different cities in the Middle East. Qualitative data analysis was then performed with 

inductive thematic coding using the Eisenhardt method. 

Findings: The results suggest that entrepreneurs mostly use six heuristics to evaluate 

opportunities quickly. Three of them are related to the opportunity as an abstract idea, 

and three are connected with the person(s) involved in the opportunity. In addition, 

entrepreneurs in the Middle East were more interested in the personal characteristics of 

the opportunity presenter than in the opportunity itself. 

Practical implications: The identified heuristics are aligned with the hands-on 

approach of entrepreneurship and can be applied as a decision-making technique for 

aspiring entrepreneurs who seek to succeed in this region. 

Research limitations/implications: Identifying the heuristics applied by experts may 

neglect the perspective of the community of entrepreneurs as a whole. Hence, future 

research should target a wider segment of entrepreneurs. Furthermore, the effect of 

applying such heuristics on the strategic growth of startups remains an open question. 
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Originality: This study explores the underexamined topic of heuristics in opportunity 

evaluation within the regional context of the Middle East, which has also been scarcely 

investigated. It sheds light on the importance of cultural factors in identifying the 

cognitive shortcuts employed in a business context.  

Keywords: Heuristics, Decision-making, Entrepreneurship, Opportunity Evaluation, 

Middle East 

 

Publication Status 

Published in the Journal of Entrepreneurship in Emerging Economies, Emerald  

(ISSN: 2053-4604) Publication date: 27.04.2022 

Hjeij, M. (2022), "The heuristics applied by tech entrepreneurs in the Middle East 

during opportunity evaluation", Journal of Entrepreneurship in Emerging Economies  

https://doi.org/10.1108/JEEE-07-2021-0294 

 

 

 

 

 

 

 

 

 

 



 

 
 

87 

Paper III 

Heuristics Used by Entrepreneurs in Opportunity Evaluation. 

A Comparison between Germany and the Middle East 

 

Abstract 

Previous research on heuristics in decision-making that entrepreneurs apply in 

opportunity evaluation fails to distinguish between heuristics related to the opportunity 

(as an abstract idea) and the heuristics related to the people involved. Our previous study 

identified six heuristics frequently used by entrepreneurs in the Middle East using 

qualitative methods. As that study was based on interviews with a limited number of 

entrepreneurs, we explore in the present paper whether these heuristics are applied on a 

large scale in the Middle East and, for comparison, in Germany. Using an online 

factorial survey experiment, we found that connections, leadership style, and experience 

had a significant effect on the opportunity evaluation score. As a result, we validated 

the meta-heuristic of person-related heuristics as the dominant category of heuristics 

concerning opportunity evaluation. A participatory leadership style was preferred over 

autocratic leadership in both markets.  

 

Keywords 

Heuristics, decision-making, entrepreneurship, opportunity evaluation, Middle East, 

Germany, ANOVA, vignette, factorial analysis 
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1. Introduction 
 

Entrepreneurship is defined by several factors in which decision-making plays a vital 

role. A common trend in research on startups is that entrepreneurs can be differentiated 

by their mindset (Korte, 2018). Perhaps at the core of this mindset lies the ability to 

make decisions when dealing with opportunities (Shane & Venkataraman, 2000). While 

the journey of an entrepreneur has always been marked by uncertainty, sound decision-

making is an inevitable activity to success, irrespective of the lack of information and 

time (Fotouhi Ardakani & Avorgani, 2021). However, due to the modern technological 

developments and the support of laws and funds, entrepreneurs are presented with many 

opportunities that can get overwhelming with more possibilities at hand than ever 

(Bryant, 2007). Due to such a trend, a fast cognitive technique for evaluating 

opportunities would be beneficial. 

Choosing the right opportunity to pursue is demanding for entrepreneurs, especially 

when time and resources are insufficient. Some entrepreneurs prefer the data-driven 

approach that might be a standard way of decision-making (Erzurumlu et al., 2018); 

however, not all entrepreneurs are privileged with the needed data and resources at 

hand. To deal with uncertainty, many entrepreneurs use cognitive shortcuts or heuristics 

to overcome the challenges of decision-making (Cristofaro & Giannetti, 2021). 

Heuristics are defined as rules of thumb that aid entrepreneurs in reaching an acceptable 

decision (Artinger et al., 2015). 

Despite the growing research on decision-making trends, heuristics in dealing with 

entrepreneurial opportunities remain underexplored and poorly understood (Bryant, 

2007; Busenitz & Barney, 1997; Guercini & Milanesi, 2020; Nouri et al., 2017; 

Shepherd et al., 2015). The current literature on the topic of heuristics applied in 

opportunity evaluation can be divided into two streams. In the first, researchers 

concluded that few of the general heuristics that are systematically paired with biases 

in the literature could be considered ‘entrepreneurial’ because they significantly impact 

the opportunity evaluation process of both entrepreneurs and venture capital firms. 

These heuristics (or biases) include overconfidence, similarity, availability, the illusion 



 

 
 

89 

of control, and the belief in the law of small numbers  (Cueto & Zhang, 2013). The 

second group of research that studied heuristics for opportunity evaluation and 

exploitation identified heuristics related to the opportunity as an idea from the 

entrepreneur’s perspective, such as strategic fit, knowing the market, and the worst-case 

scenario. A heuristic relating to the parties involved in the opportunity was trusting 

others (Bryant, 2007).  

Although somewhat comprehensive studies have been conducted recently in the Middle 

East (Aljuwaiber, 2020; Alkasmi et al., 2018; Faghih & Zali, 2018), the majority of 

research on heuristics remains focused on Europe and North America, with little interest 

in the emerging markets (Cetindamar et al., 2012). Only few studies are available from 

the perspective of opportunity handling (Elhennawi, 2016; Mokline, 2021) and none 

regarding entrepreneurial opportunity evaluation. On the other hand, the German 

market has been of interest in the entrepreneurial literature in general (Audretsch et al., 

2010; Bergmann & Sternberg, 2007; Fritsch & Wyrwich, 2014; Schmude et al., 2008; 

Wadhwani & Viebig, 2021), with little empirical research on opportunity evaluation in 

particular (Grichnik et al., 2010; Shepherd et al., 2013; Tumasjan et al., 2013; Welpe et 

al., 2012b). However, to the best of our knowledge, no empirical studies have been 

conducted to discover the entrepreneurial heuristics used in opportunity evaluation. In 

addition, the German market was not examined in the entrepreneurial literature 

compared to the Middle East. 

Previously, we conducted a study (Hjeij, 2022) where we analyzed the interviews of 

expert tech entrepreneurs operating in the Middle East and deduced six heuristics 

employed in evaluating opportunities. In the present study, we test the previous research 

findings and examine the results in a quantitative setting with a large sample of 1,028 

entrepreneurs distributed among two different markets, the Middle East and Germany. 

Given the scarcity of empirical studies, practical research on heuristics applied in 

opportunity evaluation could help fill the gap by identifying useful heuristics in 

different markets. Therefore, this study aims to answer the research question: which of 

the previously deduced heuristics from the qualitative research can be shown to be 
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prevalent for the community of entrepreneurs in the Middle East and Germany, 

respectively? 

This study thus contributes to the literature in three ways. First, by setting the main 

focus on entrepreneurial opportunity evaluation combined with heuristics as a decision-

making approach, this article enhances our understanding of the importance of this 

phase in the process of bridging the opportunity identification phase with the 

exploitation phase and of how entrepreneurs utilize cognitive shortcuts to decide among 

the wide variety of available opportunities to pursue. With most previous research being 

focused on the identification and exploitation phases, this study emphasizes the crucial 

role of heuristics in the evaluation step. Second, it identifies practical and 

straightforward, but hitherto unexplored heuristics by using an innovative approach like 

the vignette analysis, as opposed to the vast majority of other studies. Thereby, new 

insights were generated, especially with regard to heuristics that are solely idea-related, 

and others that are related to the persons involved in a potential opportunity. Third, 

unlike previous studies on entrepreneurial heuristics and opportunity evaluation, this 

study was conducted in the Middle East and Germany. To our knowledge, the present 

study is the first one in this direction. 

Following our previous findings in the qualitative analysis, we focus on the phase of 

opportunity evaluation in more depth to validate our findings on a large scale. The 

following section introduces the theoretical background behind the motivation of this 

study. Subsequently, we present the results of the qualitative analysis and explain how 

heuristics were derived based on expert interviews. In Section 4, the empirical research 

is detailed, beginning with the hypotheses suggested by the previous findings and 

concluding with the vignette experiment. Finally, the results are presented, explaining 

their significance, implications, and future research.  

 

2. Theoretical Background 
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Entrepreneurs decide which of several perceived opportunities are good enough to be 

pursued and exploited (Shane & Venkataraman, 2000). However, as the entrepreneurial 

ecosystem is characterized by uncertainty and a lack of relevant information, especially 

when it comes to new opportunities (Bhidé, 2000), entrepreneurs often use heuristics to 

help with decision-making (Alvarez & Busenitz, 2001). Successful entrepreneurs 

apparently possess good psychological abilities to make decisions under high 

uncertainty and risk scenarios when evaluating opportunities (Busenitz, 1999). 

Many scholars claim that entrepreneurs can be characterized by their cognitive alertness 

and intellect in assessing new opportunities (Busenitz et al., 2003; Chavoushi et al., 

2021). A few researchers characterize the cognition of entrepreneurs as distinguished 

by their abilities of forecasting and scenario building, pattern recognition, and the 

application of heuristics in decision-making (Baron, 2004; Ronald K. Mitchell et al., 

2004). 

Heuristics were previously regularly seen as error-prone shortcuts that are 

fundamentally biased (Beach & Connolly, 2005).  This is because heuristics are often 

benchmarked to traditional rationality notions (Tversky & Kahneman, 1974). 

Entrepreneurship scholars are not an exception to this viewpoint, and their research is 

frequently concentrated on heuristics from the perspective of entrepreneurs’ biases like 

representativeness bias and overconfidence (Baron & Ward, 2004). More recently, 

however, another school of thought has emerged that is much more optimistic about 

heuristics, considering them time-saving methods that can yield acceptable solutions 

when used in the right circumstances (Schwartz, 2002). 

Gigerenzer and his collaborators (Gigerenzer & Goldstein, 1996) in particular are 

famous for promoting the idea of heuristics in decision-making contrary to the classical 

approach. These authors argue that when applying suitable heuristics in the proper 

context, ‘ecological rationality’ can be obtained (Gigerenzer & Selten, 2002). In 

entrepreneurship, one of the main applications of heuristics is opportunity management 

in startups (Busenitz & Barney, 1997).  

There is some debate about how opportunities exist. Some scholars consider that 

opportunities exist independently in the market, and an entrepreneur is a discoverer 
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(Drucker, 1985; Kirzner, 1973, 1997; Shane & Venkataraman, 2000). Others believe 

that opportunities are the outcome of the efforts of entrepreneurs; therefore, they are 

created rather than discovered (Croitoru, 2012; Gartner et al., 1992; Sarasvathy, 2006; 

Shackle, 1979). Between the two perspectives, some consider both to be different types 

of opportunities and not necessarily opposite (Chiasson & Saunders, 2005; Lumpkin et 

al., 2003).  

Nevertheless, there is unanimity on the three sequential stages of every opportunity: 

identification, evaluation, and exploitation (Venkatarman, 1997). The identification 

phase occurs when new opportunities in the market are created or discovered. The 

evaluation phase occurs when an entrepreneur considers whether an opportunity is 

appealing enough to be pursued. In the third phase, the exploitation, the entrepreneur 

starts to execute and benefit from the opportunity. During all stages, heuristics aid 

entrepreneurs with their endeavors (Alvarez & Busenitz, 2001).  

The work of Shane and Venkataraman  (2000) has presented the opportunity evaluation 

phase as a focal piece of the entrepreneurial puzzle (Ardichvili et al., 2003) as it is 

crucial and a funnel step for what comes next (Wood et al., 2012). Therefore, a 

miscalculation at this stage can lead to failure and loss. Within the body of research that 

examines entrepreneurial opportunity evaluation, two streams can be distinguished.  

The first one examines opportunity evaluation according to a cognitive viewpoint. It is 

focused on the personal perceptions (McCann & Vroom, 2015; Shepherd et al., 2007; 

Tumasjan et al., 2013), aims (Dimov, 2007), understandings (Barreto, 2012), feelings 

(Welpe et al., 2012a), and cognitive description of an opportunity (Williams & Wood, 

2015). This stream of literature thus focuses on the human aspect of opportunity. The 

second stream instead focuses on the economics of entrepreneurship and examines the 

opportunity evaluation from the perspective of utility maximization (Douglas & 

Shepherd, 2000) and resources (Cox, 2014; Haynie et al., 2009). These studies explore 

the opportunity as an independent idea. In the current study, we considered both 

perspectives and looked at the entrepreneurial opportunity evaluation process as a 

whole. 
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3. Previous Findings 
 

In a previous study (Hjeij, 2022), we conducted qualitative research and identified six 

main heuristics used by senior entrepreneurs in the Middle East to evaluate 

opportunities. These heuristics were categorized into two groups: idea-related heuristics 

and personal-related heuristics. Idea-related heuristics evaluate an opportunity 

according to the characteristics of the idea of the opportunity. The first heuristic of this 

category is ‘imitate-the-successful,’ which refers to following the footsteps of success 

stories. This is a well-known intuitive heuristic in entrepreneurship, particularly in the 

Middle East. The second idea-related heuristic is ‘low-risk – low-cost’ realization; a 

basic heuristic applied in the Middle East when evaluating an opportunity. Although 

the region’s resources are considerably high, due to political and economic instability 

entrepreneurs in the Middle East often prefer low-risk and affordable opportunities to 

implement. The third heuristic in this category is ‘attractiveness to international 

acquisition.’ As entrepreneurs need to exit at some point, entrepreneurs in the Middle 

East consider an opportunity with a high degree of attractiveness for international 

acquisition to be more appealing than an alternative where this type of exit seems 

unlikely.  

The second category of heuristics relates to the person(s) involved in the opportunity. 

The first heuristic in this category is to regard an opportunity as promising if ‘having 

well-connected and reputable collaborators’ involved. Underdogs or newcomers are not 

easily welcomed in this region, where connections and family-oriented businesses 

dominate. The second heuristic also considered highly important, evaluates an 

opportunity as promising if ‘having mature and experienced collaborators’ involved. 

This is key when evaluating an opportunity since this enhances the confidence level and 

probability of success. Therefore, fresh/junior graduates and students who have left 

college without completing their studies are unlikely to be optimal for an opportunity’s 

personnel. The final heuristic is more culture-influenced. Ideally, an opportunity might 

be attractive if ‘having autocratic decision-makers’ with few to no feedback loops; they 

should be strict with firm personalities to lead and take decisions. Furthermore, a meta-

heuristic was deduced, which most participants explicitly mentioned, namely, that 
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personal aspects are more important than the idea itself. Therefore, under any 

circumstances, the personal-related heuristics are of higher importance than those 

related to the idea. 

This research is a continuation of our previous work on entrepreneurial heuristics in 

opportunity evaluation, but this time through a quantitative analysis. Hence, based on 

the deduced heuristics, we formulated six hypotheses that would act as the core pillars 

around which our research is centered.  

 

4. Methodology 
 

4.1 Method Applied 

For our study, a vignette experimental design was used. Vignettes are scenario-based 

questions that describe a specific context, individual, or product while presenting a well-

organized set of attributes (Atzmüller & Steiner, 2010). This process allows the 

researcher to identify the relative importance of each decision attribute. It also allows 

the researcher to recognize the significance of every characteristic tested (Hainmueller 

et al., 2015). 

The vignette method was proposed by Peter Rossi in sociology (Atzmüller & Steiner, 

2010), later it reached other fields like marketing, management, and economics 

(Aguinis & Bradley, 2014). Factorial surveys are based on a set of vignettes that follow 

a systematic pattern to change key variables to discover the participants’ perceptions 

and behaviors (Steiner et al., 2016). Aguinis and Bradley (2014) reported that two main 

types of vignette studies could be distinguished. The first type is the between-subjects 

design, in which each respondent evaluates one vignette. The second type is the within-

subjects design, in which each respondent evaluates multiple vignettes. While prima 

facie both designs may serve to discover the decision heuristics that entrepreneurs 

utilize in the process of opportunity evaluation, we chose to adopt the between-subjects 

design to prevent any learning effect. This effect often occurs after encountering the 

same vignette template repeatedly. With more presentations of similar scenarios, the 
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respondent becomes faster to answer in a consistent pattern of replies, which might 

result in an unreliable evaluation (Auspurg et al., 2016). Therefore, it was important for 

the participants to have only one vignette to evaluate. If more vignettes were presented, 

they might learn the pattern, exposing themselves to learning bias.  The scope of our 

research was to test heuristics under one condition with no repeated measures or 

conditions. Moreover, multiple vignettes per participant could have further reduced the 

number of respondents. 

A foundational step in planning a vignette experiment is the selection of factors and the 

levels (or values) that each factor can take. The combination of the factors’ levels later 

produces the complete pool of available vignettes. As indicated above, we defined one 

factor for each heuristic identified in our qualitative study, and the corresponding factor 

levels that might make an opportunity attractive or unattractive as shown in Table 1. To 

reduce complexity and keep the number of vignettes manageable, we considered only 

two levels for every factor. We also added gender as a separate factor with two levels 

(male and female) to check if this variable influenced the participants’ decisions. 

Table 1. Summary of the vignette factors and their levels. 

Factor Factor levels 

Experience Senior*, Junior 

Connections Known*, Unknown 

Leadership-Style Autocratic*, Participatory 

Idea Origin Successful elsewhere*, New 

Risk Cost Low*, High 

Exit Strategy Acquisition*, Growth 

Gender Male, Female 

* Levels making an opportunity attractive according to heuristics identified in the 

previous study 

The above-shown seven factors produced a factorial combination of 27= 128 scenarios. 

From these scenarios, one was randomly shown to each participant who was asked to 

evaluate the opportunity on a scale from 1 = ‘extremely unlikely’ to 5 = ‘extremely 

likely’. This opportunity score we took to be our dependent variable.  
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As an illustration, one vignette is shown in Figure 1.  

John Snow is an experienced professional. He is new to the business community. He 

does not consult with anyone when making decisions. He came up with an original 

idea for a new app. This app requires a small amount of time and few resources to be 

developed. Mr. Snow hopes that the idea can be acquired by a global company soon. 

 

How likely do you see an opportunity in this scenario? 

 

Extremely unlikely 🔘 

Somewhat unlikely 🔘 

Neither 🔘 

Somewhat likely 🔘 

Extremely likely 🔘 
 

Figure 1. Illustration of one of the 128 vignettes. 

 

4.2 Hypotheses 

Based on our previous findings, the current study tested the following hypotheses:  

1. Factors’ significance: From the six heuristics previously deduced, we 

conceptualized six factors that represent categories encapsulating these heuristics. 

For example, the heuristic ‘imitate-the-successful,’ we consider it one level of the 

factor ‘idea origin’ – an alternative level of the factor being that the ‘idea is new’. 

The heuristic to prefer an ‘autocratic leadership style’ we consider as a level of the 

factor ‘leadership style’. In this way, the idea-related factors are ‘exit strategy,’ ‘risk-

cost,’ and ‘idea origin,’ and the person-related factors are ‘experience,’ 

‘connections,’ and ‘leadership style.’ Our first hypothesis is that these six factors 

will have a significant effect on the opportunity evaluation scores. More precisely, 
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we have six hypotheses here, each one saying that some level of a specified factor 

has a significant effect on the opportunity evaluation. 

2. Heuristics’ significance: The factor levels identified as heuristics in our previous 

qualitative study will have a significant effect on the opportunity evaluations. For 

example, participants will score higher in vignettes with an autocratic leadership 

style than in ones with a participatory style – indicating that respondents will more 

likely see an opportunity if an autocratic leadership style is indicated. 

3. Factor combinations: There exist certain factor combinations that have an impact on 

evaluating an opportunity. For example, the participants will rate higher opportunity 

evaluation scores for a specific combination of factors like connection and 

experience.  

4. Personal meta-heuristic: Person-related heuristics are of more significance than 

idea-related heuristics in evaluating an opportunity. In other words, participants will 

rate higher scores for vignettes on the basis of person-related heuristics. 

5. Gender: The gender of the person involved impacts the evaluation of an opportunity. 

Therefore, participants who read vignettes with a male illustration will have 

significantly higher evaluation scores. 

6. Culture and location: Culture and geographical location will have an impact on 

evaluating an opportunity. Thus, the set of heuristics used by Middle Eastern 

entrepreneurs will be different from the ones used by their German peers. Important 

to mention, this variable is not included as a vignette variable but as a subject 

variable. 

 

4.3 Participants 

A total of 1028 entrepreneurs who were separated into two groups for comparative 

purposes participated in the present study. The first 500 were from the following Middle 

Eastern countries: Algeria, Bahrain, Egypt, Djibouti, Iran, Iraq, Jordan, Kuwait, 

Lebanon, Libya, Morocco, Oman, Palestine, Qatar, Saudi Arabia, Somalia, Sudan, 

Syria, Tunisia, Turkey, and United Arab Emirates. The remaining 528 entrepreneurs 

were from Germany. The entrepreneurs were selected based on their LinkedIn profiles, 
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where they identified themselves as founders, co-founders, or entrepreneurs. About 

21,000 invitations containing the online link for the survey were mailed. 

 

5. Results 
 

The ANOVA method was employed to analyze the participants’ answers as this is one 

of the most frequently used methods applied for data analysis in empirical research 

(Armstrong et al., 2002; Kirk, 2012). ANOVA compares the means of the different 

groups and detects any significant difference among means. This type of ANOVA is 

described as factorial ANOVA - the term used when two or more categorical variables 

are tested. This method of data analysis is recommended for experiments with a 

between-subjects design (Atzmüller & Steiner, 2010). Statistical analyses were 

conducted using the IBM SPSS version 28. One between-subjects ANOVA with the 

seven vignette factors experience (junior vs. senior), connections (known vs. unknown), 

leadership (autocratic vs. participatory), idea (successful elsewhere vs. new), risk/ cost 

(high vs. low), exit strategy (acquisition vs. growth)1, and gender (male vs. female) was 

conducted to investigate the overall effect of vignette factors on opportunity evaluations 

of participants from the Middle East and Germany combined. Additionally, two 

between-subjects ANOVAs with the same between-subjects factors were conducted to 

examine the effect of vignette factors separately for participants from Middle Eastern 

countries and participants from Germany. Partial eta squared was reported as the effect 

size of main and interaction effects.  

5.1 Combined Data 

The sample size was 1028. Almost 51% (528) of the participants were from Germany, 

and 49% (500) were from the Middle East. Levene’s test of equality of variances was 

applied to the whole data, and the p-value was calculated to be 0.324. Since the p-value 

was higher than the usual significance level of 0.05, the null hypothesis of equality of 

 
1 Each of the corresponding factors might have several factor-levels like Risk-Cost might be subdivided into 

low-medium-high; Exit Strategy can contain other options like IPO, liquidation, merger. However, for the sake 
of convenience, the author chose only two factor levels. 
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variances was accepted. Levene's test (Levene, 1960) is usually applied to test if a 

certain sample of data has equal variances (homogeneity of variance). ANOVA, like 

other statistical tests, usually requires this assumption. Consequently, Levene’s test can 

act as the litmus test in verifying that assumption, especially with small sample sizes. 

Next, we evaluated the distribution of the sample within each level of the factors. Table 

2 shows the distribution of the participants’ vignettes. 

 

 

 

Table 2. The distribution of all participants’ vignettes within each level of the factors. 

Factors Label Value Combined ME Germany 

Experience F Junior 519 258 261 

S Senior 509 242 267 

Connections K Known 499 248 251 

U Unknown 529 252 277 

Leadership 

Style 

A Autocratic 531 259 272 

P Participatory 497 241 256 

Idea Origin E Successful 

elsewhere 

509 232 277 

N New 519 268 251 

Risk-Cost H High 495 248 247 

L Low 533 252 281 

Exit Strategy A Acquisition 506 251 255 

G Growth 522 249 273 

Gender F Female 524 255 269 

M Male 504 245 259 

 

Analysis showed that the sub-sample sizes were sufficiently similar, and the random 

distribution of vignettes was fair. Then, each factor’s significance and interaction with 

other factors were tested. Significant effects on the opportunity score are summarized 
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in Table 3. No significant effects were found for the factors Experience, Idea Origin, 

Risk/Cost, Exit Strategy, and Gender if considered separately, but all of them except for 

the Exit Strategy had an effect in combination with some other factor. 

 

 

 

Table 3. Summary of the significant effects of factors on the opportunity evaluation. 

Source Mean 

Square 

F Sig. Partial Eta 

Squared η2 

Leadership Style 88.910 65.174 <.001 .068 

Connections 21.397 15.685 <.001 .017 

Leadership Style * Idea 

Origin 

7.902 5.793 .016 .006 

Experience * Risk-Cost * 

Gender 

7.785 5.707 .017 .006 

Idea origin * Risk-Cost * 

Gender 

5.639 4.134 .042 .005 

 

Results have shown that the opportunity evaluation score was higher for vignettes with 

known connections (M = 2,77, SE = .06) compared to less (M = 2.47, SE =.05) 

connections (Figure 2). In other words, being unconnected is associated with a low 

value of opportunity evaluation, while having a reputation and connections provides 

higher value when evaluating an opportunity.  

Furthermore, participants scored higher for participatory leadership (M = 2.92, SE =.05) 

compared to autocratic leadership (M = 2.3, SE = .05) vignettes (Figure 3). 

In addition, an interaction effect between leadership style and idea origin has shown 

that participants had higher evaluation scores for new ideas (M = 2.43, SE =.07) 

compared to existing ideas (M = 2.17, SE =.08) but only for autocratic leadership style 
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(Figure 4). Hence, having a participatory leadership style with an existing idea increases 

the evaluation of an opportunity in terms of the potential rate of success.   

Experience, risk-cost, and gender three-way interaction have shown that participants 

scored higher for vignettes with seniors (M = 2.8, SE =.11) compared to junior female 

entrepreneurs (M = 2.39, SE =.1) only in high risk-cost opportunities (Figure 5). This 

effect was not observed for vignettes with male entrepreneurs.  

On the other hand, a significant interaction of idea origin, risk-cost, and gender have 

shown that opportunity evaluations for vignettes with a new idea and low risk-cost 

factors were higher for females (M = 2.77, SE =.11) compared to male (M = 2.47, SE 

=.1) entrepreneurs (Figure 8). This gender difference was not observed for the other 

combinations of idea origin and risk-cost factors. In other words, in a low-risk/low-cost 

opportunity, female entrepreneurs are expected to yield more significant success 

compared to males if the ideas are new. 

 

5.2 Middle East Data 

There were 500 Middle Eastern participants in the analysis. Levene’s equality of error 

variances test was applied to the data obtained from samples from the Middle East, and 

it showed a statistically significant (p = 0.003) result. Since the p-value was < 0.05, the 

null hypothesis of the equality of variance was rejected. However, we continued to 

proceed as our data adheres to the following conditions (Gastwirth et al., 2009): 

o The sample size was big (500 participants). 

o Categorical data were not normally distributed. 

o Sample sizes were almost equal (based on the descriptive statistics below in 

Table 4). 

o We had independent observations since each record represents a distinct person 

who did not interact in any way that would likely affect the answers. 

 

After analyzing the data, the below results were shown. 
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Table 4. Summary of the significant effects of factors on opportunity evaluation in the 

Middle East. 

Source Mean 

Square 

F Sig. Partial Eta Squared 

η2 

Experience 9.668 7.120 .008 .019 

Connections 8.662 6.379 .012 .017 

Leadership Style 47.066 34.661 <.001 .085 

Experience * 

Connections * Risk-Cost 

8.145 5.998 .015 .016 

Connections * Idea 

Origin * Gender 

6.379 4.698 .031 .012 

Idea Origin * Risk-Cost 

* Gender 

8.074 5.946 .015 .016 

 

Opportunity evaluation scores for senior entrepreneurs (M = 2.98, SE =.09) were higher 

than for junior entrepreneurs (M = 2.65, SE =.09), as indicated by the main effect of 

experience (Figure 9).  

The main effect of connections has shown that well-connected entrepreneurs (M = 2.98, 

SE =.09) compared to unconnected entrepreneurs (M = 2.66, SE =.09) were more likely 

seen to present an opportunity (Figure 10).  

Furthermore, entrepreneurs with participatory leadership style (M = 3.18, SE =.09) were 

scored higher in opportunity evaluations compared to autocratic (M = 2.46, SE =.09) 

entrepreneurs (Figure 11).  

A significant effect of connections, idea origin, and gender have shown that well-

connected female entrepreneurs (M = 3.76, SE =.17) with new ideas were evaluated 

higher compared to males (M = 2.68, SE =.17) entrepreneurs (Figure 13).  

Another significant three-way interaction between idea origin, risk-cost, and gender 

showed that female entrepreneurs in low-risk scenarios scored higher if they had new 
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(M = 3.18, SE =.17) as opposed to existing ideas (M = 2.67, SE =.16; see Figure 15). 

Furthermore, female entrepreneurs (M = 3.18, SE =.17) with new ideas in low risk-cost 

scenarios were scored higher than male entrepreneurs (M =2.54, SE =.16) in the same 

scenario (Figure 15). 

Three-way interaction of experience, connections, and risk-cost shows that well-

connected entrepreneurs with high risk-cost opportunities were evaluated higher for 

senior (M = 3.33, SE =.17) compared to junior (M = 2.5, SE =.17) entrepreneurs (Figure 

16). This difference for seniority was not observed for low-risk cost scenarios and 

unconnected entrepreneurs.  

However, participants scored higher for well-connected junior entrepreneurs (M = 3.06, 

SE =.15) with low-risk cost scenarios compared to unconnected junior entrepreneurs 

(M = 2.46, SE =.19) in the same scenario (Figure 17).  

 

5.3  Germany Data 

The sample size was 528 individuals. Levene’s test of equality of error variances was 

also applied to this dataset, and the result was statistically significant (p <0.001). Since 

the p-value was < 0.05, the null hypothesis of the equality of variance was rejected. We 

applied the same rationale for the data collected from the Middle East and proceeded 

with the factorial ANOVA analysis. The results are documented in the table below. 

 

Table 5. Summary of the significant effects of factors on the opportunity evaluation in 

Germany. 

Source Mean 

Square 

F Sig. Partial Eta Squared 

η2 

Connections 9.584 7.506 .006 .018 

Leadership Style 25.216 19.748 <.001 .047 

Experience * Gender 9.896 7.750 .006 .019 
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Leadership Style * 

Idea Origin 

9.510 7.448 .007 .018 

Connections * 

Leadership Style * 

Exit Strategy 

4.986 3.905 .049 .010 

 

Opportunity evaluation scores for well-connected entrepreneurs (M = 2.57, SE =.08) 

were higher than for unconnected entrepreneurs (M = 2.27, SE =.08), as indicated by 

the main effect of connections (Figure 18).  

Moreover, the main effect of leadership has shown that participatory entrepreneurs 

received a higher opportunity score (M = 2.66, SE =.08) compared to autocratic ones 

(M = 2.17, SE =.07), as visualized in Figure 19.  

A significant effect of idea origin and leadership style has shown that participatory 

entrepreneurs with new ideas (M = 2.56, SE =.12) were evaluated higher compared to 

autocratic entrepreneurs (M = 2.37, SE =.11) (Figure 20). Nevertheless, the figure 

shows that with existing ideas, participatory entrepreneurs (M = 2.77, SE =.1) were also 

evaluated higher than their autocratic peers (M = 1.97, SE =.1). 

On the other hand, a significant interaction of gender and experience (Figure 21) has 

shown that opportunity scores for junior entrepreneurs were higher for males (M = 2.59, 

SE =.11) compared to females (M = 2.33, SE =.11). By contrast, senior female 

entrepreneurs (M = 2.54, SE =.11) were evaluated higher compared to senior males (M 

= 2.21, SE =.1). 

Additionally, a significant interaction of connections, leadership, and exit plan has 

shown that participatory entrepreneurs with high connections (M = 3.15, SE =.17) were 

evaluated higher compared to their autocratic peers (M = 2.22, SE =.14) when aspiring 

for a growth exit. Likewise, participatory entrepreneurs with less connections (M = 

2.35, SE =.14) were evaluated higher compared to autocratic entrepreneurs (M = 2.12, 

SE =.14) under similar exit strategy (Figure 23). 
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6. Discussion 
 

In the current study, we addressed the hypotheses discussed previously in Section 3.1 

and tested them to validate our findings from the previous research on a large scale. 

Some findings were validated and aligned with our expectations, while others showed 

no significant evidence. Such limitations can probably provide opportunities for future 

studies in this area. Below are the details per each hypothesis. 

 

6.1 Factors 

We tested the six factors from which our identified heuristics were derived. Results 

showed that the factors ‘connections’ and ‘leadership style’ were identified as 

significant factors in both the combined data and the German dataset. However, in 

addition to these two factors, the factor ‘experience’ was also significant for opportunity 

evaluation for the Middle East. 

 

6.2 Heuristics 

Following the factors, some, but not all heuristics were validated in line with our 

previous research findings. The combined data showed that a well-connected and 

reputable person is highly regarded as a success factor for an opportunity. However, 

contrary to the findings in our previous study, the participatory way of leading was also 

seen as improving the opportunity. This was not appreciated during our interviews with 

experts in the Middle East; instead, they preferred the autocratic way.  However, all 

three datasets have validated the trait of a participatory leadership style as significant in 

evaluating opportunities. Moreover, the Middle East dataset revealed that having a 

senior and mature person in charge provides an opportunity with an additional perceived 

probability of success. This was not observed in the combined or German datasets but 

was also one of the person-related heuristics clearly stated in the qualitative research. 

Perhaps having the qualitative study based on the opinions of senior entrepreneurs 

would reveal a difference in perspective among generations of entrepreneurs. The 

current study was conducted on a larger group of participants, we expect to have the 
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majority as young. Therefore, one might argue that when the majority of the participants 

are young, they tend to prefer a more participatory and agile leadership approach. While 

with old-school entrepreneurs, firm and strict leadership is the preferred way of doing 

things. However, no concrete data were collected to have a clear insight on this matter; 

hence, further research is recommended on the effect of age and experience on the 

deduced heuristics. 

 

6.3 Interaction Effect Combinations 

No significant combinations between factors were found in all three datasets. This was 

clear through the interaction effect of different variables among the three datasets, 

where no prominent combination was present, although some would argue that in real 

life, some combinations are more commonly observed like ‘connections - experience.’ 

Table 6 shows that the combinations of observed factors are region-dependent and not 

present in the different datasets. For example, the ‘leadership style – idea origin’ 

combination is present in the combined and the German datasets showing that new ideas 

are associated with autocratic leadership. In contrast, existing ones are better perceived 

by participatory leaders. 

 

Table 6. Significant Interaction Effect combinations per dataset 

Combination Dataset 

Leadership Style – Idea Origin Combined, Germany 

Experience – Risk/Cost - Gender Combined 

Idea Origin – Risk/Cost - Gender Combined 

Experience – Risk/Cost - Connections Middle East 

Connections – Idea Origin - Gender Middle East 

Idea Origin – Risk/Cost - Gender Middle East 
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Experience - Gender Germany 

Connections – Leadership Style – Exit Strategy Germany 

 

6.4 Personal meta-heuristic 

Consistent with our expectations, this meta-heuristic was validated in the three datasets. 

It showed that opportunities are predominately evaluated according to person-related 

heuristics with minor importance on the idea itself. 

 

6.5 Gender influence 

Expectedly, gender can play an important role when evaluating opportunities. The 

combined data revealed that when high risk and cost are involved, females are more 

trusted than males with existing ideas, while males are more trusted than females with 

new ideas. In contrast, when the risk and cost are low, a female is trusted more than a 

male with a new idea, and a male more than a female with an existing one. These 

relationships were also shown in the data from the Middle East. On the other hand, a 

male in the Middle East is expected to yield a higher opportunity value in uncertain 

conditions, such as high risk and new ideas. Simultaneously, a female is preferred with 

low-risk opportunities, as compared to a male. 

Concerning Germany, junior males were trusted and given a higher expected 

opportunity rate which even exceeded that of senior females. This suggests gender bias 

that we are still struggling with within the workplace.  Remarkably, it does not show up 

in the Middle East, where the gender bias is generally believed to be even stronger. 

 

6.6 Regional Differences 

Data from the Middle East and Germany unraveled a few mutual heuristics and a few 

differences in evaluating opportunities. Both considered person-related heuristics to be 

the decisive factors in this process. In particular, both considered a wide network of 

connections and the participatory leadership style to be preferable when pursuing an 
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opportunity. However, seniority level was a critical factor in evaluating opportunities 

in the Middle East. In comparison, German entrepreneurs were indifferent to seniority 

level and were open to newcomers.  

 

7. Conclusion 
 

7.1 Summary 

Heuristics are practical decision-making tools when employed in the proper context  

(Gigerenzer & Goldstein, 1996). Since opportunity evaluation is a core trait of 

entrepreneurs, this study aimed to link heuristics with opportunity evaluation to 

understand heuristics as a method of simplifying startup uncertainty. The originality of 

this study is its emphasis on the overlooked research topic of heuristics in opportunity 

evaluation and the comparison of an emerging market with a developed one. The 

findings are uncomplicated and can be easily tested. The results suggest that 

entrepreneurs place more weight on the people behind an opportunity than on the idea 

of the opportunity itself. Accordingly, the factors ‘connections’ and ‘leadership style’ 

were identified as significant factors in all datasets, with ‘experience’ also shown to be 

significant in the Middle East dataset but not in Germany. On the heuristic level, the 

‘well-connected’ person is highly valued, as the combined data shows. The present 

study falsifies a few hypotheses suggested by our previous qualitative study. In 

particular, participatory rather than autocratic leadership is the preferred trait in all 

datasets. While high experience level and maturity could be confirmed as a heuristic in 

evaluating opportunities for the Middle East, it turned out to be disregarded in Germany. 

It is important to mention that the participants had used on average only 1 minute to 

evaluate the vignette scenario presented to them. With that in mind, one may argue that 

the deduced heuristics would fall under the category of subconscious heuristics that we 

all use to form judgments and decisions under a scarcity of information and time. These 

shortcuts are often uneasy to explain because they can be considered as patterns of 

thought or cues that we subconsciously consider when evaluating a certain situation, or, 

as we are exploring here, an opportunity.  
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7.2 Implications 

This study may raise awareness of the use of heuristics in the daily decision-making 

processes of every startup. It also questions whether entrepreneurs from different world 

regions use different heuristics depending on their needs and skills. However, with more 

studies conducted in this direction, more questions are to be considered such as  1) in 

the real world, is the idea not that important?, 2) how can entrepreneurs identify the ‘A-

team’?, and 3) if the rules are persuasive and we all know the answers, why is the 

success rate of startups still extremely low (Eisenmann, 2020)? 4) does a low success 

rate of startups imply a low success rate of heuristics as well? 

 

7.3 Limitations 

As with most empirical studies, this study suffers from a few inherent limitations. First, 

the participants were located in two specific regions, and then the results might not be 

replicable in other markets. This might be interesting because the Middle East has its 

own rules and regulations specific to this region. On the other hand, the German market 

can also be considered a particular case in the West regarding entrepreneurship. In 

addition, this study is based on a previous qualitative study conducted in the Middle 

East. This dependency may create a limitation with the heuristics tests, thereby leading 

to less comprehensive results. Moreover, we applied no investigation to observe the 

effects of using the validated heuristics in daily startup life. After all, the heuristics 

which are commonly used by entrepreneurs, do not guarantee successful opportunity 

evaluation, some may even lead astray, and there might be heuristics that are not 

commonly applied, but would actually produce more accurate evaluations.  

 

7.4 Scope of future research 

Further research is highly encouraged in the direction of discovering the entrepreneur’s 

fast decision-making and cognitive skills. For example, researchers could delve deep 

into different markets or geographies with the same input in future experiments to 



 

 
 

110 

examine if any output change occurs. Moreover, we suggest that future studies might 

try to assess the effects of applying the validated heuristics and their financial impact 

on new opportunities in a particular market. 
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