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## Abstract

In this thesis we study a surprising connection relating the second Painleve transcendent, anharmonic oscillators and degenerate orthogonal polynomials. This connection arose from the investigations into the similarity of two sets of points in the complex plane. On one side is the set of zeroes of the Vorob'evYablonskii polynomials, that is, the poles of rational solutions of the second Painlevé equation

$$
\frac{\mathrm{d}^{2} u}{\mathrm{~d} t^{2}}=2 u^{3}+t u+\alpha, \quad \alpha \in \mathbb{C}
$$

where $u=u(t)$ is a complex function of the complex variable $t$. On the other side is the values of $t \in \mathbb{C}$ for which the spectrum of the quartic anharmonic oscillator

$$
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-\left(z^{4}+t z^{2}+2 J z\right) y=\Lambda y
$$

for the complex function $y=y(z)$ has eigenvalues $\Lambda$ of algebraic multiplicity at least 2 (under suitable boundary conditions). The similarity between these two sets of points when $\alpha=n$ and $J=n+1$, with $n \in \mathbb{N}$, was first observed by Shapiro and Tater in [ST22] and we give an explanation for this phenomenon.

The study of this problem naturally lead us to the notion of certain non-hermitian orthogonal polynomial polynomials $P_{n}$ satisfying an excess of $\ell \in \mathbb{N}$ additional orthogonality conditions

$$
\int_{\Gamma} P_{n}(z) z^{k} e^{\theta(z)} \mathrm{d} z=0, \quad k=n, n+1, \ldots, n+\ell-1,
$$

where $\theta$ is such that $\theta^{\prime}$ is a rational functions as below and the contour $\Gamma$ depends on $\theta$.
The zeroes of these degenerate orthogonal polynomials are in one-to-one correspondence to the solutions of the Stieltjes-Fekete equilibrium problem, which consists of finding a configuration of $n$ points $\left\{z_{1}, \ldots, z_{n}\right\} \subset \mathbb{C}$ such that

$$
\sum_{\substack{k=1 \\ k \neq j}}^{n} \frac{1}{z_{j}-z_{k}}=\frac{A\left(z_{j}\right)}{2 B\left(z_{j}\right)}, \quad \theta^{\prime}(z)=-\frac{A(z)+B^{\prime}(z)}{B(z)}
$$

where $A, B$ are relatively prime polynomials. Our results generalises a famous result of Stieltjes, which relates the zeroes of the classical orthogonal polynomials to the configuration of points on the line that minimize a suitable potential with logarithmic interactions under an external field. We study the case when the derivative of the external field is an arbitrary rational complex function. When the differential of the external field is of degree 3 on the Riemann sphere the correspondence reproduces Stieltjes original findings and, for more than a century after the original result, provides a direct generalisation for higher degree.
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## Chapter 1

## Introduction and statement of results

### 1.1 Overview

This thesis consists of two distinct but related pieces of work. The first concerns the second Painlevé equation, which famously appears in many applications in mathematical physics and integrable systems. In particular we look at the similarity between the poles $t=a$ of its rational solutions and certain degenerations of the Exactly Solvable spectrum $(t, \Lambda)$ of a particular linear ODE with quasi-polynomial solutions $y(z)=p_{n}(z) \mathrm{e}^{\theta(z)}$. This resemblance was first noticed by Shapiro and Tater back in 2014, but only recently published in [ST22], when studying the quasi-exactly solvable spectrum of a quartic potential. An illustrative picture of this similarity can be seen in Fig. 1.1. A priori, there is no connection between these two sets of points, since one is coming from a linear ODE and another from a non-linear ODE. Using the isomondromic representation of the Painleve equations and the exact WKB method, we are able to explain the similarity of these two sets of points in the large $n$ limit.

Along the way we discover that the polynomials $p_{n}(z)$ appearing in the quasi-polynomial solution satisfy an excess of orthogonality conditions, and are thus called degenerate orthogonal polynomials. Furthermore, we show that the roots of this degenerate orthogonal polynomials satisfy certain equations analogous to the electrostatic equilibrium of the classical orthogonal polynomials. This is the motivation for the second part of this thesis, where we introduce the concept of degenerate orthogonal polynomials, and we show they solve a linear ODE with rational potential and their roots satisfy the Stieltjes-Fekete equilibrium, thus generalising some of the well known properties of the classical orthogonal polynomials.

The structure of this thesis is the following.
Chapter 2 contains a review of the isomonodromic theory of ODEs in the complex plane, and its relation with the Painlevé equations.

Chapter 3 is an overview of the relevant results in the theory of orthogonal polynomials and the exact WKB method which will be used to prove our main theorems.

Chapter 4 is dedicated to the proof of the aforementioned phenomenon first noticed by Shapiro and Tater. The result of this chapter are taken from our preprint "Exactly solvable anharmonic oscillator, degenerate orthogonal polynomials and Painlevé II", written in collaboration with T. Grava and M. Bertola [BCG22-1]

Chapter 5 introduces the notion of degenerate orthogonal polynomials in the complex plane and provides necessary and sufficient conditions for their existence based on a electrostatic equilibrium of their roots. The result of this chapter are taken from our preprint "The Stieltjes-Fekete problem and degenerate orthogonal polynomials", also written in collaboration with T. Grava and M. Bertola [BCG22-2]

We will now describe our results in more detail.

### 1.2 The Shapiro-Tater conjecture

The second Painlevé equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u}{\mathrm{~d} t^{2}}=2 u^{3}+t u+\alpha \tag{1.1}
\end{equation*}
$$

admits rational solutions if and only if $\alpha=n \in \mathbb{Z}$, and they are given in the form

$$
\begin{equation*}
u_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \log \frac{Y_{n-1}(t)}{Y_{n}(t)} . \tag{1.2}
\end{equation*}
$$

Here $Y_{j}$ denotes the recursively defined polynomials

$$
\begin{equation*}
Y_{j+1}(t) Y_{j-1}(t)=t Y_{j}^{2}(t)-4\left[Y_{j}^{\prime \prime}(t) Y_{j}(t)-\left(Y_{j}^{\prime}(t)\right)^{2}\right], \quad j \geq 1 \tag{1.3}
\end{equation*}
$$

with $Y_{0}(t)=1$ and $Y_{1}(t)=t$. This was recognized by Vorob'ev and Yablonskii in two separate papers [Vor65, Yab59], and for this reason the polynomials $Y_{j}$ are called Vorob'ev-Yablonskii polynomials. For $\alpha= \pm n$ there are $n^{2}$ poles of the rational solution, of which $n(n-1) / 2$ correspond to poles residue +1 and the remaining $n(n+1) / 2$ correspond to poles residue -1 . The poles of negative and positive residue are the zeros $Y_{n}(t)$ and $Y_{n-1}(t)$ respectively. The roots of the Vorob'ev-Yablonski follow a "triangular" pattern that has been studied extensively in the community of researchers of Painlevé equations [BB15, BM12, BM14, BM15].

A seemingly unrelated problem is the study of the quasi-exactly solvable spectrum of the quartic oscillator

$$
\begin{align*}
& \frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-\left(z^{4}+t z^{2}+2 J z+\Lambda\right) y=0  \tag{1.4}\\
& y\left(s \mathrm{e}^{k \pi i / 3}\right) \rightarrow 0, \quad s \rightarrow+\infty, k=-1,1,3 \tag{1.5}
\end{align*}
$$

In their paper [ST22] ${ }^{1}$ Shapiro and Tater expressed the spectrum associated to quasi-polynomial solutions $y(z)=p_{n}(z) \mathrm{e}^{\theta(z)}$ when $J=n$ explicitly in terms of a determinant. Thus they were able to obtain its branching locus in terms of a discriminant i.e. they obtained the points $t \in \mathbb{C}$ for which the eigenvalues $\Lambda$ are repeated. Upon inspection of this discriminant, they found a remarkable similarity between these points and the roots of the Vorob'ev-Yablonskii polynomials which lead them to make the conjecture which we now explain in full detail.

The conjecture. We start by looking at the boundary value problem (1.4)-(1.5) of the anharmonic oscillator where $t$ and $J$ are in general complex parameters and $z$ and $y(z)$ are the complex independent and dependent variables, respectively.
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Figure 1.1: Scaled roots of the Vorob'ev-Yablonsky polynomials $Y_{n}\left(n^{2 / 3} s\right)$ in red, and roots of the discriminant $D_{n}\left(n^{2 / 3} s\right)$ in black, for $n=30$. This particular scaling was conjectured by Shapiro and Tater in [ST22].

With the boundary conditions as (1.5), it turns out (and is proven later) that any solution to (1.4) must be a quasi-polynomial, i.e. a solution of the form

$$
\begin{equation*}
y(z)=p(z) \mathrm{e}^{\theta(z)}, \quad \theta(z)=\frac{z^{3}}{3}+\frac{t z}{2} \tag{1.6}
\end{equation*}
$$

where $p(z)$ is a polynomial. We may sometimes use the notation $\theta(z ; t)$ to emphasize the dependence of $\theta$ on the parameter $t$. A simple substitution leads us to the following differential equation satisfied by $p(z)$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2} p}{\mathrm{~d} z^{2}}+2\left(z^{2}+\frac{t}{2}\right) \frac{\mathrm{d} p}{\mathrm{~d} z}-2(J-1) z p=\left(\Lambda-\frac{t^{2}}{4}\right) p \tag{1.7}
\end{equation*}
$$

Upon setting $J=n+1$, one readily notices the ODE preserves the finite-dimensional linear space of polynomials of degree at most $n$. Interpreting the left hand side of (1.7) as a linear operator $\mathcal{L}_{n}$ acting on this space, we can find the associated spectrum by considering the matrix eigenvalue problem

$$
\begin{equation*}
M_{n}(t) \mathrm{v}=\lambda \mathrm{v} \tag{1.8}
\end{equation*}
$$

where $v=\left[v_{0}, v_{1}, \ldots, v_{n}\right]^{\top}$ is the vector of coefficients of the polynomial $p$ and $M_{n}(t)=\left[m_{n}^{(i, j)}\right]_{i, j=0}^{n}$ is the matrix associated to $\mathcal{L}_{n}$ with respect to the standard basis $\left\{1, z, z^{2}, \ldots, z^{n}\right\}$. In other words $\mathcal{L}_{n}\left(z^{j}\right)=$ $\sum_{i=0}^{n} m_{n}^{(i, j)} z^{i}$. A straight-forward computation shows that $M_{n}(t)$ is a band matrix with zeroes along the
diagonal

$$
M_{n}(t)=\left[\begin{array}{ccccccc}
0 & -2 n & & & & &  \tag{1.9}\\
t & 0 & -2(n-1) & & & & \\
2 & 2 t & 0 & & & & \\
& 6 & 3 t & 0 & \ddots & & \\
& & 12 & \ddots & \ddots & -4 & \\
& & & \ddots & & 0 & -2 \\
& & & & n(n-1) & n t & 0
\end{array}\right]
$$

This way the associated spectrum can be computed from the characteristic polynomial

$$
\begin{equation*}
\mathrm{C}_{n}(t, \lambda):=\operatorname{det}\left[M_{n}(t)-\lambda \mathbb{I}\right] . \tag{1.10}
\end{equation*}
$$

We call the eigenvalues obtained in this way the Exactly Solvable spectrum, or ES spectrum for short.
In turn, the points $t \in \mathbb{C}$ where the spectrum becomes repeated can be obtained from the discriminant of $\mathrm{C}_{n}(t)$ with respect to $\lambda$

$$
\begin{equation*}
\mathrm{D}_{n}(t):=\operatorname{Disc}_{\lambda} \mathrm{C}_{n}(t, \lambda) . \tag{1.11}
\end{equation*}
$$

In other words, the roots of $\mathrm{D}_{n}(t)=0$ are precisely the values of $t$ such that the matrix $M_{n}(t)$ has eigenvalues of algebraic multiplicity greater than 1.

The conjecture made by Shapiro and Tater in [ST22] relates the zeroes of $\mathrm{D}_{n}(t)$ to the poles of rational solutions $u_{n}(t)$ of the second Painlevé equation 1.1, as in (2.37). They noticed that the zeroes of the discriminant $\mathrm{D}_{n}(t)$ and the Vorob'ev-Yablonskii polynomials $Y_{n}(t)$ form a coinciding triangular pattern in the complex plane, as can be observed in Fig. 1.1. This observation can be summarized in the next loosely formulated conjecture.
Conjecture 1.1. The roots of the scaled discriminant $\mathrm{D}_{n}\left(n^{\frac{2}{3}} s\right)$ in (1.11), and the roots of the scaled Vorob'evYablonskii polynomials $Y_{n}\left(n^{\frac{2}{3}} s\right)$ form two coinciding hexagonal lattices as $n \rightarrow \infty$.

The evidence leading Shapiro and Tater to make their conjecture was mostly numerical, and partly suggested by some estimates for the rate of growth of both sets of roots. However, there was a priori no understanding why the two collection of points may be related to each other. The numerical picture is so precise that one may be tempted to compare the polynomials for $Y_{n}$ and $\mathrm{D}_{n}$; however a simple computation of these using a computer algebra package shows that the coefficients of these polynomials are not close to each other, as seen in Table 1.2.

Strategy and main results. Our approach to this conjecture is contained in Chapter 4 and can be summarised in four steps.

1. Finding the connection between Painlevé II 1.1 and the Shapiro-Tater (ST) problem (1.4). We obtain an anharmonic oscillator equivalent to the Jimbo-Miwa (JM) Lax pair near the pole of the transcendent, which turns out to be almost identical to the ST anharmonic oscillator.
2. Understanding the Stokes phenomenon of the quasi-polynomials solutions of the ST anharmonic oscillator. We characterise the Stokes phenomenon of the Exactly Solvable spectrum, and we find explicit integrals (4.87) of the quasi-polynomial solution which determine the degeneracy of the ES spectrum.

| $n$ | $\mathrm{D}_{n}(t)$ |
| :--- | :--- |
| 1 | $t$ |
| 2 | $t^{3}+\frac{27}{8}$ |
| 3 | $t^{6}+\frac{35}{2} t^{3}-\frac{243}{4}$ |
| 4 | $t^{10}+\frac{215}{4} t^{7}+\frac{89}{8} t^{4}+\frac{4084101}{512} t$ |
| 5 | $t^{15}+\frac{255}{2} t^{12}+\frac{76211}{32} t^{9}+\frac{3730405}{64} t^{6}-\frac{8700637815}{4096} t^{3}-\frac{125005275}{32}$ |
| $n$ | $Y_{n}(t)$ |
| 1 | $t$ |
| 2 | $t^{3}+4$ |
| 3 | $t^{6}+20 t^{3}-80$ |
| 4 | $t^{10}+60 t^{7}+11200 t$ |
| 5 | $t^{15}+140 t^{12}+2800 t^{9}+78400 t^{6}-3136000 t^{3}-6272000$ |

Table 1.2: The first five monic Vorob'ev-Yablonskii polynomials $Y_{n}(t)$ and discriminant polynomials $D_{n}(t)$.
3. Obtaining quantisation equations determining the location of both the zeroes of Vorob'ev-Yablonskii polynomials (the JM case) and the Exactly Solvable spectrum (the ST case). This is done by matching the Stokes phenomenon of both anharmonic oscillator using the exact WKB method. However, in the ST case it is necessary to additionally impose the repeated eigenvalue condition (4.87) in the WKB expansion in order to obtain leading order quantisation conditions.
4. Comparing the quantisation conditions. We show that both sets of points are determined by the same geometry to order $\mathcal{O}\left(\hbar^{2}\right)$ near the origin, and they match to order $\mathcal{O}(\hbar)$ in the bulk, thus explaining their similarity.

We now explain each step in more detail.
STEP 1 is covered in section 4.1. We obtain an anharmonic oscillator which is equivalent to the Jimbo-Miwa Lax pair (2.44) of Painlevé II 1.1 near one of its poles. This Lax pair is reduced to a scalar ODE by means of the gauge transformation (4.5). The resulting ODE has a potential which is almost identical to the ST potential, differing only in the linear term. This idea was originally used in [IN86] to study certain real-valued solution of Painlevé II and [Mas10b, Mas10b] to study the poles of the tritronqueé solution of Painlevé I. The key results in this section can summarised as follows:

Proposition 1.2. Fix $\alpha \in \mathbb{C}$ and let $t=a$ be a pole with residue -1 of the second Painlevé transcendent (PII) function $u(t)$ with parameter $\alpha$. The Jimbo-Miwa Lax pair (2.44) is equivalent in the limit $t \rightarrow a$ to the the following scalar ODE

$$
\begin{gather*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-V_{\mathrm{JM}}(z ; a, b, \alpha) y=0 \\
V_{\mathrm{JM}}(z ; a, b, \alpha)=z^{4}+a z^{2}+(2 \alpha+1) z+\left(\frac{7 a^{2}}{36}+10 b\right) . \tag{1.12}
\end{gather*}
$$

Furthermore, the Stokes phenomenon of this ODE is the same as the original Stokes phenomenon of the JimboMiza Lax pair (2.44).

STEP 2 is contained in section 4.2. In this section we study the eigenvalue problem (1.4), (1.5) and we compute an explicit expression for the Stokes phenomenon corresponding to quasi-polynomial solutions. Furthermore, we characterise the repeated ES spectrum $(t, \Lambda)$ in terms of integrals of the square of the quasi-polynomial. These results can be summarised as follows:

Theorem 1.3. The point $(t, \Lambda) \in \mathbb{C}^{2}$ is in the ES spectrum of the ST eigenvalue problem (1.4) with the boundary conditions (1.5) and $J=n+1 \in \mathbb{N}$ if and only if (1.4) admits a quasi-polynomial solution $y(z)=p(z) \mathrm{e}^{\theta(z)}$. Furthermore, these quasi-polynomial solutions have the following Stokes phenomenon:

$$
\mathbb{S}_{2 j}=\mathbb{I}, \quad \mathbb{S}_{2 j+1}=\left[\begin{array}{cc}
1 & s_{2 j+1}  \tag{1.13}\\
0 & 1
\end{array}\right]
$$

where the $s_{2 j+1}$ are given explicitly in (4.33).
Finally, if $(t, \Lambda)$ corresponds to the repeated ES spectrum, that is $t \in \mathbb{C}$ is such that $\Lambda$ is a repeated eigenvalue, then we have the vanishing of the following integrals (4.87):

$$
\begin{equation*}
\int_{\infty_{1}}^{\infty_{3}}\left(p_{n}(z) \mathrm{e}^{\theta(z ; t)}\right)^{2} \mathrm{~d} z=0, \quad \int_{\infty_{3}}^{\infty_{5}}\left(p_{n}(z) \mathrm{e}^{\theta(z ; t)}\right)^{2} \mathrm{~d} z=0 \tag{1.14}
\end{equation*}
$$

Here and below $\infty_{k}$ indicates that the contour of integration extends to infinity along the direction $\arg (z)=k \frac{\pi}{3}$.

Along the way, we also discover that $y=p_{n} \mathrm{e}^{\theta}$ is a quasi-polynomial solution of (1.4) if and only if $p_{n}$ is an orthogonal polynomials satisfying an excess of orthogonality conditions along a certain weighted contour. See Corollary 4.14 for details. In Chapter 5 this result is generalised to the case when $\theta(z)$ has a rational derivative. We also show that the roots of such degenerate orthogonal polynomials solve a Stieltjes-Fekete equilibrium problem.

STEP 3 is contained in sections 4.3 and 4.4. We introduce the following scaled variables for the ST and JM anharmonic oscillators:

$$
\begin{array}{rlll}
\text { Shapiro-Tater: } & \zeta=\hbar^{1 / 3} z, & s=\hbar^{2 / 3} t, & E=\hbar^{4 / 3} \Lambda, \\
\text { Jimbo-Miwa: } & \zeta=\hbar^{-1}=n+1  \tag{1.15}\\
\hbar^{1 / 3} z, & s=\hbar^{2 / 3} a, & \widehat{b}=\hbar^{4 / 3} b, & \hbar^{-1}=n+\frac{1}{2}
\end{array}
$$

The reason for the difference in scaling is that it yields the same WKB-type equation with small parameter $\hbar$ and a $n$-independent quartic potential

$$
\begin{equation*}
\hbar^{2} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} \zeta^{2}}-Q(\zeta ; s, E) y=0, \quad Q(\zeta ; s, E)=\zeta^{4}+s \zeta^{2}+2 \zeta+E \tag{1.16}
\end{equation*}
$$

This puts both the ST and JM anharmonic oscillators on the same footing and allows us to use the exact WKB method to compute asymptotic expressions for the Stokes phenomenon of both systems simultaneously. This is done in Theorem 4.24. We then use these expressions to obtain leading order quantisation conditions which implicitly determine the position of both sets of points in question. We summarise the consequences of Theorem 4.27 (JM case) and the Theorems 4.28, 4.29 (ST case) as follows:

Theorem 1.4. Suppose that $(a, b) \in \mathbb{C}$ determine a rational solution of the Painlevé II equation1.1 with $\alpha=n \in$ $\mathbb{N}$ and Laurent expansion (4.3). Then in the scaled plane (1.15) they implicitly satisfy the following quantisation
equations to leading order $\mathcal{O}(\hbar)$ :

$$
\begin{align*}
& (2 n+1) \int_{\tau_{1}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-i \pi-2 \pi \mathrm{i} k_{1} \\
& (2 n+1) \int_{\tau_{2}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-i \pi-2 \pi \mathrm{i} k_{2}  \tag{1.17}\\
& (2 n+1) \int_{\tau_{3}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-i \pi-2 \pi \mathrm{i} k_{3}
\end{align*}
$$

where $k_{1}, k_{2}, k_{3}$ are three positive integers such that $k_{1}+k_{2}+k_{3}=n-1$.
Similarly, suppose $(t, \Lambda)$ determine a point in the Exactly Solvable spectrum of the ST eigenvalue problem (1.4) with $\Lambda$ a repeated eigenvalue. Then in the scaled plane (1.15) they implicitly satisfy the following quantisation equations to leading $\operatorname{order} \mathcal{O}(\hbar)$ :

$$
\begin{align*}
& 2(n+1) \int_{\tau_{1}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log \left(\frac{-1}{1+\boldsymbol{\tau}(s, E)}\right)-2 i \pi\left(m_{1}+1\right) \\
& 2(n+1) \int_{\tau_{2}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log \left(-1-\frac{1}{\boldsymbol{\tau}(s, E)}\right)-2 i \pi\left(m_{2}+1\right)  \tag{1.18}\\
& 2(n+1) \int_{\tau_{3}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log (\boldsymbol{\tau}(s, E))-2 i \pi\left(m_{3}+1\right)
\end{align*}
$$

where $m_{1}, m_{2}, m_{3}$ are positive integers such that $m_{1}+m_{2}+m_{3}=n-1$ and $\boldsymbol{\tau}(s, E)$ is the ratio of periods of holomorphic differentials as expressed in (4.165).

Despite the similar nature of both results, the ST and JM cases are proved in a very different ways.
The JM case is proved in a simple manner by matching the Stokes data corresponding to the rational solutions of Painlevé II 1.1 with the expressions for the Stokes matrices in Theorem 4.24. This Stokes data has been studied before in [BM12, BM14, BM15].

The ST case is more complicated, since matching the Stokes data corresponding to quasi-polynomial solution in Theorem (4.8) is not enough to determine quantisation equations for a point in the repeated Exactly Solvable spectrum of the ST anharmonic oscillator. Instead, this only determines a one parameter family of points in the ES spectrum (Type D), or quantisation equations that are later ruled out (Type E). See Theorem 4.28. In order to obtain the desired quantisation conditions, we need to impose the repeated eigenvalue condition (1.14), which we then estimate using the WKB method in Theorem 4.29. This rules out the quantisation equations of Type E and together with the parametrisation (4.157), yield the correct quantisation conditions as above.

STEP 4 is contained in section 4.5. We study the lattices given by both quantisation conditions. We show that both of the lattices in the $s$-plane form a slowly modulated hexagonal lattice, see Proposition 4.31. These lattices are determined by essentially the same geometry, namely the periods of the same holomorphic differentials (4.205). Then we show that both lattices match to order $\mathcal{O}\left(\hbar^{2}\right)$ near the origin in the $(s, E)$-plane, see Theorem 4.32. Together these results explain the similarity of the ST and JM set of points as $n \rightarrow \infty$.

It is worth noting that in the Exactly Solvable spectrum the scaling we use differs slightly from the one conjectured by Shapiro and Tater in [ST22]. We believe this difference to be inessential and we justify this in Appendix B.

### 1.3 Degenerate orthogonal polynomials

The motivation for the introduction of degenerate orthogonal polynomials stems from the characterisation they provide to the solutions of the Stieljes-Fekete equilibrium problem.

Given a smooth real-valued external potential $\mathcal{Q}(z)$ the problem consists of finding a critical configuration of $n$ points $\mathscr{Z}_{n}=\left\{z_{1}, \ldots, z_{n}\right\} \subset \mathbb{C}$, called the weighted Fekete points, providing a minimum to the energy functional

$$
\begin{equation*}
\mathcal{E}\left(z_{1}, \ldots, z_{n}\right)=-\sum_{\substack{j, k=1 \\ j \neq k}}^{n} \log \left|z_{j}-z_{k}\right|+\sum_{j=1}^{n} \mathcal{Q}\left(z_{j}\right) \tag{1.19}
\end{equation*}
$$

These weighted Fekete points can be given an electrostatic interpretation: they are identical pointcharges in $\mathbb{C}$ that interact via a logarithmic potential under the influence of an external field $\mathcal{Q}$. The problem of finding the critical configurations of (1.19) is referred to as the Stieltjes-Fekete problem. For an introduction to the weighted Fekete problem and its connection with logarithmic potentials in an external field we refer the reader to [ST97].

Depending on the context under consideration, the external potential may satisfy suitable additional assumptions and the Fekete points may belong to some fixed domain $\mathcal{D}$. However for our purposes we will be interested in the case where $\mathcal{Q}$ is a harmonic function such that

$$
\begin{equation*}
\mathcal{Q}(z)=2 \operatorname{Re} \widehat{\theta}(z) \tag{1.20}
\end{equation*}
$$

where $\widehat{\theta}(z)$ is analytic, except for a finite number of singularity and branch cuts and has a rational derivative $\widehat{\theta}^{\prime}(z)$. If, under suitable assumptions, a configuration $\mathscr{Z}_{n}=\left\{z_{1}, \ldots, z_{n}\right\}$ forms an equilibrium configuration, it then realises the zero gradient of the energy functional $\mathcal{E}$, from which we obtain:

$$
\begin{equation*}
\sum_{\substack{j, k=1 \\ j \neq k}}^{n} \frac{1}{z_{j}-z_{k}}=\partial_{z} \mathcal{Q}\left(z_{j}\right)=\frac{A\left(z_{j}\right)}{2 B\left(z_{j}\right)} \tag{1.21}
\end{equation*}
$$

Here $A, B$ are two relatively prime polynomials (with $B$ monic) related to the fact that $\widehat{\theta}$ has a rational derivative, and derivative $\partial_{z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right)$ for the complex variable $z=x+i y$.

Equations of similar nature as (1.21) are sometimes referred to as Stieltjes-Bethe equations due of their appearance in the Bethe-Ansatz for spin-chains [Gau76, HW95] and can also be considered on Riemann surfaces of higher genus [Kor18].

It is worth noting that specific choices of $\widehat{\theta}(z)$ and the domain $\mathcal{D}$ are associated with the equilibrium satisfied by the zeroes of the classical orthogonal polynomials:

- Hermite: $\widehat{\theta}(z)=z^{2}$ and $\mathcal{D}=\mathbb{R}$;
- Laguerre: $\widehat{\theta}(z)=z-(\alpha+1) \log z, \alpha>-1$, and $\mathcal{D}=(0, \infty)$;
- Jacobi: $\widehat{\theta}(z)=-(\alpha+1) \log (1-z)-(\beta+1) \log (1+z), \alpha, \beta>-1$, and $\mathcal{D}=(-1,1)$.

The electrostatic interpretation of the zeroes of the classical orthogonal polynomials is a classical result dating back to Stieltjes, although it was also studied by Bochner, Heine, Van Vleck, and Polya. For a review of this classical result we refer the reader to [MMM07].

In this thesis we extend these results and show that the criticality condition of the energy functional (1.19) also applies to a larger family of orthogonal polynomials. Our results answer some of the questions posed in the excellent review [MMM07] around this circle of ideas, such as:

- Are there generalizations of electrostatic models to other families of polynomials?
- Why necessarily the global minimum of the energy $E$ should be considered? Which other types of equilibria described above could be linked to the zeros of the polynomials?
- What is the appropriate model for the complex zeros (when they exist)?

In Chapter 5 we address and answer precisely the above three questions and the result can be described concisely by the following statement:

There is a one-to-one correspondence between the solutions of the Stieltjes-Bethe equations (1.21) and the maximally degenerate orthogonal polynomials of degree $n$ for a semiclassical moment functional of type $(A, B)$.

In order to understand what the meaning of this statement and formulate our main Theorem 1.8 below, we first need to define some of the notions. We start with a semiclassical moment functional, which is a particular case of a moment functional explained in section 3.1

Definition 1.5. A moment functional $\mathcal{M}: \mathbb{C}[z] \rightarrow \mathbb{C}$ is called semiclassical if there exist two relatively prime polynomials $A(z), B(z)$ such that

$$
\begin{equation*}
\mathcal{M}[A(z) p(z)]=\mathcal{M}\left[B(z) p^{\prime}(z)\right] \tag{1.22}
\end{equation*}
$$

for all polynomials $p \in \mathbb{C}[z]$. We say that such a semiclassical functional $\mathcal{M}$ is of type $(A, B)$.
The concept of semiclassical moment functional originated in [Mar87, MR98], see also the previously mentioned review [MMM07]. The main result of [IMR91, MR98, Mar87] is that a semiclassical moment functional $\mathcal{M}$ of type $(A, B)$ can be represented by the moment functional $\mathcal{M}_{\Gamma, \theta}$ defined by the expression

$$
\begin{align*}
\mathcal{M}_{\Gamma, \theta}: \mathbb{C}[z] & \rightarrow \mathbb{C},  \tag{1.23}\\
z^{j} & \mapsto \mathcal{M}_{\Gamma, \theta}\left[z^{j}\right]=\mu_{j}=\int_{\Gamma} z^{j} \mathrm{e}^{\theta(z)} \mathrm{d} z, \tag{1.24}
\end{align*}
$$

where the symbol $\theta$ of the exponential weight satisfies

$$
\begin{equation*}
\theta^{\prime}(z)=-\frac{A(z)+B^{\prime}(z)}{B(z)} \tag{1.25}
\end{equation*}
$$

and the integral is taken over a "weighted contour" $\Gamma=\sum_{j=1}^{d} s_{j} \gamma_{j}$ defined so that the integral over $\Gamma$ is

$$
\begin{equation*}
\int_{\Gamma} f(z) \mathrm{d} z:=\sum_{j=1}^{d} s_{j} \int_{\gamma_{j}} f(z) \mathrm{d} z . \tag{1.26}
\end{equation*}
$$

The weighted contour $\Gamma$ is expressed in terms of contours $\gamma_{j}$ in the complex plane that extend from a zero of $B$ to another (or to infinity) described in Section 5.2.1; the complex parameters $s_{j}, j=1, \ldots d$ parametrize the space of semiclassical moment functionals of a given type $(A, B)$.

| Name | Symbol $\theta(z)$ | Type $(A, B)$ | Contour $\Gamma$ |
| :---: | :---: | :---: | :---: |
| Jacobi | $\alpha \log (1-z)+\beta \log (1+z)$ | $\left.-(\beta+\alpha+2) z-(\alpha-\beta), z^{2}-1\right)$ | $[-1,1]$ |
| Hermite | $-z^{2}$ | $(-2 z, 1)$ | $\mathbb{R}$ |
| Laguerre | $-z+\alpha \log z$ | $(z-\alpha-1, z)$ | $\mathbb{R}_{+}$ |

Table 1.3: The classical orthogonal polynomials (Jacobi, Hermite, Laguerre) can be obtained from a semi-classical moment functional $\mathcal{M}_{\Gamma, \theta}$ of type $(A, B)$ with symbol $\theta(x)$ and contour $\Gamma$ as indicated. The common feature is that $\mathrm{d} \theta=\theta^{\prime} \mathrm{d} x$ is a differential on the Riemann sphere $\mathbb{C P}^{1}$ with total degree of poles $=3$.

The maximum number $d$ of contours $\gamma_{j}$ is the degree of the pole divisor of $\theta^{\prime}(z) \mathrm{d} z$ on the Riemann surface minus 2. In keeping the notation as simple as possible, we omit the explicit dependence of the moment functional on the $\Gamma$ and $\theta$ and we will simply write $\mathcal{M}$ instead of $\mathcal{M}_{\Gamma, \theta}$ where the choice is obvious but implicit.

Given a semiclassical moment functional $\mathcal{M}$, the corresponding orthogonal polynomials, when they exist, are a sequence $\left\{P_{n}(z)\right\}_{n \in \mathbb{N}}$ of polynomials, each of degree at most $n$, satisfying

$$
\begin{equation*}
\mathcal{M}\left[P_{n}(z) z^{k}\right]=0, \quad k=0,1, \ldots, n-1 \tag{1.27}
\end{equation*}
$$

In this manner we can obtain the classical orthogonal polynomials from the semiclassical moment functionals shown in Table 1.3.

Now we introduce the concept of degenerate orthogonal polynomials.
Definition 1.6. An orthogonal polynomial $P_{n}$ of degree $n$ is called $\ell$-degenerate orthogonal, with $\ell \in \mathbb{N}$, if in addition to (1.27) it satisfies the following excess of orthogonality conditions

$$
\begin{equation*}
\mathcal{M}\left[P_{n}(z) z^{n+k}\right]=\sum_{j=1}^{d} s_{j} \int_{\gamma_{j}} P_{n}(z) z^{n+k} \mathrm{e}^{\theta(z)} \mathrm{d} z=0, \quad k=0,1, \ldots, \ell-1 . \tag{1.28}
\end{equation*}
$$

The polynomial $P_{n}(z)$, is called maximally degenerate if $\ell=d-1$ with $d=\max \{\operatorname{deg} A, \operatorname{deg} B-1\}$.
Remark 1.7 (Connection to Painlevé equations). These types of moment functionals were analyzed in [BEH06] where it was shown that the Hankel determinant of the moments, when considered as function of the coefficients of $A, B$, are "isomonodromic tau functions" in the sense of [JMU-I]. In particular this means that specializing the symbol $\theta$ one can connect the theory of orthogonal polynomials to certain solutions of the Painlevé equations II,..., VI, as well as many integrable generalizations thereof. In this perspective the maximal degeneration of a polynomial implies that the tau-function must vanish and hence, in the cases that overlap with the theory of Painlevé transcendents, we are considering poles of the corresponding transcendent.

For a given type of moment functional and given degree $n \in \mathbb{N}$, we consider the conditions of degeneracy as (homogeneous) constraints on the parameters $s_{1}, \ldots, s_{d}$. For this reason in general we expect a maximal degeneracy of $d-1$. If $d=1$ then any orthogonal polynomial is maximally degenerate
(i.e. 0-degenerate) by default. This applies to all the classical moment functionals giving rise to the classical orthogonal polynomials (see Table 1).

We now have all the ingredients to formulate our main theorem (modulo some technical assumptions that will be treated later).

Theorem 1.8. Let $\mathscr{Z}=\left\{z_{1}, \ldots, z_{n}\right\}$ be a critical configuration of weighted Fekete points satisfying the StieltjesBethe equilibrium equations

$$
\begin{equation*}
\sum_{k \neq j} \frac{1}{z_{j}-z_{k}}=\frac{A\left(z_{j}\right)}{2 B\left(z_{j}\right)}, \quad j=1, \ldots, n, \tag{1.29}
\end{equation*}
$$

where $A(z), B(z)$ are relatively prime arbitrary polynomials with $B$ monic. Then
(1) the polynomial $P_{n}(z)=\prod_{j=1}^{n}\left(z-z_{j}\right)$ is a (non-hermitean) maximally degenerate orthogonal polynomial for a semiclassical moment functional $\mathcal{M}$ of type $(A, B)$.
(2) The quasi-polynomial $y(z)=P_{n}(z) \sqrt{B(z)} \mathrm{e}^{\frac{1}{2} \theta(z)}$, with

$$
\begin{equation*}
\theta^{\prime}(z)=-\frac{A(z)+B^{\prime}(z)}{B(z)} \tag{1.30}
\end{equation*}
$$

satisfies the differential equation

$$
\begin{equation*}
y(z)^{\prime \prime}-V(z) y(z)=0 \tag{1.31}
\end{equation*}
$$

where the function $V$ is a rational function of the form

$$
\begin{equation*}
V(z)=\frac{1}{2} \theta^{\prime \prime}+\frac{1}{4}\left(\theta^{\prime}\right)^{2}+\frac{B^{\prime \prime}}{2 B}-\left(\frac{B^{\prime}}{2 B}\right)^{2}+\frac{B^{\prime}}{2 B} \theta^{\prime}+\frac{Q}{B}, \tag{1.32}
\end{equation*}
$$

where $Q$ is a polynomial of degree $\operatorname{deg} Q \leq d-1$, see formula (5.54). Equivalently $P_{n}$ solves

$$
\begin{equation*}
B(z) P_{n}^{\prime \prime}-A(z) P_{n}^{\prime}-Q(z) P_{n}(z)=0 . \tag{1.33}
\end{equation*}
$$

Vice versa, if $P_{n}$ is a maximally degenerate orthogonal polynomial of degree $n$ for a semiclassical moment functional $\mathcal{M}$ of type $(A, B)$ then its zeroes $z_{j}$ satisfy (1.29) and the quasi-polynomial $P_{n}(z) \sqrt{B(z)} \mathrm{e}^{\theta(z) / 2}$ satisfies an ODE as in (1.31) with an appropriate rational function $V$.

## Chapter 2

## Painlevé equations and Isomonodromic deformations

### 2.1 Monodromy theory

In this section we review the monodromy theory of linear ordinary differential equations (ODEs) in the complex plane. We mainly follow the exposition of [FIKN06]; for more details and proofs we refer the reader to the aforementioned book and the references therein.

### 2.1.1 The local picture

Consider a $N \times N$ matrix-valued rational differential $A(\lambda) \mathrm{d} \lambda$ on the Riemann sphere $\lambda \in \mathbb{C P}^{1}$. We're interested in the solutions to the linear system

$$
\begin{equation*}
\frac{\mathrm{d} \Phi}{\mathrm{~d} \lambda}=A(\lambda) \Phi \tag{2.1}
\end{equation*}
$$

In a neighbourhood of a point $\lambda_{0} \in \mathbb{C P}^{1}$ the behaviour of the solutions $\Phi$ of (2.1) is determined by the type of singular point at $\lambda=\lambda_{0}$ of the matrix differential form $A(\lambda) \mathrm{d} \lambda$. There are three distinct possibilities depending whether $\lambda_{0}$ is a:

1. Regular point. The matrix differential $A(\lambda) \mathrm{d} \lambda$ is holomorphic at $\lambda_{0}$.
2. Fuchsian point. The matrix differential $A(\lambda) \mathrm{d} \lambda$ has a simple pole at $\lambda_{0}$.
3. Non-Fuchsian point. The matrix differential $A(\lambda) \mathrm{d} \lambda$ has a multiple pole at $\lambda_{0}$.

In each of these cases the condition of being holomorphic or having a pole at $\lambda$ means that in a local coordinate near $\lambda_{0}$ (i.e. $\zeta=\lambda-\lambda_{0}$ if $\lambda \in \mathbb{C}$ is in the finite complex plane or $\zeta=1 / \lambda$ if $\lambda_{0}=\infty$ ) we can write the following local representation

$$
\begin{equation*}
A(\lambda) \mathrm{d} \lambda=\sum_{j=k}^{\infty} A_{j} \zeta^{j} \mathrm{~d} \zeta, \quad A_{k} \neq 0, \quad \lambda \in D_{\lambda_{0}} \tag{2.2}
\end{equation*}
$$

where $D_{\lambda_{0}}$ is a small disk centered (punctured in the case of a singularity) at $\lambda_{0}$ and with $k \geq 0$ if $\lambda_{0}$ in the regular case, $k=-1$ in the Fuchsian case, and $k \leq-2$ in the non-Fuchsian case. In the non-Fuchsian case we call the positive integer integer $r=-(k+1)$ the Poincaré rank of the singularity. In other words, if $\lambda=\lambda_{0}$ is a pole of order 2 then we obtain a non-Fuchsian singularity of Poincaré rank $r=1$, if the pole has order 3 we obtain a singularity of Poincaré rank $r=2$, etc.

The unassuming reader will not notice anything uncomfortable with this explanation. However the experienced one will be certain to point out that the definition of the coefficients $A_{j}$ in (2.2) is in conflict with the notation used in [FIKN06]. We will of course follow the expedient convention, since there is a good reason for it that will become apparent in the following. However we choose to leave the equation (2.2) in print as a stepping stone for the more naïve and easily confused readers such as my previous self. In fact the conventional representation near a singular point $\lambda_{0}$ is

$$
\begin{equation*}
A(\lambda) \mathrm{d} \lambda=\sum_{j=-r-1}^{\infty} A_{j+1} \zeta^{j} \mathrm{~d} \zeta, \quad A_{k} \neq 0, \quad \lambda \in D_{\lambda_{0}} \backslash\left\{\lambda_{0}\right\}, \quad r=0,1,2, \ldots \tag{2.3}
\end{equation*}
$$

It is clear that if $r=0$ we are in the Fuchsian case, and if $r \geq 1$ we're in the non-Fuchsian case. The convention is such that the $r+1$ polar coefficients are labelled from 0 to $r$ i.e. $A_{j}, j=0,-1, \ldots,-(r+1)$.

The behaviour of solutions $\Phi(\lambda)$ locally near a point $\lambda_{0}$ is classified in the following theorems, depending whether $\lambda_{0}$ is a regular, Fuchsian or non-Fuchsian point. The proofs can be found in [FIKN06].

Theorem 2.1 (Regular case). Let $A(\lambda) \mathrm{d} \lambda$ be $N \times N$ matrix-valued holomorphic differential form in the neighbourhood of the point $\lambda_{0} \in \mathbb{C P}^{1}$, and let $\Phi_{0}$ be a constant $N \times N$ matrix. Then there exists a unique solution $\Phi(\lambda)$ of the equation 2.1 which is holomorphic in the same neighbourhood and such that $\Phi\left(\lambda_{0}\right)=\Phi_{0}$

For the Fuchsian case we make the additional assumption that the leading coefficient $A_{0}$ in the expansion (2.3) is diagonalisable and non-resonant, namely we can write

$$
\begin{equation*}
A_{0}=P \Lambda_{0} P^{-1}, \quad \operatorname{det} P \neq 0 \tag{2.4}
\end{equation*}
$$

where $\Lambda_{0}$ is a diagonal matrix with (possibly repeated) eigenvalues whose difference is not a (non-zero) integer. The following statement can be adapted to the resonant and non-diagonalisable cases. See [Was87, Sib90] for further details.

Theorem 2.2 (Fuchsian case). Let $A(\lambda) \mathrm{d} \lambda$ be $N \times N$ matrix-valued differential form in a punctured neighbourhood of singularity $\lambda_{0} \in \mathbb{C P}^{1}$ of Fuchsian type (i.e. simple pole). Suppose that the leading coefficient $A_{0}$ in the Laurent expansion (2.3) is diagonalisable as in (2.4) and non-resonant. Then the linear ODE 2.1 has a fundamental solution in the punctured neighbourhood of $\lambda_{0}$ of the form

$$
\begin{equation*}
\Phi(\lambda)=P\left(\mathbb{I}+\sum_{j=1}^{\infty} \Phi_{j} \zeta^{j}\right) \zeta^{\Lambda_{0}} . \tag{2.5}
\end{equation*}
$$

where the power series is convergent and $\zeta$ is a local variable near $\lambda_{0}$.

We shall call the matrix $\Lambda_{0}$ the formal monodromy exponents.
In the case of a non-Fuchsian singularity, also known as an irregular singularity, we make the following assumption: the leading coefficient coefficient $A_{-r}$ in (2.3) is diagonalisable with distinct eigenval-
ues, namely

$$
\begin{equation*}
A_{-r}=P \Lambda_{-r} P^{-1}, \quad \operatorname{det} P \neq 0, \quad \Lambda_{-r}=\operatorname{diag}\left(d_{1}, \ldots, d_{N}\right) \tag{2.6}
\end{equation*}
$$

and $d_{j} \neq d_{i}$ whenever $i \neq j$.
Theorem 2.3 (non-Fuchsian case). Let $A(\lambda) \mathrm{d} \lambda$ be $N \times N$ matrix-valued differential form in a punctured neighbourhood of a non-Fuchsian singularity $\lambda_{0} \in \mathbb{C P}^{1}$ of Poincaré rank $r$ (i.e. pole of order $r+1$ ). Suppose that the leading coefficient $A_{-r}$ in the Laurent expansion (2.3) is diagonalisable as in (2.6) with distinct eigenvalues. Then the linear ODE (2.1) has formal fundamental solution in the punctured neighbourhood of $\lambda_{0}$ of the form

$$
\begin{equation*}
\Phi_{\text {formal }}(\lambda)=P\left(\mathbb{I}+\sum_{j=1}^{\infty} \Phi_{j} \zeta^{j}\right) \exp \left(\frac{\Lambda_{-r}}{-r} \zeta^{-r}+\cdots+\frac{\Lambda_{-1}}{-1}+\Lambda_{0} \log \zeta\right) \tag{2.7}
\end{equation*}
$$

where all the matrices $\Lambda_{-j}, j=0,1, \ldots, r$ are all diagonal. Furthermore, the coefficients $\Phi_{j}$ and the exponents $\Lambda_{j}$ can all be determined recursively as polynomials in the coefficients $A_{j}$ in the expansion (2.3).

The series solution (2.7) is called formal because it is not convergent in general. This is the main difference between the Fuchsian and non-Fuchsian case. To understand the connection between the formal solutions and actual solutions in the non-Fuchsian case we need to introduce the Stokes sectors.

Fix a pair of eigenvalues $\alpha_{j}, \alpha_{i}$ of the leading coefficient matrix $A_{-r}$ in the expansion (2.3). Define the following $2 r$ rays emanating from the origin in the $\zeta$-plane:

$$
\begin{equation*}
l_{n}^{(i, j)}=\left\{\zeta \in \mathbb{C}:|\zeta|<\rho, \quad \arg \zeta=\frac{1}{r} \arg \left(\alpha_{j}-\alpha_{i}\right)+\frac{\pi}{r}\left(n+\frac{1}{2}\right)\right\}, \quad n=0,1, \ldots, 2 r-1 \tag{2.8}
\end{equation*}
$$

The rays $l_{n}^{(i, j)}$ are called Stokes rays. We will say a sector $\Omega$ around the point $\lambda_{0}$ is a Stokes sector if for each pair $(i, j)$ with $i<j$ it contains exactly one Stokes ray from the family $\left\{l_{n}^{(i, j)}\right\}_{n=0}^{2 r-1}$.

This definition is rather clunky and obtuse, however, it is the correct one since it ensures that in each Stokes sector the fundamental solution $\Phi_{\text {formal }}$ has a mixture of dominance and recessiveness in each sector. Fortunately for us, there is a canonical way of choosing Stokes sectors [FIKN06]. Indeed, any sector of opening $\pi / r+\delta$, for a sufficiently small $\delta$, is a Stokes sector. Let us then define the following collection of $2 r+1$ sectors $\left\{\Omega_{k}\right\}_{k=0}^{2 r+1}$ covering the punctured disk $D_{\lambda_{0}} \backslash \lambda_{0}$ :

$$
\begin{gather*}
\Omega_{k}:=\mathrm{e}^{\mathrm{i} \frac{\pi}{r} k} \Omega_{\star}, \quad k=0,1, \ldots, 2 r, \\
\Omega_{\star}:=\left\{\zeta \in \mathbb{C}: 0<|\zeta|<\rho, \quad \theta<\arg \zeta<\theta+\frac{\pi}{r}+\delta\right\} \tag{2.9}
\end{gather*}
$$

where $\theta$ is arbitrary and $\rho, \delta$ are sufficiently small. Note that $\Omega_{2 r}=\Omega_{0}=\Omega_{\star}$. We are now ready to formulate the following foundational theorem.

Theorem 2.4. Let $A(\lambda) \mathrm{d} \lambda$ be $N \times N$ matrix-valued differential form in a punctured neighbourhood of a nonFuchsian singularity $\lambda_{0} \in \mathbb{C P}^{1}$ of Poincaré rank $r$. Suppose that the leading coefficient $A_{-r}$ in the Laurent expansion (2.3) is diagonalisable as in (2.6) with distinct eigenvalues. Additionally suppose that $\Omega_{k}, k=0,1, \ldots, 2 r$ are canonical Stokes sectors at the singular point $\lambda_{0}$. Then there exist unique solutions $\Phi_{k}$ of the linear ODE (2.1) which has a Poincaré asymptotic expansion coinciding with the formal solution $\Phi_{\text {formal }}$ in each Stokes sector $\Omega_{k}$ :

$$
\begin{gather*}
\Phi_{k}(\lambda) \simeq \Phi_{\text {formal }}(\lambda), \quad k=0,1, \ldots, 2 r  \tag{2.10}\\
\lambda \rightarrow \lambda_{0}, \quad \lambda \in \Omega_{k}
\end{gather*}
$$

where $\Phi_{\text {formal }}(\lambda)$ is given in (2.7) and the branch of the logarithm in that formula is chosen appropriately ${ }^{1}$. The solutions $\Phi_{k}, k=0, \ldots, 2 r$ are termed the canonical solutions.

We are now ready to understand the following key concepts.
Characteristic exponent matrices. Owing to Theorem 2.2, the local solutions of the system (2.1) near a Fuchsian singular point are multivalued due to the presence of the formal monodromy factor

$$
\begin{equation*}
\zeta^{\Lambda_{0}}:=\mathrm{e}^{\Lambda_{0} \log (\zeta)} \tag{2.11}
\end{equation*}
$$

Suppose we fix a determination of branch cuts. If we perform analytic continuation along a closed contour starting at a point $\lambda_{\star}$ and going around the singular point $\lambda_{0}$, it is clear that the multivalued function (2.11) attains an extra factor of $\mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}}$. We denote this by

$$
\begin{equation*}
\zeta^{\Lambda_{0}} \underset{\gamma}{\rightsquigarrow} \zeta^{\Lambda_{0}} \mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}} \tag{2.12}
\end{equation*}
$$

where $\gamma$ is a closed contour starting and ending at $\lambda_{\star}$
Stokes phenomenon. Note that $\Phi_{k}$ are in general different solution all with the same asymptotics in different sectors. From this result it is straight forward to understand the concept of Stokes phenomenon. Around each non-Fuchsian singular point $\lambda_{0}$ there exist $2 r+1$ canonical solutions to (2.1). Any two solutions of the same linear ODE are related by a invertible linear transformation, so that we can write

$$
\begin{equation*}
\Phi_{k+1}(\lambda)=\Phi_{k}(\lambda) \mathbb{S}_{k}, \quad \operatorname{det} \mathbb{S}_{k} \neq 0, \quad k=0, \ldots, 2 r-1 \tag{2.13}
\end{equation*}
$$

These matrices are called Stokes matrices and their non-trivial entries are called Stokes parameters or multipliers. These matrices can be shown to be upper or lower triangular with ones along the diagonal. Furthermore, these matrices together with the datum of exponents $\Lambda_{-r}, r=0, \ldots, r$ completely determine the linear system (2.1) up to local holomorphic gauge equivalent, see [FIKN06, Thm 1.5] for more details. It is worth noting that although $\Omega_{0}=\Omega_{2 r}$, in general the canonical solutions $\Phi_{0}(\lambda) \neq \Phi_{2 r}(\lambda)$. This is due to the logarithm in the formal solution (2.7), and so we obtain

$$
\begin{equation*}
\Phi_{2 r}(\lambda)=\Phi_{0} \mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}} \tag{2.14}
\end{equation*}
$$

Furthermore, around an irregular singular point $\lambda_{0}$ the Stokes matrices are related by

$$
\begin{equation*}
\mathbb{S}_{0} \mathbb{S}_{1} \ldots \mathbb{S}_{2 r-1}=\mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}} \tag{2.15}
\end{equation*}
$$

where $\Lambda_{0}$ is the formal monodromy exponent.

### 2.1.2 The global picture

In this section we consider the global behaviour of solutions of the linear ODE (2.1). The following theorem will be essential for what follows.

Theorem 2.5 (Monodromy theorem). Consider the singular points $a_{j} \in \mathbb{C P}^{1}, j=1, \ldots, m$ of the coefficient

[^3]matrix $A(\lambda)$ of the linear system (2.1), and suppose that $\gamma$ is a contour in $\mathbb{C P}^{1}$ avoiding all the singular points
\[

$$
\begin{equation*}
\gamma:[0,1] \rightarrow \mathbb{C P}^{1} \backslash\left\{a_{1}, \ldots, a_{m}\right\} \tag{2.16}
\end{equation*}
$$

\]

with endpoints $\lambda_{0}=\gamma(0)$ and $\lambda_{1}=\gamma(1)$. Then any germ of a solution $\Phi(\lambda)$ at the (regular) point $\lambda_{0}$ can be analytically continued along the contour $\gamma$ to another local solution at the point $\lambda_{1}$. Furthermore, this analytic continuation depends only on the homotopy class (with fixed endpoint at $\lambda_{0}$ and $\lambda_{1}$ ) of the contour $\gamma$.

This theorem gives us an answer to the problem of obtaining global solutions of the linear ODE (2.1): take any local solution and "simply" perform analytic continuation! This is however more easily said than done, for performing analytic continuation is not as straight forward as one may hope. ${ }^{2}$ This approach however allows us to define the key theoretical concept of monodromy representation.

Take the singular points $a_{j} \in \mathbb{C P}^{1}, j=1, \ldots, m$ of the coefficient matrix $A(\lambda)$ of the linear system (2.1) and fix a base point $\lambda_{\star} \in \mathbb{C} \mathbb{P}^{1} \backslash\left\{a_{1}, \ldots, a_{m}\right\}$. Consider the fundamental group of the punctured Riemann sphere, namely the homotopy classes of loops starting at $a_{\star}$ and avoiding the singular points

$$
\pi_{1}=\left\{[\gamma]: \begin{array}{c}
\gamma:[0,1] \rightarrow \mathbb{C P}^{1} \backslash\left\{a_{1}, \ldots, a_{m},\right\}  \tag{2.17}\\
\gamma(0)=\gamma(1)=\lambda_{\star}
\end{array}\right\} .
$$

Fix a solution $\Phi(\lambda)$ with initial condition $\Phi\left(\lambda_{\star}\right)=\Phi_{0}$. The analytic continuation of this solution along a loop $\gamma \in \pi_{1}$ yields another solution $\Phi_{\gamma}(\lambda)$ differing from the initial solution $\Phi(\lambda)$ by an invertible linear transformation

$$
\begin{equation*}
\Phi_{\gamma}(\lambda)=\Phi(\lambda) \mathbb{M}_{\gamma} \tag{2.18}
\end{equation*}
$$

We shall call $\mathbb{M}_{\gamma}$ the monodromy matrix. It is clear from the Monodromy Theorem 2.5 that $\mathbb{M}_{\gamma}$ only depends on the homotopy class of the contour $\gamma$. This defines a representation of the fundamental group of the punctured Riemann sphere

$$
\begin{align*}
\mathcal{M}: \pi_{1}\left(\mathbb{C P}^{1} \backslash\left\{a_{1}, \ldots, a_{m}\right\}\right) & \rightarrow \mathbf{G L}_{N}(\mathbb{C}),  \tag{2.19}\\
\gamma & \mapsto \mathbb{M}_{\gamma}
\end{align*}
$$

It is possible to relate the monodromy matrices, Stokes matrices, characteristic exponents in the following fashion

$$
\begin{gather*}
\mathbb{M}_{1} \mathbb{M}_{2} \ldots \mathbb{M}_{m}=\mathbb{I},  \tag{2.20a}\\
\mathcal{E}_{j}^{-1} \mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}^{(j)}} \mathcal{E}_{j}=\mathbb{M}_{j}, \quad \text { (if } a_{j} \text { is Fuchsian sing.), }  \tag{2.20b}\\
\left.\mathcal{E}_{j}^{-1} \mathrm{e}^{2 \pi \mathrm{i} \Lambda_{0}^{(j)}}\left(\mathbb{S}_{0}^{(j)} \ldots \mathbb{S}_{2 r_{j}-1}^{(j)}\right)^{-1} \mathcal{E}_{j}=\mathbb{M}_{j} \quad \text { (if } a_{j} \text { is a non-Fuchsian sing. of Poincaré rank } r_{j}\right) \tag{2.20c}
\end{gather*}
$$

where througout $j=1, \ldots, m$ and $\mathbb{M}_{j}$ is the monodromy matrix corresponding to a loop around $a_{j}, \mathbb{S}_{k}^{(j)}$ with $k=0, \ldots, 2 r_{j}-1$ is a Stokes matrix of the irregular singular point $a_{j}$ of Poincaré rank $r_{j}$ and $\Lambda_{0}^{(j)}$ is the formal monodromy matrix of the singular point $a_{j}$. Furthermore $\mathcal{E}_{j}$ is the connection matrix relating solutions at the base point $\lambda_{\star}$ to solutions near the singular points $a_{j}$. For more details see [FIKN06, Ch. 2.0.3, 2.0.4].

It is worth noting that the characteristic exponents, monodromy matrices and Stokes matrices are

[^4]highly transcendental quantities and they are only known explicitly for very specific systems such as in the case of the hypergeometric equation.

### 2.1.3 The inverse monodromy problem

We shall now describe what is known as the extended monodromy data, which describes the linear system globally. Suppose that the linear system (2.1) has $m$ singularities $a_{j}$, where $p$ of them are Fuchsian for $j=1, \ldots, p \leq m$ and $m-p$ of them are non-Fuchsian for $j=p+1, \ldots, m$.

We now collect all the important matrices that we've considered in the previous section. For the Fuchsian points corresponding to $j=1, \ldots, p$ take the characteristic exponents $\Lambda_{0}^{(j)}$ as defined in (2.4). For the non-Fuchsian points corresponding to $j=p+1, \ldots, m$, each of them with Poincaré rank $r_{j}$, take the "extended" characteristic exponents $\Lambda_{r_{j}}^{(j)}, \ldots, \Lambda_{0}^{(j)}$, as well as the associated Stokes matrices $\mathbb{S}_{0}^{(j)}, \ldots, \mathbb{S}_{2 r_{j}-1}^{(j)}$. So far all these matrices provide only local information. For this reason we also need to consider, regardless of the nature of the singular point, the connection matrices $\mathcal{E}_{j}$ which give rise to the global monodromy matrices, as defined in formulas (2.20a)-(2.20c). Together with the location of the poles, this datum forms the so called extended monodromy data of the rational coefficient $A(\lambda)$, and we denote it

$$
\mathfrak{M}:=\left\{\begin{array}{ccccc}
\text { Singular } & \text { Formal monodromy } & \text { Extended formal monodromy } & \text { Stokes matrices of } & \text { Connection }  \tag{2.21}\\
\text { points } & \text { of Fuchsian pts. } & \text { of non-Fuchsian pts. } & \text { non-Fuchsian pts. } & \text { matrices } \\
a_{j} & , & \Lambda_{0}^{(j)} & \Lambda_{r_{j}}^{(j)}, \ldots, \Lambda_{0}^{(j)} & \mathbb{S}_{0}^{(j)}, \ldots, \mathbb{S}_{2 r_{j}-1}^{(j)}, \\
(j=1, \ldots, m) & (j=1, \ldots, p) & (j=p+1, \ldots, m) & (j=p+1, \ldots, m) & (j=1, \ldots, m)
\end{array}\right\}
$$

It is shown in [FIKN06, Ch.2.0.5] that the extended monodromy data $\mathfrak{M}$ uniquely determines the linear ODE (2.1) with rational coefficient $A(\lambda)$ with a fixed number $m$ of points of given multiplicities $r_{j}$. In other words, the map $A(\lambda) \mapsto \mathfrak{M}$ is one to one.

This map however, is highly transcendental and there is no easy way of realising it. This setting is also highly rigid since the bijective nature leaves no room for deformations. For this reason, we consider a more unconstrained version of the extended monodromy data $\mathfrak{M}$ known as the essential monodromy data:

$$
\mathfrak{m}:=\left\{\begin{array}{ccc}
\text { Formal monodromy } & \text { Stokes matrices } & \text { Connection }  \tag{2.22}\\
\text { of singular pts. } & \text { of non-Fuchsian pts. } & \text { matrices } \\
\Lambda_{0}^{(j)} & \mathbb{S}_{0}^{(j)}, \ldots, \mathbb{S}_{2 r_{j}-1}^{(j)} & \mathcal{E}_{j} \\
(j=1, \ldots, m) & (j=p+1, \ldots, m) & (j=1, \ldots, m)
\end{array}\right\}
$$

Thus the monodromy theory of linear ODEs in the complex domain with rational coefficients attempts to understand the direct monodromy map

$$
\begin{equation*}
A(\lambda) \longmapsto \mathfrak{m} \tag{2.23}
\end{equation*}
$$

and the inverse monodromy map

$$
\begin{equation*}
\mathfrak{M} \longmapsto A(\lambda) \tag{2.24}
\end{equation*}
$$

The inverse monodromy problem, also known as the Riemann-Hilbert problem, has a long and illustrious history. It started as the 21st problem in Hilbert's famous list of problems [Hil00], and consists of proving the existence of a linear system with Fuchsian singularities at prescribed locations with prescribed monodromy. In Hilbert's own words (or rather the words of Hilbert's translator) [Hil02]:
> " In the theory of linear differential equations with one independent variable $z$, I wish to indicate an important problem, one which very likely Riemann himself may have had in mind. This problem is as follows: to show that there always exists a linear differential equation of the Fuchsian class, with given singular points and monodromic group. The problem requires the production of $n$ functions of the variable $z$, regular throughout the complex $z$ plane except at the given singular points; at these points the functions may become infinite of only finite order, and when $z$ describes circuits about these points the functions shall undergo the prescribed linear substitutions. The existence of such differential equations has been shown to be probable by counting the constants, but the rigorous proof has been obtained up to this time only in the particular cases [...]. The theory of linear differential equations would evidently have a more finished appearance if the problem here sketched could be disposed of by some perfectly general method. "

The Riemann-Hilbert problem was initially thought to be solved by J. Plemelj in 1908, but a counterexample of was found. This original setting has been generalised by Birkhoff to the case of a linear system with arbitrary singularities (i.e. admitting non-Fuchsian points) and prescribed Stokes phenomena, and depending on the specific formulation has been resolved by Bolibruch [AB94].

### 2.1.4 Isomonodromic deformations

Since the essential monodromy data (2.22) does not uniquely determine the linear system (2.1) one may wonder what kind of perturbations keep the essential monodromy data $\mathfrak{m}$ intact. This is what is known as isomonodromic deformations.

Consider a family of linear ODEs with rational coefficients

$$
\begin{equation*}
\frac{\partial \Phi}{\partial \lambda}=A(\lambda, t) \Phi \tag{2.25}
\end{equation*}
$$

parametrised by $t=\left(t_{1}, \ldots, t_{q}\right) \in \mathbb{C}^{q}$, where $A(\lambda, t)$ is rational in $\lambda$ and holomorphic in $t$.
Definition 2.6 (Isomonodromic deformation). Suppose that the holomorphic family of linear ODEs with rational coefficients (2.25) satisfies the conditions:
(I) The number $m$ of poles $a_{j}, j=1, \ldots, m$ is independent of the deformation parameters $t$. Additionally, as $t$ varies the poles do not become arbitrarily close.
(II) The spectrum of the leading coefficient $A_{-r_{j}}$ of the Laurent expansion (2.3) of the coefficient matrix $A(\lambda) \mathrm{d} \lambda$ near the singular point $a_{j}$ is independent of $t$ and satisfies the usual conditions for Fuchsian and non-Fuchsian points.
(III) At each irregular singular point $a_{j}(t)$ with Poincaré rank $r_{j} \geq 1$, the set of Stokes sectors can be chosen unambiguously so that it is $t$ independent and invariant under the map $\lambda \mapsto \lambda-a_{j}(t)$.
(IV) Canonical solutions (2.5) near Fuchsian points are holomorphic in $t$ and and the asymptotics of canonical solutions (2.10) near irregular points holds uniformly in $t$.

If the essential monodromy data $\mathfrak{m}=\left\{\Lambda_{0}^{j}, \mathbb{S}_{k}^{j}, \mathcal{E}_{j}\right\}$ is independent of $t$ then we say the linear system (2.25) is isomonodromic.

Assuming that one of the poles is always at infinity (i.e. $a_{m}(t)=\infty$ ) and other additional technical assumptions (see [FIKN06, p.134]) it is possible to describe isomonodromic deformations in terms of nonlinear differential equations. This was first done in [JMU-I] who considered the differential form

$$
\begin{equation*}
\Theta(\lambda, t)=\mathrm{d} \Phi \cdot \Phi^{-1}=\left(\sum_{j=1}^{q} \frac{\partial \Phi}{\partial t_{j}} \mathrm{~d} t_{j}\right) \Phi^{-1} . \tag{2.26}
\end{equation*}
$$

Due to the isomonodromic property of the system, this differential 1-form is a single-valued in the punctured Riemann sphere $\mathbb{C} \mathbb{P}^{1} \backslash\left\{a_{1}, \ldots, a_{m}\right\}$. In fact, more can be stated about this differential form.

Theorem 2.7. The differential form $\Theta(\lambda, t)$ is rational in $\lambda$ with poles at $a_{1}, \ldots, a_{m-1}, a_{m}=\infty$ with the same Poincaré rank $r_{j}$ of the corresponding poles of $A(\lambda) \mathrm{d} \lambda$. Furthermore $\Theta(\lambda, t)$ is determined by the coefficients of the partial fraction decomposition of the rational function $A(\lambda)$ :

$$
\begin{equation*}
\Theta(\lambda, t)=\Theta\left(\lambda ;\left\{A_{k}^{(j)}\right\},\left\{a_{j}\right\}\right) \tag{2.27}
\end{equation*}
$$

where

$$
\begin{align*}
A(\lambda, t) & =A^{(\infty)}(\lambda)+\sum_{j=1}^{m-1} A^{(j)}(\lambda),  \tag{2.28}\\
A^{(j)}(\lambda) & =\sum_{k=1}^{r_{j}+1} \frac{A_{-k+1}^{(j)}}{\left(\lambda-a_{j}\right)^{k}},  \tag{2.29}\\
A^{(\infty)} & = \begin{cases}-\sum_{k=0}^{r_{\infty}-1} A_{-k-1}^{(\infty)} \lambda^{k} & \text { if } r_{\infty}>0, \\
0 & \text { if } r_{\infty}=0,\end{cases} \tag{2.30}
\end{align*}
$$

where the $A_{k}^{(j)}$ coincide with the Laurent expansion in (2.3).
The determination of these coefficients $A_{k}^{(j)}$ and consequently of the differential form $\Theta(\lambda, t)$ can be done recursively and explicitly, see [FIKN06, p.135] for more details. The importance of this differential is that it allows us to write an auxiliary linear system in the parameters $t$, so that

$$
\begin{equation*}
\mathrm{d} \Phi=\Theta(\lambda, t) \Phi, \quad \text { i.e. } \quad \frac{\partial \Phi}{\partial t_{j}}=\Theta_{j}(\lambda, t) \Phi \quad(j=1, \ldots, q) \tag{2.31}
\end{equation*}
$$

where we use $\Theta(\lambda, t)=\sum_{j} \Theta_{j}(\lambda, t) \mathrm{d} t_{j}$. Therefore the function $\Phi$ (2.25) satisfies the overdetermined linear system

$$
\left\{\begin{array} { l } 
{ \frac { \partial \Phi } { \partial \lambda } = A ( \lambda , t ) \Phi , }  \tag{2.32}\\
{ \mathrm { d } \Phi = \Theta ( \lambda , t ) \Phi . }
\end{array} \quad \text { i.e. } \quad \left\{\begin{array}{l}
\frac{\partial \Phi}{\partial \lambda}=A(\lambda, t) \Phi \\
\frac{\partial \Phi}{\partial t_{j}}=\Theta_{j}(\lambda, t) \Phi, \quad(j=1, \ldots, q)
\end{array}\right.\right.
$$

Imposing the condition of equality of mixed partial derivatives we obtain the following compatibility conditions

$$
\begin{equation*}
\mathrm{d} A-\frac{\partial \Theta}{\partial \lambda}+[A, \Theta]=0 \tag{2.33}
\end{equation*}
$$

which hold identically in $\lambda$. Equating both sides of the equations yields a system of non-linear differential equations in $t$ for the matrix coefficient $A_{k}^{(j)}(t)$. In their seminal papers Jimbo, Miwa and Ueno re-
alised all of the Painlevé equations in this manner: as the compatibility condition of an isomonodromic system. Furthermore, they showed that the compatibility condition (2.33) is not only necessary, but also sufficient to ensure isomonodromy. See the original papers [JMU-I, JM-II, JM-III] or [FIKN06] for a more comprehensive approach.

### 2.2 Painlevé equations

The six Painlevé transcendents are non-linear second order ordinary differential equations (ODEs) satisfying an equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u}{\mathrm{~d} t^{2}}=F\left(t, u, \frac{\mathrm{~d} u}{\mathrm{~d} t}\right) \tag{2.34}
\end{equation*}
$$

where $F$ is meromorphic in $t$ and rational in $u, u_{t}$. They were introduced at the turn of the century by Paul Painlevé and his followers as a result of the classification problem of second order ODEs ${ }^{3}$ satisfying the

Painlevé property. All the solutions of (2.34) are free from movable critical points, i.e. the locations of branch points and essential singularities does not depend on initial conditions.

This property is enjoyed by all linear ODEs, however even the simplest non-linear differential equation $y_{t}=(2 y)^{-1}$, which has solution $y(t)=(t+c)^{1 / 2}$, fails to have the Painlevé property since it has a movable branch point at $t=c$. This critical point is movable since it depends on the initial conditions $y(0)=c^{1 / 2}$. The motivation for this classification problem is now clear: any solutions of a Painlevé equation can be analytically continued to the universal covering of a punctured Riemann sphere, which is determined uniquely by the equation. Therefore these equations bridge the gap between linear and non-linear differential equations, and they provide important examples of non-linear special functions, as opposed to the classical special functions (Airy, Bessel, Hypergeometric, etc.) which are all given in terms of linear ODEs.

The following are the canonical forms of the six Painlevé equations:

$$
\begin{align*}
u^{\prime \prime} & =6 u^{2}+t  \tag{PI}\\
u^{\prime \prime} & =2 u^{3}+t u+\alpha,  \tag{PII}\\
u^{\prime \prime} & =\frac{1}{u}\left(u^{\prime}\right)^{2}-\frac{u^{\prime}}{t}+\frac{1}{t}\left(\alpha u^{2}+\beta\right)+\gamma u^{3}+\frac{\delta}{u},  \tag{PIII}\\
u^{\prime \prime}= & \frac{1}{2 u}\left(u^{\prime}\right)^{2}+\frac{3}{2} u^{3}+4 t u^{2}+2\left(t^{2}-\alpha\right) u+\frac{\beta}{u},  \tag{PIV}\\
u^{\prime \prime}= & \frac{3 u-1}{2 u(u-1)}\left(u^{\prime}\right)^{2}-\frac{u^{\prime}}{t}+\frac{(u-1)^{2}}{t^{2}}\left(\alpha u+\frac{\beta}{u}\right)+\frac{\gamma u}{t}+\frac{\delta u(u+1)}{u-1},  \tag{PV}\\
u^{\prime \prime} & =\frac{1}{2}\left(\frac{1}{u}+\frac{1}{u-1}+\frac{1}{u-t}\right)\left(u^{\prime}\right)^{2}-\left(\frac{1}{t}+\frac{1}{t-1}+\frac{1}{u-t}\right) u^{\prime}+ \\
& +\frac{u(u-1)(u-t)}{t^{2}(t-1)^{2}}\left(\alpha+\beta \frac{t}{u^{2}}+\gamma \frac{t-1}{(u-1)^{2}}+\delta \frac{t(t-1)}{(u-t)^{2}}\right) . \tag{PVI}
\end{align*}
$$

where $^{\prime}=\frac{\mathrm{d}}{\mathrm{d} t}$ and $\alpha, \beta, \gamma, \delta$ are arbitrary complex parameters.

[^5]
### 2.2.1 Special solutions of PII

In general Painlevé equations cannot be solved explicitly, this is why their general solutions are called Painlevé transcendents. However, for special choices of the parameters it is possible to obtain explicit solutions that can be written explicitly in terms of previously known special functions. To exemplify this point, we will focus on the special solutions of the second Painlevé transcendent.

It was recognised by Vorob'ev and Yablonskii in [Yab59, Vor65] that the PII equation admits rational solutions when $\alpha=n \in \mathbb{Z}$. They are explicitly given in terms of the homonymous polynomials defined in (1.3)

A priori the recursion (1.3) only determines a rational function of $t$. However it can be shown, as the name suggests, that $Y_{n}(t)$ is in fact a polynomial and additionally that the polynomials $Y_{n}(t)$ have degree $n(n+1) / 2$. It is worth noting that the arrangement of the roots of $Y_{n}(t)$ follows a rather symmetric triangular pattern, as can be seen in Fig. 2.1.

Surprisingly, these polynomials also admit a representation in terms of Schur polynomial [KO96]

$$
\begin{equation*}
Y_{n}(t)=\left(-\frac{4}{3}\right)^{\frac{n(n+1)}{6}}\left(\prod_{k=1}^{n}(2 k-1)!!\right) S_{\lambda_{\text {staircase }}}\left(\left(-\frac{3}{4}\right)^{\frac{1}{3}} t, 0,1,0,0, \ldots\right) \tag{2.35}
\end{equation*}
$$

Here we denote the partition $\lambda_{\text {staircase }}=(n, n-1, \ldots, 1)$ and $S_{\lambda}$ is the Schur polynomial for the partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ defined by the determinantal expression

$$
S_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\prod_{i<j}\left(x_{i}-x_{j}\right)} \operatorname{det}\left[\begin{array}{cccc}
x_{1}^{\lambda_{1}+n-1} & x_{2}^{\lambda_{1}+n-1} & \ldots & x_{n}^{\lambda_{1}+n-1}  \tag{2.36}\\
x_{1}^{\lambda_{2}+n-2} & x_{2}^{\lambda_{2}+n-2} & \ldots & x_{n}^{\lambda_{2}+n-2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{\lambda_{n}} & x_{2}^{\lambda_{n}} & \ldots & x_{n}^{\lambda_{n}}
\end{array}\right]
$$

These polynomials give an explicit formula for the rational solutions of PII.
Theorem 2.8. The second Painlevé equation (PII) admits rational solutions if and only if $\alpha=n \in \mathbb{Z}$. We denote these solutions $u_{n}(t)$. In particular, if $\alpha=0$ the solution is trivial $u_{0}(t)=0$; if $n \geq 1$ the solution is given in terms of the Vorob'ev-Yablonskii polynomials:

$$
\begin{equation*}
u_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \log \frac{Y_{n-1}(t)}{Y_{n}(t)}=\frac{Y_{n-1}^{\prime}(t)}{Y_{n-1}(t)}-\frac{Y_{n}^{\prime}(t)}{Y_{n}(t)} \tag{2.37}
\end{equation*}
$$

For a negative integer $\alpha=-n$ the corresponding rational solution is given by $u_{-n}(t)=-u_{n}(t)$.
We remark that the poles of solutions to (PII) are always simple and have residue $\pm 1$ [GLS02]. In the case of rational solutions $u_{n}(t)$ this can be deduced from the formula (2.37) and the fact that consecutive Vorob'ev-Yablonskii polynomials do not share any roots [Tan00]. Consequently the poles of residue +1 correspond to the zeroes of $Y_{n-1}(t)$ and the poles of residue -1 correspond to the zeroes of $Y_{n}(t)$.

In light of the Painlevé property, the study of the location of poles of solutions of any of the Painlevé transcendents remains an interestingly remarkable challenge. The problem has received significant attention for the cases of the tritronquée solution of the first Painlevé equation [Mas10a, Mas10b], the rational solutions of the second Painlevé transcendent [BM12, BM12, BM14, BM15, BB15], the rational solutions of the third Painlevé transcendent [BMS18, BM20] its hierarchy [CM03, BBB16] and the fourth


Figure 2.1: Roots of the Vorob'ev-Yablonskii polynomial $Y_{n}(t)$ with $n=30$.

Painlevé transcendent [MR18, BM20].

### 2.2.2 Lax pairs of Painlevé II

Following the isomonodromic deformation theory outlined in Section 2.1 we introduce two distinct rank-2 Lax pair representations for the second Painlevé transcendent (PII) which will be of crucial importance in the upcoming computations. The isomonodromic theory of Painlevé equations has been developed in [JMU-I, JM-II, JM-II]. They are known as the Flaschka-Newell and the Jimbo-Miwa Lax pairs and they're given as an overdetermined system of the shape

$$
\left\{\begin{array}{l}
\frac{\partial \Phi}{\partial z}=A(z, t) \Phi  \tag{2.38}\\
\frac{\partial \Phi}{\partial t}=B(z, t) \Phi
\end{array}\right.
$$

The relation with the framework in Section 2.1.4 is that $z \in \mathbb{C}$ is a local coordinate of $\lambda \in \mathbb{C P}^{1}$, and that there is only one parameter $t=t_{1} \in \mathbb{C}$. In this case the compatibility condition (2.33) becomes the equality of the partial derivatives $\Phi_{x t}=\Phi_{t x}$, which is equivalent to

$$
\begin{equation*}
\frac{\partial A}{\partial t}-\frac{\partial B}{\partial z}+[A, B]=0 \tag{2.39}
\end{equation*}
$$

gives a system of non-linear ODEs which is equivalent to the second Painlevé equation. Throughout we denote the Pauli matrices

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1  \tag{2.40}\\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

and additionally we define

$$
\sigma_{+}=\left[\begin{array}{ll}
0 & 1  \tag{2.41}\\
0 & 0
\end{array}\right], \quad \sigma_{-}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]
$$

## Flaschka-Newell Lax pair

Theorem 2.9 ([FN80]). The Painlevé II equation (PII) for the function $u(t)$ is determined from the compatibility condition of the following rank-2 overdetermined linear system (2.38) with the coefficients matrices

$$
\begin{align*}
& A(z, t)=-i\left(4 z^{2}+t+2 u^{2}\right) \sigma_{3}+\left(4 z u+\frac{\alpha}{z}\right) \sigma_{1}-2 v \sigma_{2}  \tag{2.42}\\
& B(z, t)=-i z \sigma_{3}+u \sigma_{1}
\end{align*}
$$

where $u=u(t)$ and $v=v(t)$ are meromorphic functions of $t$.
This system describes an isomonodromic deformation of a rank-2 linear ODE with a Fuchsian singularity at the $z=0$ and an non-Fuchsian singularity of Poincaré rank 3 at $z=\infty$. The compatibility condition of the partial derivatives (2.39) yields the non-linear system

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=v, \quad \frac{\mathrm{~d} v}{\mathrm{~d} t}=2 u^{3}+t u+\alpha \tag{2.43}
\end{equation*}
$$

which undoubtedly will be recognised as (PII) for $u(t)$.

## Jimbo-Miwa Lax pair

Theorem 2.10 ([JM-II]). The second Painlevé equation (PII) for the function $u(t)$ is determined from the compatibility condition of the rank-2 overdetermined linear system (2.38) with the coefficients matrices

$$
\begin{align*}
& A(z, t)=\left(z^{2}+w+\frac{t}{2}\right) \sigma_{3}+(z-u) v \sigma_{+}-\frac{2}{v}\left(z w+u w-\alpha+\frac{1}{2}\right)  \tag{2.44}\\
& B(z, t)=\frac{z}{2} \sigma_{3}+\frac{v}{2} \sigma_{+}-\frac{w}{v} \sigma_{-}
\end{align*}
$$

where $u=u(t), v=v(t), w=w(t)$ are meromorphic functions of $t$.
This system describes the isomonodromic deformation of a rank-2 linear ODE with a non-Fuchsian singularity of Poincaré rank 3 at $\lambda=\infty$. The compatibility condition of the partial derivatives (2.39) gives the non-linear system for $u, v, w$

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=u^{2}+w+\frac{t}{2}, \quad \frac{\mathrm{~d} v}{\mathrm{~d} t}=-u v, \quad \frac{\mathrm{~d} w}{\mathrm{~d} t}=-2 u w+\alpha-\frac{1}{2} . \tag{2.45}
\end{equation*}
$$

Eliminating $w$ from this system one finds that $u(t)$ satisfies (PII) with parameter $\alpha$. In a similar manner getting rid of $u$ one discovers that $w(t)$ satisfies the the thirty-fourth equation of the original Painlevé
classification,

$$
\frac{\mathrm{d}^{2} w}{\mathrm{~d} t^{2}}=\frac{1}{2 w}\left(\frac{\mathrm{~d} w}{\mathrm{~d} t}\right)^{2}+4 \alpha w^{2}-t w-\frac{1}{2 w}
$$

as listed in [Inc44, p.340].

## Chapter 3

## Orthogonal Polynomials and the exact WKB method

### 3.1 Speedy introduction to Orthogonal polynomials

In this section we give a quick introduction to some of the facts of the theory of orthogonal polynomials. For more details we refer the reader to the classic book on the topic [Sze75] as well as [Chi78] for the moment functional approach, as well as the more modern approach [Sim15].

A moment functional is a linear map on the space of polynomials $\mathcal{M}: \mathbb{C}[z] \rightarrow \mathbb{C}$, associating to the monomial powers $z^{j}$, a sequence of moments $\mu_{j}$ and then extended by linearity:

$$
\begin{align*}
\mathcal{M}\left[z^{j}\right] & =\mu_{j}, \quad j \in \mathbb{N},  \tag{3.1}\\
\mathcal{M}[a P(z)+b Q(z)] & =a \mathcal{M}[P(z)]+b \mathcal{M}[Q(z)] \tag{3.2}
\end{align*}
$$

for all polynomials $P(z), Q(z) \in \mathbb{C}[z]$.
Definition 3.1. We say that a polynomial $P_{n} \in \mathbb{C}[z]$ of degree $n$ is an orthogonal polynomial with respect to the moment functional $\mathcal{M}$ if it satisfies

$$
\begin{equation*}
\mathcal{M}\left[P_{n}(z) z^{m}\right]=0, \quad m=1,2, \ldots, n-1 \tag{3.3}
\end{equation*}
$$

For convenience of notation, we will denote the bilinear pairing

$$
\begin{equation*}
\left\langle P_{n}, z^{m}\right\rangle:=\mathcal{M}\left[P_{n}(z) z^{m}\right] . \tag{3.4}
\end{equation*}
$$

These orthogonal polynomials are unique up to a non-zero multiplicative factor and their existence is guaranteed by the non-vanishing of the Hankel determinants

$$
\Delta_{n}=\operatorname{det}\left[\mu_{i+j}\right]_{i, j=0}^{n}=\operatorname{det}\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n}  \tag{3.5}\\
\mu_{1} & \mu_{2} & \ldots & \mu_{n+1} \\
\vdots & \vdots & \ldots & \vdots \\
\mu_{n} & \mu_{n+1} & \ldots & \mu_{2 n}
\end{array}\right] \neq 0
$$

Furthermore the orthogonal polynomials have the following determinantal expression:

$$
P_{n}(z)=\operatorname{det}\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n}  \tag{3.6}\\
\mu_{1} & \mu_{2} & \ldots & \mu_{n+1} \\
\vdots & \vdots & \ldots & \vdots \\
\mu_{n-1} & \mu_{n} & \ldots & \mu_{2 n-1} \\
1 & z & \ldots & z^{n}
\end{array}\right] \neq 0
$$

One of the key properties of orthogonal polynomials is that they satisfy a 3 -term recurrence relation. Theorem 3.2 (3-term recurrence relation). Suppose that $\left\{P_{n}\right\}_{n=1}^{\infty}$ is a sequence of orthogonal polynomials defined with respect to the moment functional $\mathcal{M}$. Then there exist sequences $a_{n}$ and $b_{n}$ such that

$$
\begin{equation*}
z P_{n}(z)=b_{n} P_{n+1}(z)+a_{n} P_{n}(z)+b_{n-1} P_{n-1}(z) \tag{3.7}
\end{equation*}
$$

We remark that the orthogonality (3.3) is sometimes called "non-Hermitean" because the bilinear pairing (3.4) does not define an inner product since it is complex and bilinear rather than sesquilinear. This will be the setting of the orthogonal polynomials considered in Chapter 5. However, the sesquilinear case is the most studied and it leads us to the classical orthogonal polynomials.

### 3.1.1 Classical orthogonal polynomials

Definition 3.3. The Hermite polynomials $H_{n}$ are defined by

$$
\begin{equation*}
H_{n}(z)=(-1)^{n} \mathrm{e}^{z^{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} z^{n}} \mathrm{e}^{-z^{2}} \tag{3.8}
\end{equation*}
$$

The Laguerre polynomials $L_{n}^{(\alpha)}$ with parameter $\alpha>-1$ are defined by

$$
\begin{equation*}
L_{n}^{(\alpha)}(z)=\frac{1}{n!} z^{-\alpha} \mathrm{e}^{z} \frac{\mathrm{~d}^{n}}{\mathrm{~d} z^{n}}\left(\mathrm{e}^{-z} z^{n+\alpha}\right) . \tag{3.9}
\end{equation*}
$$

The Jacobi polynomials with parameter $\alpha, \beta>-1$ are defined by

$$
\begin{equation*}
J_{n}^{(\alpha, \beta)}(z)=\frac{(-1)^{n}}{n!2^{n}}(1-z)^{-\alpha}(1+z)^{-\beta} \frac{\mathrm{d}^{n}}{\mathrm{~d} z^{n}}\left[(1-z)^{n+\alpha}(1+z)^{n+\beta}\right] \tag{3.10}
\end{equation*}
$$

Collectively, these polynomials are known as the classical orthogonal polynomials because they satisfy the following orthogonality conditions:

$$
\begin{align*}
\int_{-\infty}^{+\infty} H_{n}(z) H_{m}(z) \mathrm{e}^{-z^{2}} \mathrm{~d} z & =\sqrt{\pi} 2^{n} n!\delta_{n m}  \tag{3.11}\\
\int_{0}^{+\infty} L_{n}^{(\alpha)}(z) L_{m}(z) z^{\alpha} \mathrm{e}^{-z} \mathrm{~d} z & =\frac{\Gamma(n+\alpha+1)}{n!} \delta_{n m}  \tag{3.12}\\
\int_{-1}^{+1} J_{n}^{(\alpha, \beta)}(z) J_{m}^{(\alpha, \beta)}(z)(1-z)^{\alpha}(1+z)^{\beta} \mathrm{d} z & =\kappa_{n} \delta_{n m} \tag{3.13}
\end{align*}
$$

where the normalisation constant $\kappa_{n}$ in the Jacobi case is

$$
\begin{equation*}
\kappa_{n}=\frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+2)}{n!\Gamma(n+\alpha+\beta+1)} \tag{3.14}
\end{equation*}
$$

and the parameters satisfy $\alpha, \beta>-1$.
The formulæ in Definition 3.3 is known as the Rodriges formula. Although we take it as a definition, the classical orthogonal polynomials can also be defined in other ways (such as from equations (3.11)) from which the Rodriges formulæ can be rederived.

However, we will be consider them as arising from a moment functional given by the integral

$$
\begin{equation*}
\mathcal{M}\left[z^{j}\right]=\int_{\Gamma} z^{j} \mathrm{e}^{\theta(z)} \mathrm{d} z, \tag{3.15}
\end{equation*}
$$

where in each of the cases, Hermite, Jacobi and Laguerre the symbol $\theta$ and contour $\Gamma$ is chosen according to:

$$
\begin{array}{rlll}
\text { Hermite : } & \theta(z)=-z^{2}, & & \Gamma=\mathbb{R}, \\
\text { Jacobi : } & \theta(z)=\alpha \log (1-z)+\beta \log (1+z), & \Gamma=[-1,1], \\
\text { Laguerre : } & \theta(z),=-z+\alpha \log (z), & \Gamma=[0, \infty) .
\end{array}
$$

Many things can be said about these polynomials but a noteworthy feature of all of them is that they all satisfy a second order ODEs

Theorem 3.4. The Hermite polynomials $H_{n}$ satisfy the differential equation:

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}+2 z \frac{\mathrm{~d}}{\mathrm{~d} z}\right) H_{n}(z)=2 n H_{n}(z) . \tag{3.19}
\end{equation*}
$$

The Laguerre polynomials $L_{n}^{(\alpha)}$ satisfy the differential equation:

$$
\begin{equation*}
\left(-x \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+(x+1-\alpha) \frac{\mathrm{d}}{\mathrm{~d} z}\right) L_{n}^{(\alpha)}(z)=n L_{n}^{(\alpha)}(z) . \tag{3.20}
\end{equation*}
$$

The Jacobi polynomials $J_{n}^{(\alpha, \beta)}(z)$ satisfy the differential equation:

$$
\begin{equation*}
\left(-(1-z)^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+[(\alpha+\beta+2) z+\alpha-\beta] \frac{\mathrm{d}}{\mathrm{~d} z}\right) J_{n}^{(\alpha, \beta)}(z)=n(n+\alpha+\beta+1) J_{n}^{(\alpha, \beta)}(z) \tag{3.21}
\end{equation*}
$$

Furthermore, the converse of this theorem holds, and which is named after Bochner and Brenke.
Theorem 3.5 ([Sim15]). Suppose that $\left\{P_{n}\right\}_{n=0}^{\infty}$ is a family of orthogonal polynomials in the real line that obey a differential equation of the form

$$
\begin{equation*}
f(x) \frac{\mathrm{d}^{2} P_{n}}{\mathrm{~d} x^{2}}+g(x) \frac{\mathrm{d} P_{n}}{\mathrm{~d} x}+h(x) P_{n}(x)=\lambda_{n} P_{n}(x) \tag{3.22}
\end{equation*}
$$

where only $\lambda_{n}$ is dependent on $n$ and the coefficients $f(x), g(x), h(x)$ are such that the differential equation only has ordinary and regular singular points. Then, up to a change of variables $x \mapsto a x+b$ with $a \in \mathbb{R} \backslash\{0\}, b \in$ $\mathbb{R}$, the polynomial $P_{n}$ is one of the classical orthogonal polynomials $H_{n}, L_{n}^{(\alpha)}, J_{n}^{(\alpha, \beta)}$.

In Chapter 5 we show that the degenerate orthogonal polynomials share many properties with the classical orthogonal polynomials. For example, they are proved to be solutions to a second order ODE in the complex plane with rational coefficients. More importantly we show the distribution of the roots of degenerate orthogonal polynomials can be given an electrostatic interpretation, similar to the one of the classical orthogonal polynomials (1.21).

### 3.1.2 Riemann-Hilbert problem for Orthogonal Polynomials

Orthogonal polynomials have a characterisation in terms of a Riemann-Hilbert problem, which we now explain. We overlook some of the finer analytic issues, ${ }^{1}$ opting instead to point the reader to the excellent introduction [Dei99].

Let $\mu$ be a measure which is absolutely continuous with respect to the Lebesgue measure so that we can write $\mathrm{d} \mu(z)=w(z) \mathrm{d} z$. We also assume that that $\mathrm{d} \mu=w \mathrm{~d} z$ has finite moments. Let us denote by $\pi_{n}(z)$ the monic orthogonal polynomial of degree $n$ satisfying

$$
\begin{equation*}
\int_{\mathbb{R}} \pi_{n}(z) \pi_{m}(z) w(z) \mathrm{d} z=h_{n} \delta_{n, m} \tag{3.23}
\end{equation*}
$$

Consider the following Riemann-Hilbert problem.
Riemann-Hilbert Problem 3.6. Fix an positive integer $n \in \mathbb{N}$ and the contour $\Gamma=\mathbb{R}$, oriented from $-\infty$ to $+\infty$, and the weight function $w(z)$. Find a $2 \times 2$ matrix-valued function $Y=Y_{n}(z)$ such that:
(1) The function $Y^{(n)}(z)$ is analytic in $\mathbb{C} \backslash \Gamma$.
(2) It satisfies the jump condition $Y_{+}^{(n)}(z)=Y_{-}^{(n)}(z)\left[\begin{array}{cc}1 & w(z) \\ 0 & 1\end{array}\right]$ for $z \in \Gamma$.
(3) It is normalised at infinity $Y^{(n)}(z)=\left(\mathbb{I}+\mathcal{O}\left(z^{-1}\right)\right)\left[\begin{array}{cc}z^{n} & 0 \\ 0 & z^{-n}\end{array}\right]$ as $z \rightarrow \infty$.

Here we denote $Y_{+}(z)$ and $Y_{-}(z)$ denote the limiting values of the function $Y(z)$ as it approaches the real line from above and from below:

$$
\begin{equation*}
Y_{ \pm}(z):=\lim _{\varepsilon \downarrow 0} Y(z \pm i \varepsilon), \quad z \in \mathbb{R} \tag{3.24}
\end{equation*}
$$

The celebrated results of Its, Fokas and Kapaev [FIK91, FIK92] characterises solutions of this RiemannHilbert problem in terms of the orthogonal polynomials and their Cauchy transform.

Theorem 3.7 (Its-Kitaev-Fokas). Let $Y^{(n)}$ be the solution of the Riemann-Hilbert problem 3.6. Then

$$
Y^{(n)}(z)=\left[\begin{array}{ll}
\gamma_{n}^{-1} \pi_{n}(z) & \frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{\pi_{n}(x) w(x)}{x-z} \mathrm{~d} x  \tag{3.25}\\
c_{n} \pi_{n-1}(z) & \frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{\pi_{n-1}(x) w(x)}{x-z} \mathrm{~d} x
\end{array}\right]
$$

where $c_{n}$ is the constant

$$
\begin{equation*}
c_{n}=-2 \pi \mathrm{i} h_{n-1}^{-1} \tag{3.26}
\end{equation*}
$$

[^6]Moreover, the coefficients in the three term recurrence relation are given by:

$$
\begin{align*}
& a_{n}=\left(Y_{1}^{(n)}\right)_{1,1}-\left(Y_{1}^{(n)}\right)_{1,1}  \tag{3.27}\\
& b_{n}^{2}=\left(Y_{1}^{(n)}\right)_{1,2}\left(Y_{1}^{(n)}\right)_{2,1} \tag{3.28}
\end{align*}
$$

where we express

$$
Y^{(n)}(z)=\left(\mathbb{I}+\frac{Y_{1}^{(n)}}{z}+\mathcal{O}\left(z^{-2}\right)\right)\left[\begin{array}{cc}
z^{n} & 0  \tag{3.29}\\
0 & z^{-n}
\end{array}\right]
$$

### 3.2 Brief introduction to exact WKB analysis

In this section we review the theory of exact WKB analysis, as initiated by [Vor83] and further developed by the Japanese school [KT05]. We follow the exposition in [IN14]

Consider the following Schrödinger equation with small parameter $\hbar$

$$
\begin{equation*}
\hbar^{2} \frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} z^{2}}-Q(z) \psi=0 \tag{3.30}
\end{equation*}
$$

We assume the potential $Q(z)$ is a meromorphic function and that $Q(z)$ is $\hbar$-independent. For the general case in which the potential depends on $\hbar$ we refer the reader to [IN14].

The poles of the potential $Q(z)$ determine the singular points of the differential equation; we denote the set of distinct ${ }^{2}$ poles of $Q(z)$ by $\mathrm{P}=\left\{p_{0}, p_{1}, p_{2}, \ldots\right\}$. In the exact WKB analysis the zeroes of the potential are also of critical importance.

Definition 3.8. A zero of $Q(z)$ is called a turning point. We say a turning point is simple if it is a simple zero of $Q(z)$ and we denote the set of distinct zeroes by $\mathrm{T}=\left\{\tau_{0}, \tau_{1}, \tau_{2}, \ldots\right\}$

### 3.2.1 Construction of WKB solutions

To construct the WKB solutions of (3.30) we make the following ansatz

$$
\begin{equation*}
\psi(z, \hbar)=\exp \left(\int^{z} S(\zeta, \hbar) \mathrm{d} \zeta\right) \tag{3.31}
\end{equation*}
$$

where $S(z, \hbar)$ is a formal series in $\hbar$

$$
\begin{equation*}
S(z, \hbar)=\sum_{n=-1}^{\infty} \hbar^{n} S_{n}(z)=\frac{1}{\hbar} S_{-1}(z)+S_{0}(z)+\hbar S_{1}(z)+\cdots \tag{3.32}
\end{equation*}
$$

Thanks to (3.30) the formal series satisfies the Ricatti equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z} S(z)+S(z)^{2}=\hbar^{-2} Q(z) \tag{3.33}
\end{equation*}
$$

[^7]which means the coefficient functions $S_{n}(z)$ satisfy the recursion
\[

$$
\begin{align*}
S_{-1}(z)^{2} & =Q(z)  \tag{3.34}\\
2 S_{-1}(z) S_{n+1}(z) & =-\frac{\mathrm{d}}{\mathrm{~d} z} S_{n}(z)-\sum_{i+j=n} S_{i}(z) S_{j}(z) \quad(n \geq-1) . \tag{3.35}
\end{align*}
$$
\]

Depending on the sign chosen for $S_{-1}(z)= \pm \sqrt{Q(z)}$, the recurrence (3.34)-(3.35) yields two sequences of coefficients $\left\{S_{j}^{+}\right\}_{j=1}^{\infty}$ and $\left\{S_{j}^{-}\right\}_{j=1}^{\infty}$. It turns out that the even terms of these sequences coincide $S_{2 k}^{+}=$ $S_{2 k}^{-}$and that the odd terms differ by a negative sign $S_{2 k+1}^{+}=-S_{2 k+1}^{-}$With the choice $S_{-1}=\sqrt{Q}$, the first three coefficients are:

$$
\begin{equation*}
S_{-1}=\sqrt{Q(z)}, \quad S_{0}=-\frac{1}{4} \frac{Q^{\prime}(z)}{Q(z)}, \quad S_{1}=\frac{4 Q(z) Q(z)^{\prime \prime}-5\left(Q(z)^{\prime}\right)^{2}}{32 Q(z)^{\frac{5}{2}}} \tag{3.36}
\end{equation*}
$$

The choice of initial sign for $S_{-1}$ leads us to two formal series solutions (3.32) to the Ricatti equation (3.33), which we denote

$$
\begin{align*}
& S_{+}(z ; \hbar):=\sum_{n=-1}^{\infty} \hbar^{n} S_{n}^{+}(z)  \tag{3.37}\\
& S_{-}(z ; \hbar):=\sum_{n=-1}^{\infty} \hbar^{n} S_{n}^{-}(z) \tag{3.38}
\end{align*}
$$

In turn, these correspond to two linearly independent (formal) solutions to (3.30)

$$
\begin{equation*}
\psi(z, \hbar)=\exp \left(\int^{z} S_{ \pm}(\zeta, \hbar) \mathrm{d} \zeta\right) \tag{3.39}
\end{equation*}
$$

These solutions however, can be simplified further as we now explain. Let us define

$$
\begin{equation*}
S_{\mathrm{odd}}(z, \hbar):=\frac{1}{2}\left(S_{+}(z, \hbar)-S_{-}(z, \hbar)\right), \quad S_{\mathrm{even}}(z, \hbar):=\frac{1}{2}\left(S_{+}(z, \hbar)+S_{-}(z, \hbar)\right) \tag{3.40}
\end{equation*}
$$

Since the potential $Q(z)$ is independent of $\hbar$ it follows that $S_{\text {odd }}$ only contains odd powers of $\hbar$

$$
\begin{equation*}
S_{\text {odd }}(z, \hbar)=\frac{1}{\hbar} \sqrt{Q(z)}+\hbar S_{1}+\hbar^{3} S_{3}+\ldots \tag{3.41}
\end{equation*}
$$

It was shown in [KT05] that

$$
\begin{equation*}
S_{\text {even }}(z, \hbar)=-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} x} \log S_{\text {odd }}(z, \hbar) \tag{3.42}
\end{equation*}
$$

This allows us to rewrite the formal solution in terms of $S_{\text {odd }}$.
Definition 3.9 (WKB solutions). The WKB solutions to (3.30) are formal power series in $\hbar$ given in terms of $S_{\text {odd }}$ in (3.41). We give two different normalizations that will be used throughout this paper.

- Near a turning point $\tau \in \mathrm{T}$ of the potential $Q(z)$ we define the normalized $W K B$ solutions to be:

$$
\begin{equation*}
\psi_{ \pm}^{(\tau)}(z, \hbar):=\frac{1}{\sqrt{S_{\mathrm{odd}}(z, \hbar)}} \exp \left( \pm \int_{\tau}^{z} S_{\mathrm{odd}}(\zeta, \hbar) \mathrm{d} \zeta\right) . \tag{3.43}
\end{equation*}
$$

The integral of $S_{\text {odd }}$ near of a turning point is well defined as explained below in Remark 3.10.

- Near a pole $p \in \mathrm{P}$ we define the normalized $W K B$ solutions to be:

$$
\begin{equation*}
\psi_{ \pm}^{(\infty)}(z, \hbar):=\frac{1}{\sqrt{S_{\text {odd }}(z, \hbar)}} \exp ( \pm R(z ; \hbar)) \tag{3.44}
\end{equation*}
$$

where

$$
\begin{equation*}
R(z ; \hbar):=\frac{1}{\hbar} \int^{z}[\sqrt{Q(w)}]_{-} \mathrm{d} w+\sum_{j \geq 0} \hbar^{2 j+1} \int_{p}^{z} S_{2 j+1}(w) \mathrm{d} w \tag{3.45}
\end{equation*}
$$

where we denote by $[\sqrt{Q(w)}]_{-} \mathrm{d} w$ denotes the polar part of the differential $\sqrt{Q(w)} \mathrm{d} w$ at $w=p$, i.e. the strictly negative powers in the Puiseux expansion at infinity. Notice that $R(z ; \hbar)$ is the anti-derivative of $S_{\text {odd }}(x, \hbar)$ that does not have a constant term in the expansion as $|z| \rightarrow \infty$.
Remark 3.10 (Geometry of the WKB solutions). The integral in the exponent of $\psi_{+}^{(\tau)}$ is to be understood term by term in each coefficient of the powers of $\hbar$. Additionally, $S_{\text {odd }}(z, \hbar)$ is multivalued in $\mathbb{C}$ with branch points at the zeroes $\tau \in \mathrm{T}$ of the potential $Q(z)$. Thus the integrals should be considered on the compact Riemann surface $\bar{\Sigma}$ obtain from the curve

$$
\begin{equation*}
\Sigma=\left\{(w, z) \in \mathbb{C}^{2}: w^{2}=Q(z)\right\} \tag{3.46}
\end{equation*}
$$

For our purposes the potential $Q(z)$ will be a quartic polynomial, which means that $\bar{\Sigma}$ will be a compact elliptic curve of genus 1 obtained from $\Sigma$ by adding two points at infinity $P_{\infty}^{+}$and $P_{\infty}^{-}$.

The projection $\pi: \bar{\Sigma} \mapsto \overline{\mathbb{C}}$ from the Riemann surface to the extended complex plane mapping $(w, z) \mapsto z$ realizes $\bar{\Sigma}$ as a double cover of $\overline{\mathbb{C}}$ ramified at the turning points of the ODE (3.30) (i.e. at the zeroes of $Q(z))$. The pre-image of any point $x \in \overline{\mathbb{C}}$ are the two points

$$
\begin{equation*}
\pi^{-1}(z)=\{(z,+w),(z,-w)\} \in \bar{\Sigma} \tag{3.47}
\end{equation*}
$$

on the two sheets of the Riemann surface where the numbering of the sheets is such that $(x, w=$ $+\sqrt{Q(x)})$ belongs to the first sheet.

Choosing branch cuts $\mathcal{B}$ in an arbitrary manner and fixing the first sheet of the Riemann surface, we can define the integral of $S_{\text {odd }}$ from a turning point $\tau$ to $z \in \mathbb{C} \backslash \mathcal{B}$ by defining:

$$
\begin{equation*}
\int_{\tau}^{z} S_{\text {odd }}(z, \hbar) \mathrm{d} z:=\frac{1}{2} \int_{\gamma(z)} S_{\text {odd }}(z, \hbar) \mathrm{d} z \tag{3.48}
\end{equation*}
$$

where the contour $\gamma(z)$ lives in the Riemann surface $\bar{\Sigma}$ joining the points in the pre-image of $\pi^{-1}(z)$, oriented from the second sheet to the first sheet by crossing the branch cut and avoiding the branch points. This integral is a well defined convergent integral since the integrand is analytic along the contour $\gamma(z)$. This way of "regularising" the integral of $S_{\text {odd }}$ from a turning point $\tau$ makes sense thanks to the anti-invariant property of $S_{\text {odd }}$, namely for every $z \in \mathbb{C} \backslash \mathcal{B}$ in the first sheet of the Riemann surface

$$
\begin{equation*}
S_{\text {odd }}(\widehat{z}, \hbar)=-S_{\text {odd }}(z, \hbar) \tag{3.49}
\end{equation*}
$$

where $\widehat{z}$ is the point corresponding to $z$ in the second sheet of the Riemann surface.
Remark 3.11. It is shown in [IN14] that, under certain conditions (which are met in the case of a quartic polynomial), the higher order terms in $S_{\text {odd, }}$, namely $S_{2 j+1}(z) \mathrm{d} z$ for $j \geq 0$, are integrable at any pole

$$
p \in \mathrm{P} .
$$

### 3.2.2 Stokes curves and Stokes graph

The WKB series solutions (3.43), (3.44) are asymptotic to actual solutions of (3.30) in certain regions of the complex plane that we presently define. We begin by introducing the notion of Stokes' curve, which we will use to build Stokes' graphs.

Definition 3.12 (Stokes curve). A Stokes curve of the potential $Q(z)$ is a horizontal trajectory of the quadratic differential $Q(x) \mathrm{d} x^{2}$ where one of the end-points is a turning point. In other words, in a local coordinate $z$ of $\bar{\Sigma}$, it is a curve emanating from a turning point $\tau \in \mathrm{T}$ and satisfying

$$
\begin{equation*}
\operatorname{Im} \int_{\tau}^{z} \sqrt{Q(w)} \mathrm{d} w=0 \tag{3.50}
\end{equation*}
$$

The curve is independent of choice of determination of $\sqrt{Q}$. Furthermore the orientation of a Stokes curve is defined by the direction in which

$$
\begin{equation*}
\operatorname{Re} \int_{\tau}^{z} \sqrt{Q(w)} \mathrm{d} w \tag{3.51}
\end{equation*}
$$

is increasing for $z$ in the curve. The orientation of a Stokes curve near a pole $p \in \mathrm{P}$ is denoted by the symbol $\oplus$ or $\ominus$ depending whether (3.51) is increasing or decreasing, respectively, along the $z$ in the Stokes curve. We say the Stokes curve is oriented towards $\oplus$ and away from $\ominus$, respectively.

The Stokes curves always end at either a pole $p \in \mathrm{P}$ or at a turning point $\tau \in \mathrm{T}$ of the potential $Q(z)$ [Str84]. This means we can consider the turning points T and poles P as vertices and the Stokes' curves as edges of a graph embedded in the Riemann surface $\bar{\Sigma}$.

Definition 3.13 (Stokes graph). The Stokes graph $\mathcal{G}=(V, E)$ associated to the potential $Q(z)$ is the graph embedded in $\mathbb{C P}^{1}$ where the vertices are the turning points and poles $V=\mathrm{T} \cup \mathrm{P}$ and the edges are the Stokes curves.

In addition, call a decorated Stokes graph a Stokes graph with the following additional contours:

- Branch cuts. We draw arbitrary (smooth) paths called branch-cuts between pairs of turning points in such a way they do not intersect any Stokes curve. Their orientation is fixed in an arbitrary way that we shall specify in each case.
- Ideal paths. We draw arbitrary smooth paths connecting the different poles P in all possible ways (up to homotopy) that do not intersect any of the Stokes curves.

Definition 3.14 (Stokes regions). Consider the connected components of the complement of the Stokes embedded graph in $\mathbb{C P}^{1}$ (i.e. the faces of the graph). Amongst them, the components with at least one Stokes curve on their boundary will be called Stokes regions. The remaining ones will be called external regions.

The construction of Stokes regions is crafted so that, under the genericity Assumptions 3.15, each Stokes region has exactly one turning point on its boundary.

Assumption 3.15. The following assumptions shall prevail.


Figure 3.1: Generic Stokes graph for the quartic polynomial $Q(z)=z^{4}+s z^{2}+2 z+E$ for various choices of $(s, E)$. We remark that under small perturbations of $(s+\epsilon, E+\delta)$ the geometry of the Stokes graph varies continuously (provided $(s, E)$ are generic), however, the underlying graph structure remains the same.

- Simplicity. The zeroes of the potential $Q(z)$ are all simple.
- Genericity. There are no saddle trajectories, i.e. there are no Stokes curves connecting two turning points. Saddle trajectories can only occur if there is a contour $\gamma \in H_{1}(\bar{\Sigma})$ in the homology group of the Riemann surface for which

$$
\begin{equation*}
\operatorname{Im} \oint_{\gamma} \sqrt{Q(z)} \mathrm{d} z=0 . \tag{3.52}
\end{equation*}
$$

### 3.2.3 Normalised solutions and connection formulæ

Near a simple turning point $\tau$ there are three Stokes curves emanating from it, and so there are three different Stokes regions surrounding $\tau$.

In each Stokes region $\mathscr{D}$ one can select a fundamental basis of solutions of the ODE (3.30) as we now explain. Consider a Stokes curve $\gamma$ originating from the turning point $\tau$ extending to a pole $p \in \mathrm{P}$ and oriented towards $\oplus$ (with similar considerations for the $\ominus$ curves): since the real part of $\int_{\tau}^{z} \sqrt{Q(x)} d x$ is increasing, there is a region around $\gamma$ near $p$ where the real part is positive; then the formal solution $\psi_{-}^{(\tau)}$ is recessive (i.e. exponentially small as $\hbar \rightarrow 0_{+}$). Then there is a unique solution $\Psi(z ; \hbar)$ which is asymptotic to this $\psi_{-}^{(\tau)}$ in both Stokes regions on the two sides of $\gamma$. If $\mathscr{D}$ is one of these regions, we will denote this first selected solution by $\Psi_{-}^{(\mathscr{D})}$.

To uniquely determine the other solution $\Psi_{+}^{(\mathscr{D})}$, it is not sufficient to examine its asymptotic behaviour near $\gamma$ because its asymptotics there is dominant (i.e. exponentially large as $\hbar \rightarrow 0_{+}$). However, the same Stokes region must be bounded also by either a $\ominus$ trajectory or a branch-cut. In the former case, in a neighbourhood of the $\ominus$ trajectory the formal solution $\psi_{+}^{(\tau)}$ is now recessive and this allows to uniquely determine $\Psi_{+}^{(\mathscr{O})}$. If, instead, the other boundary is a branch-cut, we need to consider the Stokes region, $\mathscr{D}^{\prime}$ on the other side of the cut: in this region, due to having crossed the branch-cut, the formal solution $\psi_{+}^{(\tau)}$ is now somewhere recessive and this allows to fix $\Psi_{+}^{(\mathscr{D})}$ uniquely. We refer to [BK21, §5] for more details.

Theorem 3.16 (Existence of solutions). Let $\mathscr{D}$ be a Stokes' region. Then, under the Assumptions 3.15, there exist unique solutions $\Psi_{ \pm}^{(\mathscr{D})}$ of (3.30), that we refer to as normalized solutions, that are asymptotic to the WKB
solutions in Def. 3.9 uniformly in $x$ in the Stokes region, that is:

$$
\begin{equation*}
\Psi_{ \pm}^{(\mathscr{D})}(x) \simeq \psi_{ \pm}^{(\tau)}(x ; \hbar) \quad \hbar \rightarrow 0, \quad x \in \mathscr{D} . \tag{3.53}
\end{equation*}
$$

Remark 3.17. In the exact WKB literature, this result is usually stated in terms of Borel resummation of the asymptotic series $\psi_{ \pm}^{(\tau)}$, and it is typically attributed to the work of Koike and Schäfke in 2014. Their work concerned the Borel summability of WKB solutions of Schrödinger-type equations with polynomial potentials (although other accounts such as [IN14] assume the potential is meromorphic). Unfortunately, this paper was never published ${ }^{3}$ and only a sketch of their ideas can be found [Tak17]. However a different, more geometrical, account by Nikolaev [Nik20, Nik21] puts their results on rigorous footing.

The following theorem of Voros [Vor83, KT05] relates the WKB solutions of different Stokes regions near the same turning point.

Theorem 3.18 (Voros connection formulæ). Let $\mathscr{D}$ be a Stokes' region. Then, under the Assumptions 3.15, there exist unique solutions $\Psi_{ \pm}^{(\mathscr{D})}$ of (3.30), that we refer to as normalized solutions, that are asymptotic to the WKB solutions in Def. 3.9 uniformly in $x$ in the Stokes region, that is:

$$
\begin{equation*}
\Psi_{ \pm}^{(\mathscr{D})}(x) \simeq \psi_{ \pm}^{(\tau)}(x ; \hbar) \quad \hbar \rightarrow 0, \quad x \in \mathscr{D} . \tag{3.54}
\end{equation*}
$$

Furthermore, let $\mathscr{D}_{\ell}, \mathscr{D}_{r}$ be two adjacent Stokes regions separated by the Stokes curve $\gamma$ oriented as in Def. 3.12 with $\mathscr{D}_{\ell}$ on the left and $\mathscr{D}_{r}$ on the right of $\gamma$. Then the corresponding solutions $\Psi_{ \pm}^{\left\{\mathscr{D}_{\ell}\right\}}, \Psi_{ \pm}^{\left\{\mathscr{D}_{r}\right\}}$ are related by:

$$
\left[\Psi_{+}^{\left(\mathscr{O}_{\ell}\right)} \Psi_{-}^{\left(\mathscr{O}_{\ell}\right)}\right]=\left[\Psi_{+}^{\left(\mathscr{O}_{r}\right)} \Psi_{-}^{\left(\mathscr{O}_{r}\right)}\right]\left\{\begin{array}{l}
B:=\left[\begin{array}{cc}
1 & 0 \\
-i & 1
\end{array}\right] \quad \text { if } \gamma \text { is oriented towards } \oplus  \tag{3.55}\\
R:=\left[\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right] \quad \text { if } \gamma \text { is oriented away from } \ominus .
\end{array}\right.
$$

We can formulate a result similar to Thm. 3.18 but relating two regions of a decorated Stokes graph separated by an ideal path. As we see below, the relationship between such WKB solutions is a simple scaling.

Proposition 3.19. Let $\mathscr{D}_{\ell}, \mathscr{D}_{r}$ be two Stokes regions separated by an ideal path, with $\mathscr{D}_{\ell}$ on the left and $\mathscr{D}_{r}$ on the right of $\sigma$ with the orientation given in Def. 3.13. Let $\tau_{\ell}, \tau_{r}$ be the (unique) turning points on the boundaries of $\mathscr{D}_{\ell}, \mathscr{D}_{r}$, respectively. Then we have the following connection formula

$$
\begin{equation*}
\left[\psi_{+}^{\left(\tau_{\ell}\right)}, \psi_{-}^{\left(\tau_{\ell}\right)}\right]=\left[\psi_{+}^{\left(\tau_{r}\right)}, \psi_{-}^{\left(\tau_{r}\right)}\right] \exp \left(\sigma_{3} v_{\ell r}\right) \tag{3.56}
\end{equation*}
$$

where the Voros symbol $v_{\ell r}$ is defined by

$$
\begin{equation*}
v_{\ell r}=v_{\ell r}(\hbar):=\int_{\tau_{\ell}}^{\tau_{r}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta \tag{3.57}
\end{equation*}
$$

with the integration along the branch cut according to Def. 4.18.

[^8]The corresponding actual solutions $\Psi_{ \pm}^{\left(\mathscr{D}_{\ell}\right)}, \Psi_{ \pm}^{\left(\mathscr{D}_{r}\right)}$ given in Thm. 3.18 are similarly related:

$$
\begin{equation*}
\left[\Psi_{+}^{\left(\mathscr{D}_{\ell}\right)}, \Psi_{-}^{\left(\mathscr{D}_{\ell}\right)}\right]=\left[\Psi_{+}^{\left(\mathscr{D}_{r}\right)}, \Psi_{-}^{\left(\mathscr{D}_{r}\right)}\right] \exp \left(\sigma_{3} \hat{v}_{\ell r}\right) \tag{3.58}
\end{equation*}
$$

where now $\hat{v}_{\ell r}(\hbar)$ is a function of $\hbar$ that is asymptotic as $\hbar \rightarrow 0$, in the Poincaré sense, to $v_{\ell r}(\hbar)$ in (3.57).

## Chapter 4

## The Shapiro-Tater conjecture

This chapter is dedicated to the to the proof of the conjecture made by Shapiro and Tater regarding the similarity of two set of points in the complex plane. For full details of the conjecture and the approach we follow we refer the reader to section 1.2.

### 4.1 From Lax pair to scalar potential

In this section we outline how we obtain a scalar ODE from the Lax pairs in Section 2.2.2. In what follows we will need local expressions near a pole of the solutions to (PII) and of the system (2.45). The Laurent series of all of the Painlevé transcendents is well known and can be found in the encyclopedic book [GLS02].

Proposition 4.1 ([GLS02]). Let $t=a$ be a pole of residue $\epsilon= \pm 1$ of the second Painlevé transcendent $u(t)$ solving (PII) with parameter $\alpha$. Then $u(t)$ has the following Laurent series expansion near $t=a$ :

$$
\begin{equation*}
u(t)=\frac{\epsilon}{t-a}-\frac{\epsilon a}{6}(t-a)-\frac{\alpha+\epsilon}{4}(t-a)^{2}+b(t-a)^{3}+\mathcal{O}\left((t-a)^{4}\right) \tag{4.1}
\end{equation*}
$$

where $b \in \mathbb{C}$ is arbitrary and the higher coefficients are polynomial in $a$ and $b$.
Starting from this Laurent series it is easy to determined expansion for the functions $v(t), w(t)$ appearing in the system (2.45). It is a simple (though tedious) computation to check the following (We seriously advise the reader the use of a computer algebra program for this purpose.)

Proposition 4.2. Let $t=a$ be a pole of residue +1 of the Painlevé II function $u(t)$ with parameter $\alpha$. Then the system (2.45) has the following Laurent series expansion near $t=a$

$$
\begin{align*}
u(t) & =\frac{1}{t-a}-\frac{a}{6}(t-a)-\frac{\alpha+1}{4}(t-a)^{2}+b(t-a)^{3}+\mathcal{O}\left((t-a)^{4}\right) \\
w(t) & =-\frac{2}{(t-a)^{2}}-\frac{a}{3}-\frac{1}{2}(t-a)+\left(-\frac{a^{2}}{36}+b\right)(t-a)^{2}+\mathcal{O}\left(\left((t-a)^{3}\right)\right),  \tag{4.2}\\
v(t) & =c\left(\frac{1}{t-a}+\frac{a}{12}(t-a)+\frac{\alpha+1}{12}(t-a)^{2}+\mathcal{O}\left((t-a)^{3}\right)\right)
\end{align*}
$$

where $b$ is arbitrary and $c \neq 0$ is a constant of integration. Similarly, if $t=a$ is a pole of residue -1 , then the
system has a Laurent expansion near $t=a$ of the form

$$
\begin{align*}
u(t) & =\frac{-1}{t-a}+\frac{a}{6}(t-a)-\frac{\alpha-1}{4}(t-a)^{2}+b(t-a)^{3}+\mathcal{O}\left((t-a)^{3}\right) \\
w(t) & =\left(\frac{1}{2}-\alpha\right)(t-a)+\left(5 b-\frac{a^{2}}{36}\right)(t-a)^{2}+\frac{a(2 \alpha-1)}{6}(t-a)^{3}+\mathcal{O}\left((t-a)^{4}\right),  \tag{4.3}\\
v(t) & =c\left((t-a)-\frac{a}{12}(t-a)^{3}+\mathcal{O}\left((t-a)^{4}\right)\right)
\end{align*}
$$

where again $b$ is arbitrary and $c \neq 0$ is a constant of integration.
With a particular gauge transformation we can convert any matrix ODE to a scalar ODE. The procedure results in adding an apparent singularity in the scalar equation at the position $z=u(t)$. Thus when the independent variable $t$ tends to one of the poles of the Painleve transcendent $u(t)$ the location of the singularity "escapes" to infinity resulting in a polynomial ODE. This procedure was originally used in [Mas10a] to obtain asymptotic quantisation conditions for the poles of the tritronquee solution of the first Painlevé transcendent. We now explain it in detail and apply it to both the Flaschka-Newell (2.42) and Jimbo-Miwa (2.44) Lax pairs.

Consider a traceless rank-2 system

$$
\frac{\partial \Phi}{\partial z}=A(z, t) \Phi, \quad A(z, t):=\left[\begin{array}{cc}
a_{11}(z, t) & a_{12}(z, t)  \tag{4.4}\\
a_{21}(z, t) & -a_{11}(z, t)
\end{array}\right]
$$

The gauge transformation $\mathcal{W}=G(z, t) \Phi$ with

$$
G(z, t):=\left[\begin{array}{cc}
a_{12}^{-\frac{1}{2}} & 0  \tag{4.5}\\
-\frac{a_{12}^{\prime}}{2 a_{12}^{\frac{3}{2}}}+\frac{a_{11}}{a_{12}^{\frac{1}{2}}} & a_{12}^{\frac{1}{2}}
\end{array}\right]
$$

(where ${ }^{\prime}=\frac{\partial}{\partial z}$ ) converts the original matrix ODE into $\frac{\partial}{\partial z} \mathcal{W}=\widetilde{A}(z, t) \mathcal{W}$ with the coefficient matrix

$$
\widetilde{A}(z, t)=\frac{\partial G}{\partial z} G^{-1}+G A G^{-1}=\left[\begin{array}{cc}
0 & 1  \tag{4.6}\\
V(z, t) & 0
\end{array}\right]
$$

and the function $V(z, t)$ is given in term of the entries of the initial coefficient matrix $A(z, t)$ :

$$
\begin{equation*}
V(z, t)=a_{12} a_{21}+a_{11}^{2}+a_{11}^{\prime}-a_{11} \frac{a_{12}^{\prime}}{a_{12}}-\frac{a_{12}^{\prime \prime}}{2 a_{12}}+\frac{3}{4}\left(\frac{a_{12}^{\prime}}{a_{12}}\right)^{2} \tag{4.7}
\end{equation*}
$$

where again ${ }^{\prime}=\frac{\partial}{\partial z}$. Therefore the matrix $\operatorname{ODE} \frac{\partial}{\partial z} \mathcal{W}=\widetilde{A}(z, t) \mathcal{W}$ is corresponds to the Wronskian matrix of a pair of independent solutions of the scalar ODE

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial z^{2}}-V(z, t) y=0 \tag{4.8}
\end{equation*}
$$

It is remarkable that when applying this transformation to the Jimbo-Miwa (2.44) and Flaschka-Newell (2.42) Lax pairs, the potential $V(z, t)$ has a neat simpe formula in the limit as $t$ approaches a pole $a$ of the Painlevé transcendent.

Proposition 4.3 (FN potential). Fix $\alpha \in \mathbb{C}$ and let $t=a$ be a pole with residue +1 of the second Painlevé transcendent (PII) with parameter $\alpha$. Then the Flaschka-Newell Lax pair (2.42) is corresponds in the limit as
$t \rightarrow a$ to the scalar ODE

$$
\begin{gather*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} \zeta^{2}}-V_{\mathrm{FN}}(\zeta ; s, r, \alpha) y=0 \\
V_{\mathrm{FN}}(\zeta ; s, r, \alpha):=\zeta^{4}+s \zeta^{2}+\left(\frac{s^{2}}{18}+10 r\right)+\frac{\alpha(\alpha-1)}{\zeta^{2}} \tag{4.9}
\end{gather*}
$$

in the scaled variables $z=i 2^{-2 / 3} \zeta, a=-2^{-1 / 3} s, b=2^{-2 / 3} r$. Furthermore, for a pole of residue -1 the associated scalar ODE has potential $V_{\mathrm{FN}}(\zeta ; s,-r, \alpha-1)$.

Proof. We apply the gauge tranformation (4.5) to the matrix $\operatorname{ODE} \frac{\partial}{\partial z} \Phi=A(z, t) \Phi$ of the Flaschka-Newell Lax pair (2.42). This gives us a potential $V(z, t)$ which is a a rational function of $z$ and $t$, as well as the functions $v(t)$ and $u(t)$. The explicit expression of this potential is obtained using symbolic algebra software and we choose not to include it here as it is a very long and complicated formula. The key point is that substituting the series (4.1) for $u(t)$ and $v(t)=\frac{\mathrm{d}}{\mathrm{d} t} u(t)$, and taking limits we obtain

$$
\begin{equation*}
\lim _{t \rightarrow a} V(z, t)=-16 z^{4}-8 z^{2} a-\frac{2 a^{2}}{9}-40 b+\frac{\alpha(\alpha-1)}{z^{2}} \tag{4.10}
\end{equation*}
$$

so that the associated ODE becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-\left(-16 z^{4}-8 z^{2} a-\frac{2 a^{2}}{9}-40 b+\frac{\alpha(\alpha-1)}{z^{2}}\right) y=0 . \tag{4.11}
\end{equation*}
$$

After the scaling

$$
\begin{equation*}
z=i 2^{-2 / 3} \zeta, \quad a=-2^{-1 / 3} s, \quad b=2^{-2 / 3} r, \tag{4.12}
\end{equation*}
$$

we obtain the differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} \zeta^{2}}-\left(\zeta^{4}+s \zeta^{2}+\left(\frac{s^{2}}{18}+10 r\right)+\frac{\alpha(\alpha-1)}{\zeta^{2}}\right) y=0 \tag{4.13}
\end{equation*}
$$

This is the claimed equation (4.9).

A similar result holds for the Jimbo-Miwa Lax pair.
Proposition 4.4 (JM potential). Fix $\alpha \in \mathbb{C}$ and let $t=a$ be a pole with residue -1 of the second Painlevé transcendent (PII) function $u(t)$ with parameter $\alpha$. The Jimbo-Miwa Lax pair (2.44) is corresponds in the limit $t \rightarrow a$ to the the following scalar ODE

$$
\begin{gather*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-V_{\mathrm{JM}}(z ; a, b, \alpha) y=0 \\
V_{\mathrm{JM}}(z ; a, b, \alpha)=z^{4}+a z^{2}+(2 \alpha+1) z+\left(\frac{7 a^{2}}{36}+10 b\right) . \tag{4.14}
\end{gather*}
$$

For a pole $t=a$ of residue +1 we obtain the same $O D E$ with the potential $V_{\mathrm{JM}}(z ; a,-b, \alpha-1)$.

Proof. We apply the gauge transformation (4.5) to the matrix ODE $\frac{\partial}{\partial z} \Phi=A(z, t) \Phi$ of the Jimbo-Miwa Lax pair (2.44). This gives us a potential $V(z, t)$ which is a function of both $z$ and $t$, via the functions
$u(t)$ and $v(t)$.

$$
\begin{align*}
V(z, t) & =\frac{1}{(z-u(t))^{2}}\left[2 w(t) u(t)^{4}+(-4 z w(t)-2 \alpha+1) u(t)^{3}\right. \\
& +\left(w(t)^{2}+\left(2 z^{2}+t\right) w(t)+z^{4}+t z^{2}+(6 \alpha-1) z+\frac{t^{2}}{4}\right) u(t)^{2}  \tag{4.15}\\
& +\left(-2 z w(t)^{2}+(-2 t z+1) w(t)-2 z^{5}-2 t z^{3}-\frac{1}{2} t^{2} z-6 \alpha z^{2}+\frac{t}{2}\right) u(t) \\
& \left.+z^{2} w(t)^{2}+\left(t z^{2}-z\right) w(t)+z^{6}+t z^{4}+\frac{t^{2} z^{2}}{4}+2 \alpha z^{3}-\frac{t z}{2}+\frac{3}{4}\right]
\end{align*}
$$

Substituting the Laurent series expansions (4.3) of $u(t), v(t), w(t)$ in the (complicated) expression above, and taking the limit as $t \rightarrow a$, we obtain:

$$
\begin{equation*}
\lim _{t \rightarrow a} V(z, t)=z^{4}+a z^{2}+(2 \alpha+1) z+\left(\frac{7 a^{2}}{36}+10 b\right) . \tag{4.16}
\end{equation*}
$$

As claimed, the associated scalar ODE becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-\left(z^{4}+a z^{2}+(2 \alpha+1) z+\left(\frac{7 a^{2}}{36}+10 b\right)\right) y=0 \tag{4.17}
\end{equation*}
$$

A similar computation can be done for the case with residue +1 .

The transformation from a matrix ODE to a scalar ODE is important to us for the following reason: the gauge transformation (4.5) introduces a singularity at the zeroes of $a_{1,2}(z ; t)$, which in the JimboMiwa case happens at $z=u(t)$, namely, at the value of the Painlevé transcendent solution $u(t)$. The singularity is of square-root type with local monodromy -1 . Other than this, the Stokes' phenomenon of the differential equation $y^{\prime \prime}(z)-V(z ; t) y(z)=0$ remains unchanged and independent of $t$ by construction.

This key observation has the consequence that as $t$ approaches one of the poles of the given solution $u(t)$ of the Painlevé transcendent, the additional singularity $z=u(t)$ moves off to infinity. Therefore we have the following simple but essential statement that we formalise in the proposition below.

Proposition 4.5. Let $u(t)$ be a solution of the Painlevé II equation corresponding to a particular set of Stokes data for the Jimbo-Miwa Lax pair (2.44). Let $t=a$ be a pole of $u(t)$ with residue -1 and $b$ the coefficient in the Laurent expansion (4.3). Then the Stokes phenomenon ${ }^{1}$ of the ODE

$$
\begin{equation*}
y^{\prime \prime}(z)-\left(z^{4}+a z^{2}+(2 \alpha+1) z+\Lambda\right) y(z)=0, \quad \Lambda:=\frac{7 a^{2}}{36}+10 b \tag{4.18}
\end{equation*}
$$

is the same as the original Stokes phenomenon of the Jimbo-Miwa Lax pair (2.44).

[^9]
### 4.2 A study in quasi-polynomials

In this section we find a characterization of the (quasi)-polynomials corresponding to a repeated eigenvalue for the Shapiro-Tater eigenvalue problem (1.4) We will call the set $(t, J, \lambda)$ for which there is a solution of the problem (1.4)-(1.5), the Exactly Solvable (ES) spectrum. Our setting is slightly different from [ST22], where the authors considered a modified eigenvalue problem (1.4) with only two boundary conditions. In this case only a finite portion of the spectrum can be computed explicitly (in terms of a determinant), and for this reason it is called a Quasi Exactly Solvable (QES) spectrum, owing the name to [BB98].

We will see below that with three boundary conditions at infinity as in (1.5), the whole spectrum can be characterised by the vanishing of a finite determinant, and it is therefore called Exactly Solvable.

The following lemma characterises the quasi-polynomials solutions of the anharmonic oscillator (1.4).

Lemma 4.6. The equation (1.4) admits quasi-polynomial solutions of the form

$$
\begin{equation*}
y(z)=p(z) e^{\theta(z ; t)} \quad \text { where } \quad \theta(z ; t)=\frac{z^{3}}{3}+\frac{t z}{2} \tag{4.19}
\end{equation*}
$$

with $p(x)$ a polynomial of degree $n$ if and only if $J=n+1$ and $\lambda=\Lambda-\frac{t^{2}}{4}$ is an eigenvalue of the operator

$$
\begin{equation*}
\mathcal{L}_{J}:=\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}+2\left(z^{2}+\frac{t}{2}\right) \frac{\mathrm{d}}{\mathrm{~d} z}-2(J-1) z \tag{4.20}
\end{equation*}
$$

acting on the space of polynomials of degree up to $n$.
Proof. Substituting $y(z)=p(z) \mathrm{e}^{\theta(z)}$ in the ODE (1.4) gives an equivalent differential equation for the function $p(z)$ :

$$
\begin{equation*}
\mathcal{L}_{J}[p(z)]=\lambda p(z) \quad \text { where } \quad \lambda=\Lambda-\frac{t^{2}}{4} \tag{4.21}
\end{equation*}
$$

and $\mathcal{L}_{J}$ as in (4.20). One can readily see that if $J=n+1$ then the operator $\mathcal{L}_{n+1}$ in (4.21) preserves the space of polynomials of degree at most $n$ and then $\Lambda$ is, by definition, an eigenvalue of (1.4).

Vice versa, if $p(z)$ is a polynomial of degree $n$ and solves (4.21) then one finds by inspection that the l.h.s is a polynomial of degree $n+1$ whose leading coefficient is $2(n-J+1)$ while the r.h.s. is a polynomial of degree $n$. Thus $J=n+1$. Then $\mathcal{L}_{n+1}$ preserves the space of polynomials of degree $n$ and $\Lambda$ (and the corresponding $\lambda$ as per (4.21)) is an eigenvalue of the corresponding finite rank operator

### 4.2.1 Stokes phenomenon of quasi-polynomials

Proposition 4.7. The eigenvalue problem (1.4) with the boundary conditions (1.5) requires that $J=n+1, n=$ $0,1, \ldots$ and that $\lambda$ in (4.21) is an eigenvalue of the operator $\mathcal{L}_{J}$. In particular the solutions are quasipolynomials as in Lemma 4.6.

Proof. The equation (1.4) can be written as a first order system for the Wronkstian matrix $\mathcal{W}(z)$ :

$$
\frac{\mathrm{d} \mathcal{W}}{\mathrm{~d} z}=\left[\begin{array}{cc}
0 & 1  \tag{4.22}\\
z^{4}+t z^{2}+2 J z+\Lambda & 0
\end{array}\right] \mathcal{W}(z), \quad \Lambda=\lambda+\frac{t^{2}}{4}
$$

This differential equation has a singularity at infinity with Poincaré rank 3. Following the ordinary asymptotic analysis [Was87] we see that we have formal-series solution of the form

$$
\begin{align*}
\mathcal{W}_{\text {form }}(z) & \simeq z^{-\sigma_{3}}\left(\mathbb{I}-\sigma_{+}+\sigma_{-}\right)\left(\mathbb{I}+\mathcal{O}\left(z^{-1}\right)\right) z^{J \sigma_{3}} e^{\theta(z ; a) \sigma_{3}}, \quad \theta(z ; t)=\frac{z^{3}}{3}+\frac{t z}{2}  \tag{4.23}\\
& =\left[\begin{array}{cc}
z^{J-1}+\mathcal{O}\left(z^{J-2}\right) & -z^{-J-1}+\mathcal{O}\left(z^{-J-2}\right) \\
z^{J+1}+\mathcal{O}\left(z^{J}\right) & z^{-J+1}+\mathcal{O}\left(z^{-J}\right)
\end{array}\right] \mathrm{e}^{\theta(z ; t) \sigma_{3}}, \quad z \rightarrow \infty \tag{4.24}
\end{align*}
$$

We define the Stokes sectors as shown in Figure 4.1, i.e. $\mathcal{S}_{k}$ is the sector of opening $\pi / 3$ centered around the rays of argument $\pi / 6-k \pi / 3$ :

$$
\begin{equation*}
\mathcal{S}_{k}=\left\{z \in \mathbb{C}:\left|\arg (z)-\frac{\pi}{6}+k \frac{\pi}{3}\right|<\frac{\pi}{6}\right\}, \quad k=0,1,2,3,4,5 \tag{4.25}
\end{equation*}
$$

Each open sector $\Omega_{k}=\left\{z \in \mathbb{C}:\left|\arg (z)-\frac{\pi}{6}+k \frac{\pi}{3}\right|<\frac{\pi}{6}+\delta\right\}$ with $\delta>0$, strictly contains a Stoke sector $S_{k}$. Then there exists a unique solution $\mathcal{W}^{(k)}(z)$ of (4.22) in $\Omega_{k}$ asymptotic to $\mathcal{W}_{\text {form }}(z)$, namely

$$
\begin{equation*}
\mathcal{W}^{(k)}(z) \simeq \mathcal{W}_{\text {form }}(z), \quad z \rightarrow \infty, \quad z \in \Omega_{k}, \quad k=0, \ldots, 5 \tag{4.26}
\end{equation*}
$$

Since $\mathcal{W}^{(k)}(z)$ and $\mathcal{W}^{(k+1)}(z)$ have the same asymptotic expansion in $\Omega_{k} \cap \Omega_{k+1}$ there is a constant matrix $\mathbb{S}_{k}$, called Stokes matrix, such that

$$
\begin{equation*}
\mathcal{W}^{(k+1)}(z)=\mathcal{W}^{(k)}(z) \mathbb{S}_{k}, \quad z \in \Omega_{k} \cap \Omega_{k+1}, \quad k=0,1, \ldots, 5 \tag{4.27}
\end{equation*}
$$

where the Stokes multipliers are of the form

$$
\mathbb{S}_{2 k}=\left[\begin{array}{cc}
1 & 0  \tag{4.28}\\
s_{2 k} & 1
\end{array}\right], \quad \mathbb{S}_{2 k+1}=\left[\begin{array}{cc}
1 & s_{2 k+1} \\
0 & 1
\end{array}\right], \quad k=0,1,2
$$

By standard methods one can see that the Stokes phenomenon consists of the following relation

$$
\begin{equation*}
\mathcal{W}^{(6)}(z)=\mathcal{W}^{(0)}(z) \mathbb{S}_{0} \mathbb{S}_{1} \ldots \mathbb{S}_{5}, \quad \mathcal{W}^{(6)}(z)=\mathcal{W}^{(0)}(z) e^{2 \pi i J \sigma_{3}} \tag{4.29}
\end{equation*}
$$

which gives the relation

$$
\left[\begin{array}{cc}
1 & 0  \tag{4.30}\\
s_{0} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & s_{1} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
s_{2} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & s_{3} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
s_{4} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & s_{5} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\mathrm{e}^{-2 \mathrm{i} \pi J} & 0 \\
0 & \mathrm{e}^{2 \mathrm{i} \pi J}
\end{array}\right]=\mathbb{I}
$$

The first six matrices are the Stokes matrices associated with the directions $\arg (z)=k \frac{\pi}{3}, k=0,1, . ., 5$ and the last matrix is the formal monodromy matrix. The boundary conditions (1.5) imply that $s_{0}=$ $s_{2}=s_{4}=0$ because it means that the recessive solution along the direction $\arg (z)=\frac{\pi}{3}$ is also recessive along the directions $\arg (z)=k \frac{\pi}{3}, k=3,5$. But then the matrix equation (4.30) implies that

$$
\begin{equation*}
s_{1}+s_{3}+s_{5}=0 \tag{4.31}
\end{equation*}
$$



Figure 4.1: Stokes matrices and Stokes sectors for the Shapiro-Tater eigenvalue problem (1.4) with quasipolynomial solutions. The Stokes matrices $\mathbb{S}_{0}, \mathbb{S}_{2}, \mathbb{S}_{4}$ are all the identity matrix.
and $\mathrm{e}^{2 \mathrm{i} \pi J}=1$ and hence $J$ must be an integer.
To show that $J=n+1$ is a positive integer and that $\lambda$ is an eigenvalue of $\mathcal{L}_{J}$ we proceed as follows. Given that now the Stokes matrices are all upper triangular, the first column of the solution is an entire function which is asymptotic to the first column of the formal-series solution (4.23) along all directions.

But then the asymptotic (4.23) implies that the $(1,1)$ entry is of the form $p(z) \mathrm{e}^{\theta(z ; t)}$ with $p(z)$ entire and bounded at infinity by $z^{J-1}$. Then Liouville's theorem implies that if $J \geq 1$ then $p(z)$ is a polynomial, and for $J=0,-1,-2, \ldots, p(z)$ should vanish at infinity and hence it should be identically zero, leading to a contradiction.

We have now established that the only solutions of the eigenvalue problem (1.4)-(1.5) are quasipolynomials and therefore the hypothesis of Lemma 4.6 prevail, thus showing that $\lambda$ is the claimed eigenvalue.

Theorem 4.8. Let $J=n+1, n \in \mathbb{N}$ and $\Lambda$ be an eigenvalue of the boundary value problem (1.4)-(1.5) with eigenfunction the quasi-polynomial $F=p_{n}(z) \mathrm{e}^{\theta(z)}$. Let $G_{k}$ be the linearly independent solutions of the ODE (1.4), which can be expressed as

$$
\begin{equation*}
G_{k}(z)=F(z) \int_{\infty_{k}}^{z} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}, \quad z \in \mathcal{S}_{k} \cup \mathcal{S}_{k+1} \quad k=0,2,4 \tag{4.32}
\end{equation*}
$$

Here $\infty_{k}$ indicates that the contour of integration extends to infinity along the direction $\arg (z)=k \frac{\pi}{3}$.
Then the Stokes phenomenon for the solutions $\left[F, G_{k}\right]$ is given by the following equations:

$$
\begin{array}{ll}
{\left[F, G_{2}\right]=\left[F, G_{0}\right]\left[\begin{array}{cc}
1 & s_{1} \\
0 & 1
\end{array}\right],} & s_{1}:=\int_{\infty_{2}}^{\infty_{0}} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}} \\
{\left[F, G_{4}\right]=\left[F, G_{2}\right]\left[\begin{array}{cc}
1 & s_{3} \\
0 & 1
\end{array}\right],} & s_{3}:=\int_{\infty_{4}}^{\infty_{2}} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}  \tag{4.33}\\
{\left[F, G_{0}\right]=\left[F, G_{4}\right]\left[\begin{array}{cc}
1 & s_{5} \\
0 & 1
\end{array}\right],} & s_{5}:=\int_{\infty_{0}}^{\infty_{4}} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}
\end{array}
$$

Furthermore the Stokes parameters $s_{j}$ satisfy (4.31).
Proof. Let $p_{n}(z)$ be a polynomial solution of degree $n$ of (4.21) with $J=n+1$. We can obtain a second linearly independent solution $q$ of (4.21) using Abel's formula for the Wronskian of an ODE:

$$
\begin{equation*}
\frac{\mathrm{d} p_{n}}{\mathrm{~d} z} q(z)-p_{n}(z) \frac{\mathrm{d} q}{\mathrm{~d} z}=e^{-2 \theta(z ; t)} \tag{4.34}
\end{equation*}
$$

The solution is written as:

$$
\begin{equation*}
q(z):=p_{n}(z) \int_{z_{0}}^{z}\left(p_{n}(\zeta) \mathrm{e}^{\theta(\zeta ; t)}\right)^{-2} \mathrm{~d} \zeta \tag{4.35}
\end{equation*}
$$

where $z_{0}$ is arbitrary. We have thus found two linearly independent solutions of (4.21), and in turn we found two particular solutions of the eigenvalue problem (1.4), namely:

$$
\begin{align*}
F(z) & :=p_{n}(z) \mathrm{e}^{\theta(z ; t)}  \tag{4.36}\\
G_{2 k}(z) & :=F(z) \int_{\infty_{2 k}}^{z} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}, \quad k=0,1,2 \tag{4.37}
\end{align*}
$$

Note that $\mathrm{e}^{\theta(z ; t)} \rightarrow 0$ along rays $\arg (z)=\pi / 3, \pi, 5 \pi / 3$ (see Fig. 4.2), and so the function $F(z)$ satisfies the boundary conditions (1.5), while $G_{2 k}$ is unbounded as $z \rightarrow \infty$ along the same directions.

We can split the integral representation of $G_{2 k}$ in (4.32) as follows: for $k=0,1,2$ we have

$$
\begin{align*}
G_{2 k+2}(z) & =F(z) \int_{\infty_{2 k+2}}^{z} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}  \tag{4.38}\\
& =F(z)\left(\int_{\infty_{2 k+2}}^{\infty_{2 k}} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}+\int_{\infty_{2 k}}^{z} \frac{\mathrm{~d} \zeta}{F(\zeta)^{2}}\right)  \tag{4.39}\\
& =s_{2 k+1} F(z)+G_{2 k}(z) \tag{4.40}
\end{align*}
$$

were the indices are taken mod 6 and we have defined

$$
\begin{equation*}
s_{1}:=\int_{\infty_{2}}^{\infty_{0}} F(\zeta)^{-2} \mathrm{~d} \zeta, \quad s_{3}:=\int_{\infty_{4}}^{\infty_{2}} F(\zeta)^{-2} \mathrm{~d} \zeta, \quad s_{5}:=\int_{\infty_{0}}^{\infty_{4}} F(\zeta)^{-2} \mathrm{~d} \zeta \tag{4.41}
\end{equation*}
$$

owing to the observation that the contour of integration in $s_{2 k+1}, k=0,1,2$ crosses the Stokes line of argument $(2 k+1) \pi / 3$ with $k=0,1,2$.

The specific contour of integration of the Stokes parameters $s_{2 k+1}$ defined in (4.33) does not matter as long as it avoids the poles of the differential $F(z)^{-2} \mathrm{~d} z$. Indeed the differential $F(z)^{-2} \mathrm{~d} z$ has zero residue in the finite complex plane because if there was a non-zero residue at a pole, the function $G_{2 k}(z)$ would have non-trivial monodromy around that pole, but this cannot be the case since $G_{2 k}$ is a solution to the linear ODE system (1.4) which has analytic coefficients in the finite complex plane $\mathbb{C}$. By an application of Cauchy's theorem we conclude that the sum of the Stokes parameters vanishes:

$$
\begin{equation*}
s_{1}+s_{3}+s_{5}=0 \tag{4.42}
\end{equation*}
$$



Figure 4.2: Directions at infinity $\infty_{k}$ of argument $k \frac{i \pi}{3}$. The shaded regions denote the sectors of dominance of $\mathrm{e}^{\theta(x ; t)}$ where $\theta(z, t)=\frac{z^{3}}{3}+\frac{t z}{2}$. The unshaded regions denote the sectors of recessiveness.

### 4.2.2 Quasi-polynomials as degenerate orthogonal polynomials

In this section we introduce the concept of degenerate orthogonality of polynomials, and we show that it is satisfied by the polynomial part of the quasi-polynomial solutions of (1.4).

In the following we will consider weighted contours of the type

$$
\begin{equation*}
\Gamma=\sum_{j=1}^{n} s_{j} \gamma_{j} \tag{4.43}
\end{equation*}
$$

where $s_{j} \in \mathbb{C}$ are parameters and $\gamma_{j} \subset \mathbb{C}$ are contours in the complex plane. For an arbitrary complex function we will denote

$$
\begin{equation*}
\int_{\Gamma} f(z) \mathrm{d} z:=\sum_{j=1}^{n} s_{j} \int_{\gamma_{j}} f(z) \mathrm{d} z \tag{4.44}
\end{equation*}
$$

provided the integrals of $f(z) \mathrm{d} z$ along $\gamma_{j}$ exist and are well defined. Using this notation, $p_{n}(z)$ is a non-hermitian orthogonal polynomial with respect to the weighted contour $\Gamma$ and the weight $w(z)=$ $\mathrm{e}^{2 \theta(z)} \mathrm{d} z$ if it satisfies:

$$
\begin{equation*}
\left\langle p_{n}(z), z^{k}\right\rangle:=\int_{\Gamma} p_{n}(w) w^{k} \mathrm{e}^{2 \theta} \mathrm{~d} w=0, \quad k=0,1,2, \ldots, n-1 \tag{4.45}
\end{equation*}
$$

In this classical definition, the orthogonality condition of $p_{n}(z)$ affects all the polynomials of degree $d<$ $n$. We now introduce a the concept of degenerate orthogonality, in which additionally to the conditions (4.45), $p_{n}(z)$ is orthogonal to polynomials of degree $d \leq \ell$ and $\ell \geq n$.

Definition 4.9 (Naïve degenerate orthogonality). Let $\theta(z)$ be a fixed polynomial of degree $d+1$ and positive leading coefficient, and let the weighted contour $\Gamma=\sum_{j=1}^{d} s_{2 j-1} \gamma_{2 j-1}$, where $s_{2 j-1} \in \mathbb{C}$ are parameters and $\gamma_{2 j-1}$ are the wedge contours extending from $\infty_{2 j-1}$ to $\infty_{2 j+1}$ and $\infty_{k}$ denotes the point at infinity in the directions $\arg (z)=\frac{k \pi}{d+1}$. We say the polynomial $p_{n}(z)$ is $\ell$-degenerate orthogonal, with $\ell \in \mathbb{Z}_{\geq 1}$ if, additionally to the orthogonality conditions (4.45), it satisfies

$$
\begin{equation*}
\left\langle p_{n}(z), z^{n+k}\right\rangle=0, \quad k=0,1, \ldots, \ell-1 \tag{4.46}
\end{equation*}
$$

In Chapter 5 this concept is generalised to the case when $\theta^{\prime}(z)$ is a rational function, for this reason
we call it here naïve degenerate orthogonality.
To prove that the polynomial part of the quasi-polynomials solving (1.4) are degenerate orthogonal polynomials we will interpret the Stokes phenomenon in Theorem 4.8 as the jumps of a RiemannHilbert problem for orthogonal polynomials [FIK92].
Theorem 4.10. Supppose that $F(z)=p_{n}(z) e^{\theta(z ; t)}$ is a quasi-polynomial solution of the ODE (1.4). Then $p_{n}(z)$ is a 1-degenerate non-hermitian orthogonal polynomial with respect to the weight $w(z)=e^{2 \theta(z, t)} \mathrm{d} z$ on the contour

$$
\begin{equation*}
\Gamma=\varkappa \gamma+\tilde{\varkappa} \tilde{\gamma} \tag{4.47}
\end{equation*}
$$

where $\varkappa=s_{1}, \tilde{\varkappa}=s_{5}$ as defined in (4.33). The contour $\gamma$ is the wedge contour from $\infty_{1}$ to $\infty_{3}$ and $\widetilde{\gamma}$ is the wedge contour from $\infty_{5}$ to $\infty_{3}$ (see Figure 4.2).

Proof. Consider the quasi-polynomial $F(z):=p_{n}(z) \mathrm{e}^{\theta(z ; t)}$ which solves (1.4) with $J=n+1$. Define $G_{k}(z), k=0,2,4$ as in (4.32), which also solves the same ODE, and let us set

$$
\begin{equation*}
\Psi_{k}(z):=\left[F(z), G_{k}(z)\right], \quad k=0,2,4 \tag{4.48}
\end{equation*}
$$

to be a fundamental solution of (1.4). We interpret Theorem 4.8 as a $2 \times 2$ Riemann-Hilbert problem solved by $\Psi_{k}(z)$ in the sectors of opening $2 \pi / 3$ :

$$
\begin{equation*}
\mathcal{S}_{k} \cup \mathcal{S}_{k+1}, \quad k=0,2,4 . \tag{4.49}
\end{equation*}
$$

The jump conditions (4.33) imply that $G_{k}$ satisfies:

$$
\begin{equation*}
\mathrm{e}^{\theta(z ; t)} G_{k+2}(z)=\mathrm{e}^{\theta(z ; t)} G_{k}(z)+s_{k+1} p_{n}(z) \mathrm{e}^{2 \theta(z ; t)}, \quad k=0,2,4 . \tag{4.50}
\end{equation*}
$$

The three functions $G_{k}, k=0,2,4$ define a piecewise-analytic function $G(z)$ with discontinuities along the three rays $\left[0, \infty_{j}\right], j=1,3,5$ where it satisfies

$$
\begin{equation*}
\mathrm{e}^{\theta(z ; t)} G_{+}(z)=\mathrm{e}^{\theta(z ; t)} G_{-}(z)+s_{j} p_{n}(z) \mathrm{e}^{2 \theta(z ; t)}, \quad z \in\left[0, \infty_{j}\right], \quad j=1,3,5 . \tag{4.51}
\end{equation*}
$$

By the Sokhotski-Plemelj formula we can express $G$ as the following Cauchy transform over a weighted contour $\Gamma$ :

$$
\begin{equation*}
G(z):=\frac{\mathrm{e}^{-\theta(z ; t)}}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{p_{n}(w) \mathrm{e}^{2 \theta(w ; t)}}{w-z} \mathrm{~d} w, \quad \Gamma:=s_{1} \gamma+s_{5} \widetilde{\gamma} \tag{4.52}
\end{equation*}
$$

where the contours $\gamma, \widetilde{\gamma}$ are as in Fig.4.2. Note that the two contours overlap with the same orientation on the ray $\left[0, \infty_{3}\right]$. The function $G$ defined by (4.52) coincides with $G_{k}$ in each appropriate sector, since they satisfy the same Riemann-Hilbert jumps and both $G(z) \mathrm{e}^{\theta(z)}$ and $G_{k}(z) \mathrm{e}^{\theta(z)}$ are normalised with behaviour $\mathcal{O}\left(z^{-1}\right)$ at infinity.

To obtain the asymptotics at infinity it is sufficient to use formula (4.52) for $G$ and the asymptotics (4.23) for $G_{k}$. Indeed, writing

$$
\begin{equation*}
\frac{1}{w-z}=-\frac{1}{z}\left(1+\frac{w}{z}+\mathcal{O}\left(z^{-2}\right)\right) \tag{4.53}
\end{equation*}
$$

we find

$$
\begin{equation*}
G(z) \mathrm{e}^{\theta(z ; t)}=-\frac{1}{2 \pi \mathrm{i} z} \int_{\Gamma} p_{n}(w) w e^{2 \theta(w ; t)} \mathrm{d} w+\mathcal{O}\left(z^{-2}\right) \tag{4.54}
\end{equation*}
$$

which shows that $G(z) \mathrm{e}^{\theta(z ; t)}=\mathcal{O}\left(z^{-1}\right)$ as $z \rightarrow \infty$. We obtain similar asymptotics for $G_{k}(z)$ from the
asymptotics (4.23): taking $J=n+1$ we see that the Wronskian matrix of the ODE (4.22) for the pair of solutions $\left(F, G_{k}\right)$ has the following asymptotic expansion (using ${ }^{\prime}=\frac{\mathrm{d}}{\mathrm{d} z}$ ):

$$
\begin{gather*}
{\left[\begin{array}{cc}
F(z) & G_{k}(z) \\
F^{\prime}(z) & G_{k}^{\prime}(z)
\end{array}\right] \simeq\left[\begin{array}{cc}
z^{n} \mathrm{e}^{\theta(z)} & -z^{-n-2} \mathrm{e}^{-\theta(z)} \\
z^{n+2} \mathrm{e}^{\theta(z)} & z^{-n} \mathrm{e}^{-\theta(z)}
\end{array}\right]\left(\mathbb{I}+\mathcal{O}\left(z^{-1}\right)\right),}  \tag{4.55}\\
\\
z \rightarrow \infty, \quad z \in \mathcal{S}_{k} \cup \mathcal{S}_{k+1}, \quad j=0,2,4
\end{gather*}
$$

The $(1,2)$ entry of the Wronskian shows that $G_{k}(z) \mathrm{e}^{\theta(z ; t)}=\mathcal{O}\left(z^{-1}\right)$. Therefore $G(z)$ and $G_{k}(z)$ coincide in each appropriate sector as claimed.

These considerations imply the degenerate orthogonality of the polynomials $p_{n}(z)$. Taking $F$ and $G$ given as above, it follows that (4.55) is the asymptotic expansion of $F$ and $G$ in each of the sectors (4.49). Thus the asymptotic

$$
\begin{align*}
G(z) & =\frac{\mathrm{e}^{-\theta(z)}}{2 \pi i} \int_{\Gamma} \frac{p_{n}(w) \mathrm{e}^{2 \theta(w)}}{w-z} \mathrm{~d} w  \tag{4.56}\\
& =-\frac{1}{z} \frac{\mathrm{e}^{-\theta(z)}}{2 \pi i} \int_{\Gamma} p_{n}(w) \mathrm{e}^{2 \theta(w)}\left(1+\frac{w}{z}+\cdots+\frac{w^{n+1}}{z^{n+1}}+\ldots\right) \mathrm{d} w \simeq-z^{-n-2} \mathrm{e}^{-\theta(z)} \tag{4.57}
\end{align*}
$$

implies the vanishing of the integrals:

$$
\begin{equation*}
\int_{\Gamma} p_{n}(z) z^{k} \mathrm{e}^{2 \theta(z)} \mathrm{d} z, \quad k=0,1, \ldots, n-1, n \tag{4.58}
\end{equation*}
$$

Identifying $\varkappa=s_{1}$ and $\tilde{\varkappa}=s_{5}$ we find that the polynomials $p_{n}$ are 1-degenerate orthogonal as claimed.

In order to prove the converse of the previous theorem we need the following lemma, which makes use of basic properties of the indicial equation associated to an ODE; we refer the reader to [Olv97].

Lemma 4.11. Consider the second order $O D E$

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-V(z) y=0 \tag{4.59}
\end{equation*}
$$

Suppose that $z=z_{*}$ is a (possible) singularity of the potential $V(z)$ and it is a pole of order at most 2 . Assume that it is an apparent singularity(i.e. a singular point $z=z_{*}$ such that any two linearly independent solutions to the ODE are actually analytic at the point $z=z_{*}$ ). Then, $V(z)$ is locally analytic at $z_{*}$.

Proof. We argue by contradiction and consider separately the cases when $V(z)$ has a double pole and when $V(z)$ has a simple pole.

- Case 1: simple pole. Suppose that near the singular point $z=z_{\star}$ the potential is of the form

$$
\begin{equation*}
V(z)=\frac{a}{\zeta}+b+\mathcal{O}(\zeta) \tag{4.60}
\end{equation*}
$$

with $a \neq 0$ and $\zeta=z-z_{\star}$. Then the indicial equation of the ODE becomes

$$
\begin{equation*}
d(d-1)=0 \tag{4.61}
\end{equation*}
$$

has two solutions $d_{1}=1$ and $d_{2}=0$ differing by a non-zero integer $d_{1}-d_{2}=1$, meaning that there are two linearly independent solutions $y_{1}(z), y_{2}(z)$ such that

$$
\begin{align*}
& y_{1}(z)=\mathcal{O}\left(\zeta^{d_{1}}\right)  \tag{4.62}\\
& y_{2}(z)=\mathcal{O}\left(\zeta^{d_{2}}\right) \tag{4.63}
\end{align*}
$$

as $z \rightarrow z_{\star}$. But it is evident that $y_{2}(z)=1+\mathcal{O}(\zeta)$ cannot solve the differential equation (4.59) since the left of the equation is analytic at $z=z_{\star}$ and the right side has a pole at $z=z_{\star}$ This is a contradiction, and so $V(z)$ cannot have a simple pole.

- Case 2: double pole. Suppose that near the singular point $z=z_{\star}$ the potential has the shape

$$
\begin{equation*}
V(z)=\frac{a}{\zeta^{2}}+\frac{b}{\zeta}+\mathcal{O}(1) \tag{4.64}
\end{equation*}
$$

with $a \neq 0$ and again we denote $\zeta=z-z_{\star}$. The indicial equation now gives

$$
\begin{equation*}
a=d(d-1) \tag{4.65}
\end{equation*}
$$

Let $d_{1}, d_{2}$ be the two solutions of the indicial equation (4.65). By the assumption that the solutions to the ODE are all analytic, we must have that $d_{1}$ and $d_{2}$ must be non-negative integer and not equal to each other (if $d_{1}=d_{2}$ then one of the solutions has a logarithmic singularity). Note that $d_{1}=d_{2}$ if and only if $d_{1}=d_{2}=1 / 2$, so we may simply assume that $d_{1}, d_{2}$ are non-negative integers. Rewriting the equation $d_{1}\left(d_{1}-1\right)=d_{2}\left(d_{2}-1\right)$ as

$$
\begin{equation*}
\left(d_{1}-d_{2}\right)\left(d_{1}+d_{2}-1\right)=0 \tag{4.66}
\end{equation*}
$$

we see that the only non-negative integer solutions are $d_{1}=0$ and $d_{2}=1$ or vice versa. In either case from the indicial equation we find that $a=0$, which is a contradiction. Therefore $V(z)$ cannot have a double pole.

We now are ready to prove the converse of Theorem 4.10, namely that the degenerate orthogonal polynomials are precisely the polynomial part of the quasi-polynomial solutions to the Shapiro-Tater eigenvalue problem (1.4)-(1.5).

Theorem 4.12. Suppose that $p_{n}(z)$ is a 1-degenerate orthogonal polynomial with respect to the weight $w(z)=$ $\mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z$ on the contour $\Gamma:=\varkappa \gamma+\tilde{\varkappa} \tilde{\gamma}$ introduced in Theorem 4.10. Then $F(z)=p_{n}(z) \mathrm{e}^{\theta(z ; t)}$ is a quasipolynomial solution of the boundary problem (1.4)-(1.5) with $J=n+1$.

Proof. Suppose that $p_{n}(z)$ satisfies

$$
\begin{equation*}
\int_{\Gamma} p_{n}(w) w^{k} \mathrm{e}^{2 \theta(w ; t)} \mathrm{d} w=0, \quad k=0,1, \ldots, n \tag{4.67}
\end{equation*}
$$

identically in namely, $p_{n}(z)$ is a 1-degenerate orthogonal polynomial with respect to the measure $\mathrm{d} \mu(z)=$
$\mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z$ on the weighted contour $\Gamma$ as in (4.47). Let us define the functions

$$
\begin{align*}
& F(z):=p_{n}(z) \mathrm{e}^{\theta(z ; t)},  \tag{4.68}\\
& G(z):=\frac{\mathrm{e}^{-\theta(z ; t)}}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{p_{n}(w) \mathrm{e}^{2 \theta(w ; t)} \mathrm{d} w}{w-z} . \tag{4.69}
\end{align*}
$$

We claim the Wronskian $W=F G^{\prime}-F^{\prime} G$ is constant. Indeed, the degenerate orthogonality condition implies that

$$
\begin{equation*}
G(z) \simeq\left(h_{n} z^{-n-2}+\mathcal{O}\left(z^{-n-3}\right)\right) \mathrm{e}^{-\theta(z ; t)}, \quad z \rightarrow \infty \tag{4.70}
\end{equation*}
$$

where the leading factor is

$$
\begin{equation*}
h_{n}:=-\frac{1}{2 \pi i} \int_{\Gamma} p_{n}(w) \mathrm{e}^{2 \theta(w ; t)} w^{n+1} \mathrm{~d} w . \tag{4.71}
\end{equation*}
$$

Furthermore, by differentiating (denoting ${ }^{\prime}=\frac{\mathrm{d}}{\mathrm{d} z}$ ) we find

$$
\begin{align*}
G^{\prime}(z) & =-\theta^{\prime}(z) G(z)+\frac{\mathrm{e}^{-\theta(z ; t)}}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{p_{n}(w) \mathrm{e}^{2 \theta(w ; t)}}{(w-z)^{2}} \mathrm{~d} w  \tag{4.72}\\
& =-\theta^{\prime}(z) G(z)+\frac{1}{z^{2}} \frac{\mathrm{e}^{-\theta(z ; t)}}{2 \pi \mathrm{i}} \int_{\Gamma} p_{n}(w) \mathrm{e}^{2 \theta(w ; t)}\left(1+2 \frac{w}{z}+3 \frac{w^{2}}{z^{2}}+\ldots\right) \mathrm{d} w  \tag{4.73}\\
& =\mathrm{e}^{-\theta(z ; t)}\left(-h_{n} z^{-n}+\mathcal{O}\left(z^{-n-1}\right)\right)+\frac{1}{z^{2}} \frac{\mathrm{e}^{-\theta(z ; t)}}{2 \pi \mathrm{i}} \mathcal{O}\left(z^{-n-1}\right)  \tag{4.74}\\
& =\mathrm{e}^{-\theta(z ; t)}\left(-h_{n} z^{-n}+\mathcal{O}\left(z^{-n-1}\right)\right) . \tag{4.75}
\end{align*}
$$

Additionally, since $p_{n}(z)$ is a polynomial, we have that $F(z) \simeq z^{n} \mathrm{e}^{\theta(z ; t)}$ and $F^{\prime}(z) \simeq z^{n+2} \mathrm{e}^{\theta(z ; t)}$, which means that the Wronskian is bounded at infinity, i.e.

$$
\begin{equation*}
W(z)=F^{\prime}(z) G(z)-F(z) G^{\prime}(z)=-2 h_{n}+\mathcal{O}\left(z^{-1}\right), \quad z \rightarrow \infty . \tag{4.76}
\end{equation*}
$$

Using the fact that the derivative of the Cauchy transform $G(z)$ satisfies the jump condition

$$
\begin{equation*}
G_{+}^{\prime}(z)-G_{-}^{\prime}(z)=s_{k} F^{\prime}(z), \quad z \in \gamma, \widetilde{\gamma} \tag{4.77}
\end{equation*}
$$

we see that the Wronskian has no jump-discontinuities since on each contour $z \in \gamma, \widetilde{\gamma}$ we have

$$
\begin{equation*}
W_{+}=F^{\prime} G_{+}-F G_{+}^{\prime}=F^{\prime}\left(s_{k} F+G_{-}\right)-F\left(s_{k} F^{\prime}+G_{-}^{\prime}\right)=F^{\prime} G_{-}-F G_{-}^{\prime}=W_{-} . \tag{4.78}
\end{equation*}
$$

Finally, since $W$ is built from locally analytic functions, it also follows that $W(z)$ has no poles and so $W$ must be an entire function. We observe that $W(z)$ is bounded at infinity since $F^{\prime} G, F G^{\prime}$ are bounded in the complement of the contour. By the theorem of Liouville we conclude that $W(z)$ must be a constant, i.e.

$$
\begin{equation*}
W(z)=F^{\prime}(z) G(z)-F(z) G^{\prime}(z) \equiv-2 h_{n} \tag{4.79}
\end{equation*}
$$

Differentiating this equation gives that $F^{\prime \prime} / F \equiv G^{\prime \prime} / G$. Let us denote by $V(z)$ this ratio; then both $F$ and $G$ satisfy a 2 nd order linear ODE of the form:

$$
\begin{equation*}
y^{\prime \prime}-V(z) y=0 \quad \text { with potential } V(z):=\frac{F^{\prime \prime}(z)}{F(z)} \tag{4.80}
\end{equation*}
$$

We can rewrite the potential using the defining expression $F(z)=p_{n}(z) \mathrm{e}^{\theta(z)}$ in terms of the polynomial $p_{n}(z)$, which gives us:

$$
\begin{equation*}
V(z)=\theta^{\prime \prime}(z)+\theta^{\prime}(z)^{2}+2 \theta^{\prime}(z) \frac{p_{n}^{\prime}(z)}{p_{n}(z)}+\frac{p_{n}^{\prime \prime}(z)}{p_{n}(z)} \tag{4.81}
\end{equation*}
$$

Let $z_{0}$ be one of the zeros of $p_{n}$ of multiplicity $d$ and write $p_{n}(z)=\left(z-z_{0}\right)^{d} h(z)$. Expand the potential (4.81) near $z=z_{0}$ :

$$
\begin{equation*}
V(z)=\frac{d(d-1)}{\left(z-z_{0}\right)^{2}}+\frac{2 d}{z-z_{0}}\left(\frac{h^{\prime}\left(z_{0}\right)}{h\left(z_{0}\right)}+\theta^{\prime}\left(z_{0}\right)\right)+\mathcal{O}(1), \quad z \rightarrow z_{0} \tag{4.82}
\end{equation*}
$$

This shows that $V(z)$ may have at most a second-order pole, depending on the multiplicity of the zero $z_{0}$. But both $F(z)$ and $G(z)$ are analytic near $z=c$ and satisfy (4.80), and so we deduce that all the singularities of the ODE are apparent. We can thus apply Lemma 4.11 to the ODE (4.80), from which it follows $V(z)=F^{\prime \prime} / F$ is an entire function.

We conclude that $d=1$, namely all the zeros $z_{1}, \ldots, z_{n}$ of the polynomial $p_{n}(z)$ are simple and we obtain the following singular expression for the potential:

$$
\begin{equation*}
V(z)=\theta^{\prime \prime}(z)+\left(\theta^{\prime}(z)\right)^{2}+2 n z+2 \sum_{j=1}^{n} z_{j}+\sum_{j=1}^{n} \frac{1}{z-z_{j}}\left[\theta^{\prime}\left(z_{j}\right)+\sum_{\substack{k=1 \\ k \neq j}}^{n} \frac{1}{z_{j}-z_{k}}\right] \tag{4.83}
\end{equation*}
$$

Since $V(z)$ must be entire, the zero residue condition implies that

$$
\begin{equation*}
\theta^{\prime}\left(z_{j}\right)=\sum_{\substack{k=1 \\ k \neq j}}^{n} \frac{1}{z_{k}-z_{j}}, \quad j=1, \ldots, n \tag{4.84}
\end{equation*}
$$

This gives the potential

$$
\begin{equation*}
V(z)=z^{4}+t z^{2}+2 z(n+1)+\frac{t^{2}}{4}+2 \sum_{j=1}^{n} z_{j} \tag{4.85}
\end{equation*}
$$

which coincides with the potential in (1.4) after identifying $\Lambda=\frac{t^{2}}{4}+2 \sum_{j=1}^{n} z_{j}$ and $J=n+1$.
Remark 4.13. This proof shows that $V(z)$ is a quartic polynomial if and only if the zeroes $z_{1}, \ldots, z_{n}$ of $p_{n}(z)$ are simple and satisfy a Fekete type equilibrium property (4.84). This curious observation is generalised to the zeroes of all non-hermitian $\ell$-degenerate orthogonal polynomials and it is the main issue under consideration in Chapter 5.

Corollary 4.14. The following statements are equivalent:

1. The Shapiro-Tater boundary problem (1.4)-(1.5) admits quasi-polynomial solutions $F(z)=p_{n}(z) \mathrm{e}^{\theta(z)}$ where $p_{n}(z)$ is a polynomial of degree $n$.
2. The polynomial $p_{n}(z)$ is a 1-degenerate orthogonal polynomial of degree $n$ on the weighted contour $\Gamma=$ $\varkappa \gamma+\tilde{\varkappa} \widetilde{\gamma}$ with the weight $w(z)=\mathrm{e}^{2 \theta(z ; t)}$; and where $\varkappa=s_{1}, \tilde{\varkappa}=s_{5}$ are explicitly given in terms of $p_{n}(z)$ via the formulæ (4.33).

### 4.2.3 Degenerate spectrum

In this section we prove a key theorem that will be necessary for what follows. It characterises the degenerate spectrum, i.e. the repeated eigenvalues, of the Shapiro-Tater eigenvalue problem (1.4)-(1.5) in terms of the vanishing of the integral of the square of the quasi-polynomials.

Theorem 4.15. The following statements are equivalent:

1. The value of $t \in \mathbb{C}$ is such that the Exactly Solvable spectrum of (1.4)-(1.5) has a repeated eigenvalue.
2. The values of $J, t, \Lambda$ in (1.4) satisfy

$$
\begin{equation*}
\mathrm{C}_{n}(t, \lambda)=0, \quad \frac{\mathrm{~d}}{\mathrm{~d} \lambda} \mathrm{C}_{n}(t, \lambda)=0, \quad J=n+1 \in \mathbb{N} \tag{4.86}
\end{equation*}
$$

where $C_{n}(t, \lambda)$ is the characteristic polynomial defined in (1.10) and $\lambda=\Lambda-\frac{t^{2}}{4}$.
3. There is a quasi-polynomial solution $p_{n}(z) \mathrm{e}^{\theta(z ; t)}$ of (1.4)-(1.5) that satisfies

$$
\begin{equation*}
\int_{\gamma}\left(p_{n}(z) e^{\theta(z ; t)}\right)^{2} \mathrm{~d} z=0, \quad \int_{\widetilde{\gamma}}\left(p_{n}(z) e^{\theta(z ; t)}\right)^{2} \mathrm{~d} z=0 \tag{4.87}
\end{equation*}
$$

where $\gamma$ and $\widetilde{\gamma}$ are defined as in Theorem 4.10 (wedge contours from $\infty_{1} \rightarrow \infty_{3}$ and $\infty_{3} \rightarrow \infty_{5}$ respectively), see Fig. 4.2.

## Proof.

$(1 \Rightarrow 2)$ Suppose that $y(z)$ is a solution to the eigenvalue problem (1.4) with an associated eigenvalue $\Lambda$ of algebraic multiplicity greater than 1 . Then $y(z)=p(z) \mathrm{e}^{\theta(z ; t)}$ must be a quasi-polynomial according to Proposition 4.7, and we must have that $J=n+1$.
It is clear that $\Lambda$ is an eigenvalue of (1.4) if and only if $\lambda=\Lambda-\frac{t^{2}}{4}$ is an eigenvalue of the polynomial differential equation (1.7), and this happens precisely when the characteristic polynomial $\mathrm{C}_{n}(t, \lambda)$ in (1.10) vanishes.
Moreover, this eigenvalue is repeated precisely when the derivative w.r.t. $\lambda$ of the characteristic polynomial $\frac{\mathrm{d}}{\mathrm{d} \lambda} \mathrm{C}_{n}(t, \lambda)$ also vanishes.
$(2 \Rightarrow 1)$ This is immediate consequence of Lemma 4.6 together with the fact that the derivative of a polynomial vanish at each root of multiplicity higher than one.
$(2 \Rightarrow 3)$ Suppose that the statement 2 is satisfied. This means the parameter $t \in \mathbb{C}$ must be such that the eigenvalue $\Lambda$ has algebraic multiplicity at least 2 and so we can consider a generalized eigenvector. We kindly remind the reader that if $\mathrm{v} \in \mathbb{C}^{n+1}$ is the eigenvector of the matrix $M_{n}(t)$ in (1.9) with eigenvalue $\lambda$, then a generalized eigenvector $\mathrm{w} \in \mathbb{C}^{n+1}$ satisfies the equation

$$
\begin{equation*}
(M-\lambda I) \mathrm{w}=\mathrm{v} \tag{4.88}
\end{equation*}
$$

Thus the generalized eigenvector equation associated to the linear operator (1.7) takes the form of the following differential equation for a polynomial $r(z)$ of degree at most $n$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2} r}{\mathrm{~d} z^{2}}+2\left(z^{2}+\frac{t}{2}\right) \frac{\mathrm{d} r}{\mathrm{~d} z}-(2(J-1) z+\lambda) r=p_{n}(z) \tag{4.89}
\end{equation*}
$$

The homogeneous part of this differential equation is precisely (1.7), therefore two linearly independent solutions are given by $p_{n}(z)$ (a polynomial of degree $n=J-1$ ) and

$$
\begin{equation*}
q_{k}(z)=p_{n}(z) \int_{\infty_{k}}^{z} F(w)^{-2} \mathrm{~d} w \tag{4.90}
\end{equation*}
$$

where $F(z):=p_{n}(z) \mathrm{e}^{\theta(z ; a)}$ is a quasi-polynomial and we can choose any $k=0,2,4$. Then we can find a particular solution $r_{0}(z)$ of (4.89) by "variation of parameters" as follows:

$$
\begin{equation*}
r_{0}(z):=p_{n}(z) \underbrace{\int_{\infty_{0}}^{z} F(s)^{-2}\left(\int_{\infty_{1}}^{s} F(w)^{2} \mathrm{~d} w\right) \mathrm{d} s}_{H(z)} \tag{4.91}
\end{equation*}
$$

This solution of (4.89) is defined up to addition of a linear combination of $p_{n}(z), q_{0}(z)$, so we must verify that we can choose constants $A, B$ such that $r_{0}(z)+A p_{n}(z)+B q_{0}(z)$ is a polynomial of degree at most $n$. Clearly here only the value of $B$ is relevant (since $p_{n}$ is already a polynomial). Thus the issue boils down to whether $r_{0}+B q_{0}$ is a polynomial for some value of $B$.

We first observe that $B$ must be zero. Indeed, consider the asymptotic behaviour as $z \rightarrow \infty_{1}$ : the inner integral defining $H(z)$ tends to zero at exponential rate as as $z \rightarrow \infty_{1}$ and hence one sees that $H(z)$ is bounded. However, $q_{k}(z)$ has dominant exponential growth in this direction. Thus we necessarily have $B=0$ for otherwise $r=r_{0}+B q_{0}$ is not polynomially bounded in the direction of $\infty_{1}$.

We deduce that $r_{0}$ must itself be a polynomial. Now we consider the behaviour of $r_{0}$ near $\infty_{3}, \infty_{5}$. We can write, for example for $\infty_{3}$,

$$
\begin{align*}
r_{0}(z) & =p_{n}(z) \int_{\infty_{0}}^{z} F(w)^{-2}\left(\int_{\infty_{1}}^{\infty_{3}} F(s)^{2} \mathrm{~d} s+\int_{\infty_{3}}^{w} F(s)^{2} \mathrm{~d} s\right) \mathrm{d} w \\
& =\left(\int_{\infty_{1}}^{\infty_{3}} F(s)^{2} \mathrm{~d} s\right) q_{0}(z)+p_{n}(z) \int_{\infty_{0}}^{z} F(w)^{-2}\left(\int_{\infty_{3}}^{w} F(s)^{2} \mathrm{~d} s\right) \mathrm{d} w \tag{4.92}
\end{align*}
$$

The second term above is polynomially bounded near $\infty_{3}$, by the same argument used to show that $H$ is bounded near $\infty_{1}$. But since $q_{0}$ is exponentially dominant also near $\infty_{1}$ we deduce that $\int_{\infty_{1}}^{\infty_{3}} F(s)^{2} \mathrm{~d} s=0$. One similarly deduces $\int_{\infty_{5}}^{\infty_{3}} F(s)^{2} \mathrm{~d} s=0$, which establishes (4.87).
$(3 \Rightarrow 2)$ Consider the expression (4.91). It is easy to see directly that it satifies the generalized eigenvector equation (4.89); we must only verify that the conditions (4.87) guarantee that $r_{0}(z)$ is a polynomial. But this follows again from the Liouville theorem and using (4.92).

Remark 4.16. Theorem 4.15 seems at first sight nothing short of a miracle; indeed once we fix $J=$ $n+1 \in \mathbb{N}$, then the eigenvalue problem (1.4)-(1.5) has only two continuous parameters $t, \Lambda$. However the multiple eigenvalue condition apparently involves now three equations which are:
(i) the characteristic equation (1.10), which determines $\lambda$ as a function of $t$ and guarantees the existence of a quasi-polynomial solution as per Lemma 4.6;
(ii) the two equations involving the vanishing of the integral of the square of quasi-polynomials (4.87) for the parameter $t$.

However, the system is actually not overdetermined due to the following reasoning: for a given $J=$ $n+1 \in \mathbb{N}$, if the pair $(t, \Lambda)$ is in the Exactly Solvable spectrum, then Theorem 4.10 demonstrates that $p_{n}(z)$ is a degenerate orthogonal polynomial, namely

$$
\begin{equation*}
\varkappa \int_{\gamma} p_{n}^{2}(z) \mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z+\tilde{\varkappa} \int_{\widetilde{\gamma}} p_{n}^{2}(z) \mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z=0 \tag{4.93}
\end{equation*}
$$

with $\gamma, \widetilde{\gamma}, \varkappa, \tilde{\varkappa}$ defined in the same theorem. The coefficients $\varkappa, \tilde{\varkappa}$, which are explicitly given by the Stokes multipliers as in Theorem 4.10, cannot be both vanishing for otherwise the Stokes phenomenon of the ODE would be trivial by (4.31), which is not possible. Then the two equations (4.87) yield only one additional constraint.

### 4.3 Stokes phenomenon via exact WKB

In this section we make use of the exact WKB analysis to study the properties of the Shapiro-Tater eigenvalue problem (1.4)-(1.5) and the Jimbo-Miwa anharmonic oscillator (4.14).

To begin, we see that after scaling appropriately, both ODEs become of the form (3.30), and so we are able to apply the exact WKB method to study these ODEs. The small parameter $\hbar$ is dependent on each case. These scalings work as follows.

## Shapiro-Tater potential.

$$
\begin{gather*}
V_{\mathrm{ST}}(z ; t, \Lambda)=z^{4}+t z^{2}+2(n+1) z+\Lambda, \\
\zeta=(n+1)^{-\frac{1}{3}} z, \quad s=(n+1)^{-\frac{2}{3}} t, \quad E=(n+1)^{-\frac{4}{3}} \Lambda, \tag{4.94}
\end{gather*}
$$

where $(t, \Lambda)$ are part of the Exactly Solvable spectrum of the eigenvalue problem (1.4)-(1.5).

## Jimbo-Miwa potential.

$$
\begin{gather*}
V_{\mathrm{ST}}(z ; a, b)=z^{4}+a z^{2}+(2 n+1) z+\left(\frac{7 a^{2}}{36}+10 b\right), \\
\zeta=\left(n+\frac{1}{2}\right)^{-\frac{1}{3}} z, \quad s=\left(n+\frac{1}{2}\right)^{-\frac{2}{3}} a, \quad \widehat{b}=\left(n+\frac{1}{2}\right)^{-\frac{4}{3}} b, \tag{4.95}
\end{gather*}
$$

where $a$ is a pole of residue -1 of a solution to PII with $\alpha=n \in \mathbb{N}$ and $b$ is the coefficient in the Laurent expansion, as in (4.3).

In either case the scaling yields a WKB type ODE with the same potential after identifying $E=$ $\frac{7 s^{2}}{36}+10 \widehat{b}$ in the JM case. The only difference is the small parameter $\hbar$ depending on each case:

$$
\hbar^{2} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} \zeta^{2}}-\left(\zeta^{4}+s \zeta^{2}+2 \zeta+E\right) y=0, \quad \hbar=\left\{\begin{array}{l}
(n+1)^{-1} \text { in Shapiro-Tater case }  \tag{4.96}\\
\left(n+\frac{1}{2}\right)^{-1} \text { in Jimbo-Miwa case }
\end{array}\right.
$$

The potential, which we denote

$$
\begin{equation*}
Q(\zeta ; s, E):=\zeta^{4}+s \zeta^{2}+2 \zeta+E \tag{4.97}
\end{equation*}
$$

is independent of $n$. Crucially, this would not be the case if we took $\hbar=n^{-1}$ as our large parameter for
the Jimbo-Miwa potential $V_{\mathrm{JM}}$, instead giving a potential dependent on $h=n^{-1}$.

### 4.3.1 Exact WKB applied to the quartic potential

When we apply the exact WKB method to the potential (4.97) we will encounter the differential $\sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta$, which is multivalued in the $\mathbb{C}$ with branch points at the zeroes of the potential $Q(\zeta ; s, E)$. For this reason we make the following definitions to avoid ambiguity in the upcoming calculations.

Definition 4.17 (Square root of $Q$ ). Choosing the branch cuts $\mathcal{B} \subset \mathbb{C}$ of $\sqrt{Q(\zeta)}$ in the finite part of the complex plane in an arbitrary way, the function $\sqrt{Q(\zeta)}$ becomes single valued in the complement of $\mathcal{B}$. We fix a determination of $\sqrt{Q(\zeta)}$ in such a way that $\sqrt{Q(\zeta)} \simeq \zeta^{2}$ as $|\zeta| \rightarrow \infty$. This choice identifies the first sheet of the Riemann surface $\bar{\Sigma}$. The second sheet correspond to the choice $\sqrt{Q(\zeta)} \simeq-\zeta^{2}$ as $|\zeta| \rightarrow \infty$.

To minimize confusion when performing integrations along the branch cuts we will make the following explicit definition.

Definition 4.18 (Branch cut integration). Let $\tau$ and $\widehat{\tau}$ be two zeroes of $Q(\zeta ; s, E)$ joined by a branch cut. We denote by

$$
\begin{equation*}
\int_{\tau}^{\widehat{\tau}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta \tag{4.98}
\end{equation*}
$$

the integral of $\sqrt{Q(\zeta ; s, E)}$ along the + side when the branch cut is oriented from $\tau$ to $\widehat{\tau}$. Similarly, we denote by

$$
\begin{equation*}
\int_{\tau}^{\widehat{\tau}} \sqrt{Q\left(\zeta_{-} ; s, E\right)} \mathrm{d} \zeta \tag{4.99}
\end{equation*}
$$

the corresponding integral along the - side of the branch cut. As usual, the + and - sides correspond to left side and right side of the oriented contour, respectively.

With this definition in mind, we have the following relation between periods and branch cut integration:

$$
\begin{equation*}
\oint_{\gamma} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta=2 \int_{\tau}^{\widehat{\tau}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-2 \int_{\tau}^{\widehat{\tau}} \sqrt{Q\left(\zeta_{-} ; s, E\right)} \mathrm{d} \zeta \tag{4.100}
\end{equation*}
$$

where $\gamma$ is an clockwise contour surrounding $\tau$ and $\widehat{\tau}$.
It is useful to relate the periods of $S_{1}$ to the periods of $S_{-1}$. To this end we have the following
Proposition 4.19. Let us denote

$$
\begin{equation*}
I(s, E)=\oint_{\gamma} S_{-1}(\zeta ; s, E) \mathrm{d} \zeta \tag{4.101}
\end{equation*}
$$

where $\gamma$ is a closed contour and $S_{-1}(\zeta ; s, E)=\sqrt{Q(\zeta ; s, E)}$ as in (3.36). The corresponding period of $S_{1}$ in (3.36) is given in terms of $I(s, E)$ by

$$
\begin{equation*}
\oint_{\gamma} S_{1}(\zeta ; s, E) \mathrm{d} \zeta=\left(-\frac{\partial^{2}}{\partial s \partial E}-\frac{s}{6} \frac{\partial^{2}}{\partial E^{2}}\right) I(s, E) \tag{4.102}
\end{equation*}
$$

Proof. From the expression of the quartic potential (4.97) we see that

$$
\begin{equation*}
\partial_{E} \sqrt{Q(\zeta ; s, E)}=\frac{1}{2 \sqrt{Q(\zeta ; s, E)}} \tag{4.103}
\end{equation*}
$$

where we denote $\partial_{E}=\frac{\partial}{\partial E}$. Now, dropping the explicit dependence on $\zeta, s, E$, we write

$$
\begin{equation*}
S_{1}=\frac{1}{48} \frac{Q^{\prime \prime}}{Q^{\frac{3}{2}}}-\frac{5}{24}\left(\frac{1}{\sqrt{Q}}\right)^{\prime \prime} \tag{4.104}
\end{equation*}
$$

where ${ }^{\prime}=\frac{\partial}{\partial \zeta}$ The periods of the second term in (4.104) vanish because this gives an exact differential; the first term reads

$$
\begin{equation*}
\frac{1}{48} \frac{Q^{\prime \prime}}{Q^{\frac{3}{2}}}=\frac{6 \zeta^{2}+s}{24 Q^{\frac{3}{2}}}=-\left(6 \partial_{s}+s \partial_{E}\right)\left(\frac{1}{12 Q^{\frac{1}{2}}}\right)=-\left(6 \partial_{s}+s \partial_{E}\right) \partial_{E}\left(\frac{1}{6} Q^{\frac{1}{2}}\right) . \tag{4.105}
\end{equation*}
$$

Integrating (4.104) along $\gamma$ and using the identity (4.105) completes the proof.

In the quartic case we will work under the assumption that all the turning point are simple and that there are no saddle trajectories, as specified below.

Assumption 4.20. The following assumptions shall prevail.

- Simplicity. The roots of the potential are all simple. In the case of the potential $Q(\zeta ; s, E)$, there are no repeated roots if and only if $(s, E)$ satisfy:

$$
\begin{equation*}
E s^{4}-8 E^{2} s^{2}+16 E^{3}-s^{3}+36 E s-27 \neq 0 \tag{4.106}
\end{equation*}
$$

- Genericity. There are no saddle trajectories i.e. there are no Stokes' curves connecting two turning points. Saddle trajectories can only occur if there is a contour $\gamma$ in the homology group of the Riemann surface $\bar{\Sigma}$ for which

$$
\begin{equation*}
\operatorname{Im} \oint_{\gamma} \sqrt{\zeta^{4}+s \zeta^{2}+2 \zeta+E} \mathrm{~d} \zeta=0 \tag{4.107}
\end{equation*}
$$

The assumption of simplicity means there are exactly three Stokes' curves emanating from each turning point. The assumption of genericity implies that all the Stokes' curves must extend to $\infty$. We are allowed to make these assumptions as there is no reason to believe the Exactly Solvable spectrum is related to the simplicity and genericity of the WKB potential. These assumptions have been verified numerically.

Now we can classify all the possible Stokes graphs.
Proposition 4.21 (Classification of generic Stokes graph). Under the Assumption 4.20 and with determination of $\sqrt{Q}$ as in Definition 4.17 (with the branch cuts chosen as in Fig. 4.3), the Stokes graphs are in one-to-one correspondence with the triangulations of the hexagon, so there are 14 such configurations. Three of them are topologically distinct (as graphs), they're depicted in Fig. 4.3 and named $E, D$ and $Z$. The remaining configurations can be obtained from the graphs of types $E, D$ and $Z$ shown in Fig. 4.3 by a $\mathbb{Z}_{6}$ rotation and by a reflection along the line $\infty_{3} \rightarrow \infty_{0}$.

Proof. Assuming simplicity, from each turning point there are exactly three Stokes curves emanating from it. These Stokes curves end either at infinity or at another turning point. Assuming genericity the latter cannot happen, therefore the Stokes curves determine an ideal triangulation of the Riemann sphere with a small disk around infinity removed and with 6 marked points in the boundary (corre-


Figure 4.3: Generic decorated Stokes graph configurations for a quartic polynomial $Q(x)$. Solid lines depict the Stokes curves emanating from the turning points $\tau_{j}$, dashed lines denote the triangulation of the hexagon and green curvy lines correspond to our choice of branch cuts. We remark that for various $(s, E) \in \mathbb{C}^{2}$ the potential $Q(\zeta ; s, E)$ may have a different different Stokes lines in $\overline{\mathbb{C}}$ but the underlying Stokes graph will be topologically identical to one of the types depicted.
sponding to the asymptotic directions at infinity). These triangulations correspond to triangulations of the hexagon, and there are 14 such triangulations.

Indeed, we can view these 6 marked points as determining a (topological) hexagon. Furthermore, each of the turning points $\tau_{j}$ determines a triangle inside the hexagon by connecting the asymptotic directions at infinity with a Stokes curve originating from $\tau_{j}$. Up to rotations and reflections of the hexagon there are 3 distinct such triangulations, named $E, D$ and $Z^{2}$ as depicted in Fig. 4.3. The 14 possible configuration can be obtained as follows. From configuration $D$ we obtain one other configuration rotating by $2 \pi / 6$. From configuration $Z$ we obtain 6 distinct configurations, 3 of them corresponding to a $\mathbb{Z}_{3}$ (i.e. $2 \pi / 3$ ) rotation, and another 3 corresponding to a reflection followed by a $\mathbb{Z}_{3}$ rotation. Finally from configuration $E$ we obtain 6 distinct configurations corresponding to a $\mathbb{Z}_{6}$ (i.e. $2 \pi / 6$ ) rotation. Finally, $2+3+3+6=14$ as claimed.

### 4.3.2 WKB Riemann-Hilbert problem

In this section we coordinate the classification of Stokes graphs in Proposition 4.21 with the connection formulæ in Theorem 3.18 and Proposition 3.19 in order to formulate a Riemann-Hilbert problem satisfied by the WKB solutions.

Riemann-Hilbert Problem 4.22 (Quartic WKB jumps). Fix a quartic polynomial potential $Q(z)$ and suppose that its Stokes graph is of type $D, E$ or $Z$ as indicated in Fig. 4.3. The Riemann-Hilbert problem for the vector valued function $\Psi$ such that $\left.\Psi\right|_{\mathscr{D}}=\left(\Psi_{+}^{(\mathscr{D})}, \Psi_{-}^{(\mathscr{D})}\right)$ with $\left.\Psi\right|_{\mathscr{D}}$ defined in Theorem 3.18, consists of the following oriented contours in $\overline{\mathbb{C}}$ with their associated jump matrices.

1. Square root branch cuts: To each square-root branch cut (coloured green in Fig. 4.4), with the orientation indicated in Fig. 4.4, we associate the jump matrix

$$
G:=\left[\begin{array}{ll}
0 & i  \tag{4.108}\\
i & 0
\end{array}\right] .
$$

[^10]2. Fourth root branch cuts: in configurations $E$ and $Z$ there is an extra jump contour corresponding to the fact that
\[

$$
\begin{equation*}
\sqrt{S_{\mathrm{odd}}(\zeta, \hbar)} \simeq h^{-1 / 2} Q(\zeta)^{1 / 4}+\mathcal{O}\left(\hbar^{1 / 2}\right) \tag{4.109}
\end{equation*}
$$

\]

To each fourth-root branch cut we associate the jump matrix $Y=G^{2}=\mathbf{- 1}$. The fourth-root branch cuts are coloured in yellow in Fig. 4.4. Note there is no need to specify the orientation of these contours.
3. Stokes curves: along each Stokes curve oriented towards $\oplus$ and away from $\ominus$ we assign the jump matrices $B$ and $R$ (respectively)

$$
B:=\left[\begin{array}{cc}
1 & 0  \tag{4.110}\\
-i & 1
\end{array}\right], \quad R:=\left[\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right]
$$

The Stokes curves are coloured blue or red, respectively, in Fig. 4.4.
4. Inner ideal paths: along the inner ideal paths with the orientation in Def. 3.13 (and indicated in Fig. 4.4) we associate the following jump matrix corresponding to the connection formula in Proposition 3.19:

$$
V_{j k}:=\exp \left(\sigma_{3} v_{j k}\right)=\left[\begin{array}{cc}
\mathrm{e}^{v_{j k}} & 0  \tag{4.111}\\
0 & \mathrm{e}^{-v_{j k}}
\end{array}\right], \quad v_{j k}(\hbar)=\int_{\tau_{j}}^{\tau_{k}} S_{\text {odd }}\left(w_{+}, \hbar\right) \mathrm{d} w
$$

where $j, k \in\{0,1,2,3\}$ and $\tau_{j}, \tau_{k}$ are turning points. These contours are denoted by a brown dashed line in Fig. 4.4.
5. Outer ideal paths: along the outer ideal paths separating the external regions from the Stokes regions we associate the jump matrix corresponding to the connection formula between turning points and infinity:

$$
W_{j}:=\exp \left(\sigma_{3} w_{j}\right)=\left[\begin{array}{cc}
\mathrm{e}^{w_{j}} & 0  \tag{4.112}\\
0 & \mathrm{e}^{-w_{j}}
\end{array}\right], \quad w_{j}(\hbar):=R(\zeta ; \hbar)-\int_{\tau_{j}}^{\zeta} S_{\mathrm{odd}}(w, \hbar) \mathrm{d} w
$$

where $j \in\{0,1,2,3\}, \tau_{j}$ is a turning point and $R(\zeta ; \hbar)$ is defined in (3.45) and in the quartic polynomial case it has the following asymptotics

$$
\begin{align*}
R(\zeta ; \hbar) & :=\frac{1}{\hbar} \lim _{p \rightarrow \infty}\left[\int_{p}^{z} \sqrt{Q(w)} \mathrm{d} w-\left(\frac{p^{3}}{3}+\frac{t}{2} p+\log p\right)\right]+\sum_{j \geq 0} \hbar^{2 j+1} \int_{\infty}^{\zeta} S_{2 j+1}(w) \mathrm{d} w  \tag{4.113}\\
& =\frac{1}{\hbar}\left(\frac{\zeta^{3}}{3}+\frac{t}{2} \zeta+\log (\zeta)\right)+\mathcal{O}\left(\zeta^{-1}\right) \mathcal{O}(\hbar), \quad z \rightarrow \infty \tag{4.114}
\end{align*}
$$

The outer ideal paths are denoted by a black dashed line in Fig. 4.4.
As a consequence of Proposition 4.21, the construction above produces, up to rotations and reflections, three distinct WKB Riemann-Hilbert problem, which are shown in Fig. 4.4.

This Riemann-Hilbert problem allows us to express the normalised solutions $\Psi^{(\mathscr{D})}$ in a particular Stokes region $\mathscr{D}$ as a linear combination of the normalised solutions $\Psi^{\left(\mathscr{D}^{\prime}\right)}$ in any other region $\mathscr{D}^{\prime}$. This linear combination is dictated by the jump matrices in the Riemann-Hilbert problem above.

Doing this one can verify that the monodromy is trivial around any of the finite vertices of the Riemann-Hilbert Problems, i.e. around any of the vertices of the graphs in Fig. 4.4 that are not an asymptotic direction at infinity. This is a consequence (or rather a requirement when building the WKB Riemann-Hilbert problem) of the fact that any solution to the Schrödinger equation (3.30) with the


Figure 4.4: Generic WKB Riemann-Hilbert problem corresponding to each Stokes graph configuration of the quartic polynomial potential $Q(z)$.


Figure 4.5: Possible configuration of edges incident in each finite vertex of the decorated Stokes graph. Around each of these points the monodromy is trivial. Note that the configurations of type 1,2 and 5 correspond to edges emerging from a turning point $\tau \in \mathrm{T}$, where as the vertex in configurations of type 3 and 4 are the intersection point of a branch cut and inner ideal path.
polynomial potential $Q(\zeta ; s, E)$ is entire so that solutions have no monodromy in the finite complex plane. Indeed, a simple computation of each possible configurations gives

- Type 1: $R B^{-1} G^{-1} B^{-1}=\mathbb{I}$,
- Type 2: $G B^{-1} R Y B^{-1}=\mathbb{I}$,
- Type 3: $G V_{j k}^{-1} G^{-1} V_{j k}^{-1}=\mathbb{I}$,
- Type 4: $Y V_{j k} Y V_{j k}^{-1}=\mathbb{I}$,
- Type 5: $G B^{-1} G B^{-1} G B^{-1}=\mathbb{I}$,
where each type refers to a possible configuration of edges near a vertex in Fig. 4.4, as indicated in the Fig. 4.5

In order to simplify the upcoming computations we will make some notational definitions. Given turning points $\tau_{j}$ and $\tau_{k}$ of the potential $Q(\zeta ; s, E)$ connected by a branch cut as indicated in Fig. 4.4, we will denote

$$
\begin{equation*}
\xi_{j k}:=\exp \left(2 v_{j k}\right)=\exp \left(2 \int_{\tau_{j}}^{\tau_{k}} S_{\mathrm{odd}}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta\right) \tag{4.115}
\end{equation*}
$$

with the determination of $S_{\text {odd }}$ given in Def. 4.17 and the boundary value $\zeta_{+}$in accordance to Def. 4.18. Note that $\xi_{j k}$ is in fact an asymptotic series in $\hbar$, however, for convenience we drop the dependence on $\hbar$. We will call the above parameter the Fock-Goncharov parameters, in reference to the works [GMN13,

IN14, All19]. Confusingly, we will abuse the same notation to indicate the "exact" Fock-Goncharov parameters, namely, the result of the Borel resummation of the asymptotic series $\xi_{j k}$. To phrase it differently, we will not distinguish in the notation the Borel resummation from its asymptotic expansion in $\hbar$.

In each configuration of a Stokes graph, the Fock-Goncharov parameters satisfy certain relations corresponding to the homological nature of the integrals through which they are defined.

Proposition 4.23. Suppose that $(s, E) \in \mathbb{C}^{2}$ determine a Stokes graph of type $D$. Then the Fock-Goncharov parameters satisfy the following equations:

$$
\begin{align*}
\xi_{10} \xi_{20} \xi_{30} & =\mathrm{e}^{\frac{2 \pi \mathrm{i}}{\hbar}}  \tag{4.116}\\
\mathrm{e}^{w_{j}-w_{k}} & =\xi_{k 0} \xi_{j 0} \tag{4.117}
\end{align*}
$$

where $(j, k) \in\{(1,2),(2,3),(3,1)\}$. Similarly, if $(s, E) \in \mathbb{C}^{2}$ determine a Stokes graph of type $E$ or type $Z$, then the Fock-Goncharov parameters satisfies:

$$
\begin{equation*}
\xi_{01} \xi_{23}=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{\hbar}} \tag{4.118}
\end{equation*}
$$

Proof. According to Definition 4.18 we express the Fock-Goncharov in terms of the contour integrals on the Riemann surface $\bar{\Sigma}$ :

$$
\begin{equation*}
\xi_{j k}=\exp \left(\oint_{\gamma_{j k}} S_{\text {odd }}(\zeta ; \hbar) \mathrm{d} \zeta\right) \tag{4.119}
\end{equation*}
$$

where $\gamma_{j k}$ is a contour surrounding the turning points $\tau_{j}$ and $\tau_{k}$ in the clock-wise direction.
Consider a Stokes graph of type D. One can readily verify that the contour ${ }^{3} \gamma_{10}+\gamma_{20}+\gamma_{30}$ is homologous to the sum of two contours

$$
\begin{equation*}
\gamma_{10}+\gamma_{20}+\gamma_{30}=\Gamma_{\infty}+\Gamma_{\tau_{0}} \tag{4.120}
\end{equation*}
$$

Here $\Gamma_{\infty}$ is a contour which surrounds infinity with winding number 1 and $\Gamma_{\tau_{0}}$ a contour surrounding $\tau_{0}$ with winding number 2 . Due to the winding of $\Gamma_{\tau_{0}}$ and the location of the branch cuts, the following integral vanishes:

$$
\begin{equation*}
\oint_{\Gamma_{\tau_{0}}} S_{\mathrm{odd}}(\zeta, \hbar) \mathrm{d} \zeta=0 \tag{4.121}
\end{equation*}
$$

Thus the only contribution comes from the residue at infinity:

$$
\begin{equation*}
\left(\oint_{\gamma_{01}}+\oint_{\gamma_{02}}+\oint_{\gamma_{03}}\right) S_{\mathrm{odd}}(\zeta, \hbar) \mathrm{d} \zeta=\underset{\zeta=\infty}{\operatorname{Res}} \hbar^{-1} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta=\frac{2 \pi \mathrm{i}}{\hbar} \tag{4.122}
\end{equation*}
$$

Exponentiating this expression we obtain the first relation $\xi_{01} \xi_{02} \xi_{03}=\mathrm{e}^{\frac{2 \pi i}{\hbar}}$. The second relation in con-

[^11]figuration D follows from the definition of $w_{j}$ in (4.112):
\[

$$
\begin{align*}
w_{j}-w_{k} & =\int_{\tau_{k}}^{z} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta-\int_{\tau_{j}}^{z} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta  \tag{4.123}\\
& =\int_{\tau_{k}}^{\tau_{j}} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta  \tag{4.124}\\
& =\int_{\tau_{k}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta+\int_{\tau_{0}}^{\tau_{j}} S_{\text {odd }}\left(\zeta_{-}, \hbar\right) \mathrm{d} \zeta  \tag{4.125}\\
& =\int_{\tau_{k}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta-\int_{\tau_{j}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{-}, \hbar\right) \mathrm{d} \zeta  \tag{4.126}\\
& =\int_{\tau_{k}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta+\int_{\tau_{j}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta . \tag{4.127}
\end{align*}
$$
\]

Here we have made use of the orientation of the branch cuts of Stokes graphs of type D as in Fig. (4.4), and this imposes the condition $(j, k) \in\{(1,2),(2,3),(3,1)\}$. Exponentiating the previous expression gives the relation $\mathrm{e}^{w_{j}-w_{k}}=\xi_{k 0} \xi_{j 0}$.

Next, a Stokes graph of type $D$ or $Z$ has the same the topology of the branch cuts so that we can consider both cases simultaneously. One readily verifies that the contour $\gamma_{01}+\gamma_{23}$ is homologous to a contour surrounding infinity. Thus

$$
\begin{equation*}
\left(\oint_{\gamma_{01}}+\oint_{\gamma_{23}}\right) S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta=\operatorname{Res}_{\zeta=\infty} \hbar^{-1} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta=\frac{2 \pi \mathrm{i}}{\hbar} \tag{4.128}
\end{equation*}
$$

Exponentiating the expression above we obtain the relation $\xi_{01} \xi_{23}=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{\hbar}}$.

We are now ready to formulate the main theorem of this section, where we will compute the Stokes matrices of the WKB ODE (3.30) in terms of the Fock-Goncharov parameters.

Theorem 4.24. The Stokes matrices

$$
\mathbb{S}_{j}=\left[\begin{array}{cc}
1 & 0  \tag{4.129}\\
s_{j} & 1
\end{array}\right], \quad j=0,2,4, \quad \mathbb{S}_{j}=\left[\begin{array}{cc}
1 & s_{j} \\
0 & 1
\end{array}\right], \quad j=1,5, \quad \mathbb{S}_{3}=\left[\begin{array}{cc}
1 & s_{3} \\
0 & 1
\end{array}\right] \mathrm{e}^{\frac{2 \mathrm{i} \pi}{\hbar} \sigma_{3}},
$$

in each of the WKB Riemann-Hilbert problems in Fig. 4.4 are expressed in terms of the contour integrals $v_{j k}, w_{j}$ in (4.111), (4.112) and the Fock-Goncharov parameters $\xi_{j k}$ in (4.115) as follows:

| Type D | Type | Type Z |
| :---: | :---: | :---: |
| $\begin{aligned} & s_{0}=-\mathrm{ie}^{2 w_{1}}\left(\xi_{10} \xi_{30}+\xi_{10}+1\right), \\ & s_{1}=-\mathrm{ie}^{-2 w_{1}} \end{aligned}$ | $\begin{aligned} & s_{0}=-\mathrm{ie}^{2 w_{0}}\left(\xi_{01} \xi_{12} \xi_{32}\right. \\ &\left.+\xi_{01} \xi_{12}+\xi_{01}+1\right) \\ & s_{1}=-\mathrm{ie}^{-2 w_{0}} \end{aligned}$ | $\begin{aligned} & s_{0}=-\mathrm{ie}^{2 w_{0}}\left(\xi_{01} \xi_{12}+\xi_{01}+1\right) \\ & s_{1}=-\mathrm{ie}^{-2 w_{0}} \end{aligned}$ |
| $s_{2}=-\mathrm{ie}^{2 w_{2}}\left(\xi_{20} \xi_{10}+\xi_{20}+1\right)$, | $s_{2}=-\mathrm{ie}^{2 w_{1}}\left(\xi_{01}+1\right),$ | $s_{2}=-\mathrm{ie}^{2 w_{1}}\left(\xi_{01}+1\right)$, |
| $s_{3}=$ | $s_{3}=-\mathrm{ie}^{-2 w_{2}}\left(\xi_{12}+1\right)$ | $s_{3}=-\mathrm{ie}^{-2 w_{3}}\left(\xi_{32} \xi_{12}+\xi_{32}+1\right)$ |
| $s_{4}=-\mathrm{ie}^{2 w_{3}}\left(\xi_{30} \xi_{20}+\xi_{30}+1\right)$, | $s_{4}=-\mathrm{ie}^{2 w_{3}}\left(\xi_{32}+1\right)$, | $s_{4}=-\mathrm{ie}^{2 w_{3}}$ |
| $s_{5}=-\mathrm{i}^{-2 w_{3}}$. | $\begin{equation*} s_{5}=-\mathrm{ie}^{-2 w_{3}} . \tag{4.130} \end{equation*}$ | $s_{5}=-\mathrm{ie}^{-2 w_{2}}\left(\xi_{32}+1\right)$. |

Proof. We compute the Stokes matrices associated to Configuration $D$ of the Riemann-Hilbert problem
in Fig. 4.4. Consider the vertex $\infty_{0}$ in Configuration D, there are seven edges incident on it. The Stokes matrix $\mathbb{S}_{0}$ is given by the clockwise (about the vertex $\infty_{0}$ ) product of all the jump matrices corresponding to the edges incident to $\infty_{0}$ as follows

$$
\begin{equation*}
\mathbb{S}_{0}=W_{3}^{-1} B V_{30} B V_{10} B W_{1} \tag{4.131}
\end{equation*}
$$

Notice that the jump matrix $V_{30}$ is in the correct order since we consider the negative side of the branch cut and

$$
\begin{equation*}
\exp \left(2 \int_{\tau_{0}}^{\tau_{3}} S_{\mathrm{odd}}\left(\zeta_{-}, \hbar\right) \mathrm{d} \zeta\right)=\exp \left(2 \int_{\tau_{3}}^{\tau_{0}} S_{\mathrm{odd}}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta\right) \tag{4.132}
\end{equation*}
$$

where $\zeta_{+}$and $\zeta_{-}$is the boundary values of $S_{\text {odd }}(\zeta, \hbar)$ on the left and right side, respectively, of the segment $\left[\tau_{0}, \tau_{3}\right]$ oriented as in Fig. 4.4. Therefore we have

$$
\mathbb{S}_{0}=\exp \left[\sigma_{3}\left(w_{1}-w_{3}+v_{10}+v_{30}\right)\right]\left[\begin{array}{cc}
1 & 0  \tag{4.133}\\
s_{0} & 1
\end{array}\right], \quad s_{0}=-i e^{2 w_{1}}\left(\xi_{10} \xi_{30}+\xi_{10}+1\right)
$$

We observe that

$$
\begin{equation*}
w_{1}-w_{3}=-\int_{\tau_{1}}^{x} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta+\int_{\tau_{3}}^{x} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta=\int_{\tau_{3}}^{\tau_{1}} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta \tag{4.134}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{10}+v_{30}=\int_{\tau_{1}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta+\int_{\tau_{3}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+}, \hbar\right) \mathrm{d} \zeta=\int_{\tau_{1}}^{\tau_{3}} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta \tag{4.135}
\end{equation*}
$$

where the integral from $\tau_{1}$ to $\tau_{3}$ is with the determination in Def. 4.17 (note there is not branch cut joining $\tau_{1}$ and $\tau_{3}$ so there is no need to specify boundary values of $\zeta_{ \pm}$). Therefore we obtain

$$
\begin{equation*}
w_{1}-w_{3}+v_{10}+v_{30}=\int_{\tau_{3}}^{\tau_{1}} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta+\int_{\tau_{1}}^{\tau_{3}} S_{\text {odd }}(\zeta, \hbar) \mathrm{d} \zeta=0 \tag{4.136}
\end{equation*}
$$

and so we obtain

$$
\begin{equation*}
\exp \left(\sigma_{3}\left[w_{1}-w_{3}+v_{10}+v_{30}\right]\right)=\mathbb{I} \tag{4.137}
\end{equation*}
$$

and consequently:

$$
\mathbb{S}_{0}=\left[\begin{array}{cc}
1 & 0  \tag{4.138}\\
s_{0} & 1
\end{array}\right], \quad s_{0}=s_{0}=-i e^{2 w_{1}}\left(\xi_{10} \xi_{30}+\xi_{10}+1\right)
$$

In a similar manner one can compute the remaining Stokes matrices for each possible configuration. We omit them here to not bore the reader with tedious calculations.

The extra $\mathrm{e}^{2 \mathrm{i} \pi \hbar^{-1} \sigma_{3}}$ in the form of $\mathbb{S}_{3}$ is due to our choice of branch-cut for the logarithm in (4.113). The fact that the product of all Stokes matrices is trivial follows by construction.

Remark 4.25 (Gauge arbitrariness). We remind the reader that the Stokes phenomenon is not intrinsically defined because we can conjugate the fundamental matrix by an arbitrary diagonal matrix. This freedom translates to the following scaling equivalence for the Stokes parameters $s_{0}, \ldots, s_{5}$ :

$$
\begin{equation*}
s_{2 j+1} \mapsto \chi s_{2 j+1}, \quad s_{2 j} \mapsto \chi^{-1} s_{2 j}, \quad \chi \in \mathbb{C}^{\times} \tag{4.139}
\end{equation*}
$$

Using this freedom we can rewrite the Stokes parameters completely in terms of the Fock-Goncharov
parameters $\xi_{j k}$ as follows

Type $D$

$$
\begin{aligned}
& \chi=-e^{2 w_{1}} \\
& s_{0}=\mathrm{i}\left(\xi_{10} \xi_{30}+\xi_{10}+1\right), \\
& s_{1}=\mathrm{i} \\
& s_{2}=\mathrm{i} \frac{\xi_{20}}{\xi_{10}}\left(\xi_{20} \xi_{10}+\xi_{20}+1\right), \\
& s_{3}=\mathrm{i} \frac{\xi_{10}}{\xi_{20}} \\
& s_{4}=\mathrm{i} \frac{\xi_{30}}{\xi_{10}}\left(\xi_{30} \xi_{20}+\xi_{30}+1\right), \\
& s_{5}=\mathrm{i} \frac{\xi_{10}}{\xi_{30}} .
\end{aligned}
$$

Type $E$
$\chi=-e^{2 w_{0}}$
$s_{0}=\mathrm{i}\left(\xi_{01} \xi_{12} \xi_{32}+\xi_{01} \xi_{12}+\xi_{01}+1\right)$,
$s_{1}=\mathrm{i}$
$s_{2}=\mathrm{i} \xi_{01}\left(\xi_{01}+1\right)$,
$s_{3}=\mathrm{i} \xi_{02}^{-1}\left(\xi_{12}+1\right)$
$s_{4}=\mathrm{i} \xi_{03}\left(\xi_{32}+1\right)$,
$s_{5}=\mathrm{i} \xi_{03}^{-1}$

Type $Z$

$$
\begin{align*}
& \chi=-e^{2 w_{0}} \\
& s_{0}=\mathrm{i}\left(\xi_{01} \xi_{12}+\xi_{01}+1\right), \\
& s_{1}=\mathrm{i} \\
& s_{2}=\mathrm{i} \xi_{01}\left(\xi_{01}+1\right), \\
& s_{3}=\mathrm{i} \xi_{03}^{-1}\left(\xi_{32} \xi_{12}+\xi_{32}+1\right) \\
& s_{4}=\mathrm{i} \xi_{03} \\
& s_{5}=\mathrm{i} \xi_{02}^{-1}\left(\xi_{32}+1\right) . \tag{4.140}
\end{align*}
$$

We chose to leave the factor of i intact in the Stokes parameters for reasons that will become aparent in the following section.

### 4.4 Quantization conditions

In this section we derive quantisation conditions for both the zeroes of the Vorob'ev-Yablonskii polynomials (the Jimbo-Miwa case) and for the points of the Exactly Solvable spectrum corresponding to the repeated eigenvalues in the eigenvalue problem (1.4)-(1.5) (the Shapiro-Tater case).

These quantisation conditions are given in terms Fock-Goncharov coordinates $\xi_{j k}$ (or alternatively in terms of $S_{\text {odd }}$ ), and are therefore asymptotic expressions in $\hbar$. They can be turned into "exact" quantisation equations by the process of Borel resummation, but that is beyond the scope of this thesis. To leading order these quantization conditions yield a system of equations describing both sets of points in terms of contour integral of $\sqrt{Q(\zeta ; s, E)}$.

In the Jimbo-Miwa case this is achieved by matching the Stokes' phenomenon of the Jimbo-Miwa Lax pair representation of (PII) with the Stokes' phenomenon of the quartic WKB Riemann-Hilbert problem (4.24).

In the Shapiro-Tater case it is not enough to match the Stokes phenomenon obtained in Theorem 4.8 as can be seen from Theorem 4.28. For this reason we additionally impose the condition (4.87), which yields the correct quantisation equations (4.194) from an application of Theorem (4.29).

### 4.4.1 The Jimbo-Miwa case

The parameters $s, E$ in the potential $Q(\zeta ; s, E)$ i.e. the parameters $t, \Lambda$ corresponding to the pole with residue -1 of the rational solution $u_{n}$ and "eigenvalue" of the potential (4.14) are determined by the implicit requirement that the Stokes phenomenon for the ODE matches the one indicated below.

Indeed it was shown in [BM14] that rational solutions of the Painlevé II equation correspond to a particular Stokes phenomenon as shown in Fig. 4.6. We recall that the map to the Stokes' data for general solution of the Painlevé II transcendent was obtained originally in [IN86], see also [FIKN06].

Theorem 4.26. ([BM14]) The matrices $\mathbb{S}_{0}, \ldots, \mathbb{S}_{5}$ in Fig. 4.6 form the monodromy data of the Jimbo-Miwa Lax pair (2.44) corresponding to the rational solutions of PII.


Figure 4.6: Stokes data for the Lax pair (2.44) corresponding to rational solutions of Painlevé II

Instead of studying the Stokes' phenomenon of the Jimbo-Miwa isomonodromic system, we can instead leverage Proposition 4.5 and study instead the scalar system (4.14). To see this in more detail consider a rational solution $u_{n}(t)(2.37)$ of the PII equation with $\alpha=n \in \mathbb{Z}$. Take a pole $a$ of residue -1 , namely a zero of the Vorob'ev-Yablonskii polynomial $Y_{n}(t)$. Let $b$ be the coefficient in the Laurent expansion as in (4.3), and set $\Lambda=\frac{7 a^{2}}{36}+10 b$ as in (4.14). Then, according to Proposition 4.5, the Stokes phenomenon of the ODE (4.18) must coincide with the one in Fig. 4.6. Viceversa, if the anharmonic potential (4.18) exhibits the Stokes phenomenon as in Fig. 4.6, then the pair of values $a, b$ characterize uniquely the solution $u(t)$ of the Painlevé II equation with a pole at $t=a$ through the Laurent expansion (4.3). Furthermore, this solution must necessarily be a rational of PII, owing to its Stokes parameters. This idea was first utilised by Masoero in [Mas10a, Mas10b] to study the poles of the tritronquée solution of the first Painlevé transcendent, which were associated to a cubic anharmonic oscillator.

Thus, to find the position of a pole, we can find for which values of $a, b$ in (4.18) (with $\alpha=n$ ) the Stokes phenomenon matches Fig. 4.6. Of course, the map that associates to the parameters $a, b$ in (4.18) the Stokes data is highly transcendental.

It is the nature of our problem, however, that we are interested in the behaviour when $n$ is large and also in the re-scaled plane. Thus we can apply our exact WKB analysis to obtain asymptotic information on the Stokes parameters using Theorem 4.24 and set up an implicit equation for $a, b$, or rather their rescaled counterparts $s, E$ as in (4.97) with the identifications (4.95).

In order to apply the exact WKB method, we set our large parameter to be $\hbar^{-1}=(n+1 / 2)$ in the Jimbo-Miwa case. By the general theory in Section 3.2, we construct the WKB solutions associated to (4.96) as formal power series in $\hbar$ :

$$
\begin{equation*}
\psi_{ \pm}^{(\tau)}(\zeta, \hbar)=\frac{1}{\sqrt{S_{\text {odd }}(\zeta ; \hbar)}} \exp \left\{\left( \pm \int_{\tau}^{\zeta} S_{\text {odd }}(w ; \hbar) \mathrm{d} w\right)\right\} \tag{4.141}
\end{equation*}
$$

normalized near a turning point $\tau$ (i.e. a root of the potential $Q(\zeta ; s, E)$ ).
Theorem 4.27 (Vorob'ev-Yablonskii quantisation). Suppose that $(a, b) \in \mathbb{C}^{2}$ determine a rational solution of PII with $\alpha=n$ and Laurent expansion (4.3). Let us consider the scaled $(s, E)$-plane

$$
\begin{equation*}
s=\hbar^{2 / 3} a, \quad E=\frac{7 s^{2}}{36}+\hbar^{4 / 3} b, \quad \hbar^{-1}=n+\frac{1}{2} \tag{4.142}
\end{equation*}
$$

in accordance to (4.95). Then the Stokes' graph for the potential $Q(\zeta ; s, E)$ must be of type $D$ and the corresponding Fock-Goncharov parameters (4.115) must satisfy

$$
\begin{equation*}
\xi_{10}=\xi_{20}=\xi_{30}=-1 \tag{4.143}
\end{equation*}
$$

Alternatively, in terms of $S_{\text {odd }}$, (4.143) yields the exact quantisation equations

$$
\begin{align*}
& \pi i\left(2 k_{1}+1\right)=2 \int_{\tau_{1}}^{\tau_{0}} S_{\mathrm{odd}}\left(w_{+}, \hbar\right) \mathrm{d} w  \tag{4.144}\\
& \pi i\left(2 k_{2}+1\right)=2 \int_{\tau_{2}}^{\tau_{0}} S_{\mathrm{odd}}\left(w_{+}, \hbar\right) \mathrm{d} w  \tag{4.145}\\
& \pi i\left(2 k_{3}+1\right)=2 \int_{\tau_{3}}^{\tau_{0}} S_{\mathrm{odd}}\left(w_{+}, \hbar\right) \mathrm{d} w \tag{4.146}
\end{align*}
$$

Proof. The strategy is very simple: simply take the Stokes data for the Jimbo-Miwa Lax pair corresponding to rational solutions of PII in Fig. 4.6 and equate it to the Stokes matrices from the WKB Riemann-Hilbert problem in each configuration of Theorem 4.24. Note that in this case $\hbar^{-1}=n+1 / 2$ so that the extra factor in $\mathbb{S}_{3}$ in (4.129) becomes

$$
\begin{equation*}
\exp \left(\frac{2 \pi \mathrm{i}}{\hbar} \sigma_{3}\right)=\exp \left(\pi \mathrm{i}(2 n+1) \sigma_{3}\right)=-\mathbb{I} \tag{4.147}
\end{equation*}
$$

Therefore the Stokes parameters must satisfy

$$
\begin{equation*}
s_{0}=s_{1}=s_{2}=s_{3}=s_{4}=s_{5}=\mathrm{i} \tag{4.148}
\end{equation*}
$$

From each configuration of the Stokes graph we obtain a system of 6 equations involving the exponentials of the periods $v_{j k}$. For example, in configuration $\mathbf{D}$ we obtain from (4.140) the following system:

$$
\begin{align*}
& \mathrm{i}=\mathrm{i}\left(\xi_{10} \xi_{30}+\xi_{10}+1\right)  \tag{4.149}\\
& \mathrm{i}=\mathrm{i} \frac{\xi_{20}}{\xi_{10}}\left(\xi_{20} \xi_{10}+\xi_{20}+1\right)  \tag{4.150}\\
& \mathrm{i}=\mathrm{i} \frac{\xi_{30}}{\xi_{10}}\left(\xi_{30} \xi_{20}+\xi_{30}+1\right)  \tag{4.151}\\
& \mathrm{i}=\mathrm{i} \frac{\xi_{10}}{\xi_{20}}  \tag{4.152}\\
& \mathrm{i}=\mathrm{i} \frac{\xi_{10}}{\xi_{20}} \tag{4.153}
\end{align*}
$$

There are 5 equations instead of 6 because $s_{2}=i$ with the Stokes parameter as in (4.140) does not yield any meaningful conditions. One can readily verify that the only solution to this system is

$$
\begin{equation*}
\xi_{10}=\xi_{20}=\xi_{30}=-1 \tag{4.154}
\end{equation*}
$$

Indeed, the last two equations imply that the $\xi_{10}, \xi_{20}, \xi_{30}$ must be all equal, and the first three equations reduce their value to the solutions of the polynomial equation $x^{2}+x=0$. Finally note the FockGoncharov coordinates cannot be zero since due to their exponential nature.

Direct inspection of the formulas in Theorem 4.24 shows that it is impossible to satisfy the constraints
(4.148) in configurations E and Z .

### 4.4.2 Shapiro-Tater case

Unlike in the previous section the matching of the Stokes matrices (4.129) to the Stokes' phenomenon in Theorem 4.8 is not enough to determine the parameters $s, E$ in the potential $Q(\zeta ; s, E)$ corresponding to the degenerate Exactly Solvable spectrum, that is, the parameters $t, \lambda$ in (1.11) such that $\lambda$ is an eigenvalue of algebraic multiplicity at least 2 . This is made precise in the following theorem:

Theorem 4.28. Suppose that $(t, \Lambda) \in \mathbb{C}^{2}$ belong to the ES spectrum, i.e. they determine a quasi-polynomial solution $y=p_{n}(z) e^{\theta(z ; t)}$ to the boundary problem (1.4)-(1.5) with $J=n+1$. Consider the scaled ( $s, E$ )-plane

$$
\begin{equation*}
s=\hbar^{-\frac{2}{3}} t, \quad E=\hbar^{-\frac{4}{3}} \Lambda, \quad \hbar^{-1}=n+1, \tag{4.155}
\end{equation*}
$$

in accordance with (4.94).
Then the Stokes' graph for the potential $Q(\zeta ; s, E)$ must be of type $D$ or $E$; type $Z$ cannot occur. In the case of configurations D and E the "exact" Fock-Goncharov parameters $\xi_{j k}$ in (4.115) must satisfy one of the following systems

- Type D (Fig. 4.3a):

$$
\left\{\begin{array}{l}
\xi_{10} \xi_{30}+\xi_{10}+1=0  \tag{4.156}\\
\xi_{20} \xi_{10}+\xi_{20}+1=0 \\
\xi_{30} \xi_{20}+\xi_{30}+1=0
\end{array}\right.
$$

This systems cuts an affine rational curve in $\mathbb{C}^{3}$ given by:

$$
\begin{equation*}
\xi_{10}=\rho, \quad \xi_{20}=-\frac{1}{\rho+1}, \quad \xi_{30}=-\frac{\rho+1}{\rho}, \quad \rho \in \mathbb{C} \tag{4.157}
\end{equation*}
$$

- Type $E$ (Fig. $4.3 c$ ) or its $\mathbb{Z}_{3}$ rotations:

$$
\left\{\begin{align*}
\xi_{01} \xi_{12}\left(\xi_{23}+1\right)+ & \xi_{01}+1=0  \tag{4.158}\\
& \xi_{01}+1=0 \\
& \xi_{23}+1=0
\end{align*}\right.
$$

This system has the following solution:

$$
\begin{equation*}
\xi_{01}=-1, \quad \xi_{23}=-1 \quad \xi_{12}=1 \tag{4.159}
\end{equation*}
$$

Proof. In Proposition 4.7 it was shown that if $J=n+1$ and $(t, \Lambda)$ belong to the ES spectrum (i.e. there is a solution of the boundary problem (1.4) and (1.5)) then the Stokes parameters $s_{0}, s_{2}, s_{4}$ all vanish simultaneously. In Theorem 4.24 we have expressed the Stokes parameters in terms of the exact FockGoncharov parameters $\xi_{j k}$. Thus we only have to see which configurations are compatible with the three equations $0=s_{0}=s_{2}=s_{4}$.

Note that $\hbar^{-1}=(n+1)$ and hence $\mathrm{e}^{\frac{2 \mathrm{i} \pi}{\hbar}}=1$ in the aforementioned Theorem. Taking the evennumbered Stokes parameters (4.140) and equating them to zero gives the system (4.156) for Stokes


Figure 4.7: Labelled regions in the WKB Riemann-Hilbert problem.
configuration of type D and the system (4.158) for Stokes configuration of type E . Note that the type E system (4.158) only determines $\xi_{01}, \xi_{23}$. The Fock-Goncharov parameter $\xi_{12}$ is determined by using the relations in Proposition 4.23.

### 4.4.3 Repeated eigenvalue condition

Theorem 4.28 establishes the conditions for the Voros symbols to yield a point in the ES spectrum; together with Theorem 4.28 the conditions are equivalent to the statement that the Stokes' graph is either of type $D$ or $E$ and the Fock-Goncharov parameters $\xi_{j k}$ satisfy the corresponding conditions specified in Theorem 4.28.

In addition we must now impose the condition that the eigenvalue is a repeated one: as proved in Theorem 4.15 this requires that all the integrals of $p_{n}^{2} \mathrm{e}^{2 \theta}$ between $\infty_{2 k+1}$ vanish. It was also explained in the theorem that it suffices to impose one of the three vanishing conditions and the other two will follow. Thus the strategy now is to compute the integral

$$
\begin{equation*}
I_{13}=\int_{\infty_{1}}^{\infty_{3}} p_{n}(\zeta)^{2} \mathrm{e}^{2 \theta(\zeta ; t)} \mathrm{d} \zeta \tag{4.160}
\end{equation*}
$$

using the asymptotic expansion in terms of formal WKB solutions obtained so far.
In order to simplify the upcoming computations, we will label the regions in the WKB RiemannHilbert problem according to Fig. 4.7. This will help us distinguish between the solutions to (3.30) which are asymptotic to WKB solutions $\psi_{ \pm}^{\left(\tau_{j}\right)}$ in different regions. We will denote

$$
\begin{equation*}
\Psi_{ \pm}^{(\mathscr{R})}(\zeta) \simeq \psi_{ \pm}^{\left(\tau_{j}\right)}(\zeta ; \hbar)=\frac{1}{\sqrt{S_{\mathrm{odd}}(\zeta, \hbar)}} \exp \left( \pm \int_{\tau_{j}}^{\zeta} S_{\mathrm{odd}}(w, \hbar) \mathrm{d} w\right) \quad \hbar \rightarrow 0, \zeta \in \mathscr{R}, \tag{4.161}
\end{equation*}
$$

where $\mathscr{R}$ is one of the labelled regions in Fig. 4.7, and $\tau_{j}$ is one of the turning points in its boundary.
Note that the function $\Psi_{+}^{\left(A_{1}\right)}$ is proportional to the quasi-polynomial $p_{n}(x)^{2} \mathrm{e}^{2 \theta(x ; t)}$, since they are both recessive on the direction $\infty_{1}$. Using this particular solution, instead of working with the inte-
grals (4.160) we can equivalently compute the integral of $\Psi_{+}^{\left(A_{1}\right)}$ because we are only interested in the vanishing of $I_{13}, I_{35}$. We recall that $\Psi_{+}^{\left(A_{1}\right)}$ is the entire solution of the differential equation (3.30) that is asymptotic to the WKB solution $\psi_{+}^{(\tau)}$ in Def. 3.43 in the region $\left(A_{1}\right)$, in accordance with Thm. 3.18. Thus, the main aim of this section is to prove the following Theorem.

Theorem 4.29. Suppose that $(t, \Lambda) \in \mathbb{C}^{2}$ belong to the ES spectrum, i.e. they determine a quasi-polynomial solution $y=p_{n}(z) e^{\theta(z ; t)}$ to the boundary problem (1.4)-(1.5) with $J=n+1$. Consider the scaled ( $s, E$ )-plane

$$
\begin{equation*}
s=\hbar^{-\frac{2}{3}} t, \quad E=\hbar^{-\frac{4}{3}} \Lambda, \quad \hbar^{-1}=n+1 \tag{4.162}
\end{equation*}
$$

in accordance to (4.94). Then we have the following WKB asymptotic estimates for the integral $I_{13}$ as $\hbar \rightarrow 0$.

1. If the Stokes graph is of type $D$ as in Fig. (4.7) then:

$$
\begin{equation*}
\int_{\infty_{1}}^{\infty_{3}} \Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar)^{2} \mathrm{~d} \zeta \simeq 2 \mathrm{i} \hbar\left(\mathrm{e}^{2 v_{12}} \int_{\tau_{2}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}-\int_{\tau_{1}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}\right)+\mathcal{O}\left(\hbar^{2}\right) \tag{4.163}
\end{equation*}
$$

Furthermore, the rescaled parameters $(s, E)$ of the $E S$ spectrum correspond to a repeated eigenvalue whenever

$$
\begin{equation*}
\exp \left(\frac{2}{\hbar} \int_{\tau_{1}}^{\tau_{2}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta\right)=\boldsymbol{\tau}(s, E)+\mathcal{O}(\hbar) \tag{4.164}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\tau}(s, E)=\frac{\int_{\tau_{1}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}}{\int_{\tau_{2}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}}, \quad \operatorname{Im}(\boldsymbol{\tau}(s, E))>0 \tag{4.165}
\end{equation*}
$$

2. If the Stokes graph is of type $E$ as in Fig. (4.4) then

$$
\begin{equation*}
\int_{\infty_{1}}^{\infty_{3}} \Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar)^{2} \mathrm{~d} \zeta \simeq 2 \mathrm{i} \int_{\tau_{2}}^{\tau_{0}} \frac{\hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right) \tag{4.166}
\end{equation*}
$$

Furthermore, the rescaled parameters $(s, E)$ of the ES spectrum cannot correspond to a double eigenvalue for large $n$.

The proof of this theorem is relatively straightforward but significantly technical and delicate. For this reason, we first give here the heuristics of the naïve approach which is appealing for its simplicity and we defer the technicalities for the later section. In fact this approach yields the correct result, but over-estimates the error term.
Proof idea. The idea is to replace $\Psi_{+}^{\left(A_{1}\right)}$ with the appropriate linear combinations of the formal WKB solutions along the pieces of the contour of integration that traverse each Stokes region indicated in Fig. 4.7.

We will only consider the case of a Stokes graph of type D as it will transpire that this is the only meaningful case. First we deform the path of integration between the infinities $\infty_{1}$ and $\infty_{3}$ to run along the branch cuts joining the turning points $\tau_{1}, \tau_{0}, \tau_{2}$, and we split it into four segments along these three points. The integrals over the unbounded paths are then along steepest descent paths for the integrand and can be neglected. In the integrations along $\left[\tau_{1}, \tau_{0}\right]$ and $\left[\tau_{0}, \tau_{2}\right]$ we observe that, as a consequence of the Riemann-Hilbert problem 4.22 we can express $\Psi_{+}^{\left(A_{1}\right)}$ as suitable linear combinations of $\psi_{ \pm}^{\left(\tau_{j}\right)}$ in
different regions:

$$
\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar) \simeq \begin{cases}\psi_{+}^{\left(\tau_{1}\right)}(\zeta ; \hbar)+i \psi_{-}^{\left(\tau_{1}\right)}(\zeta ; \hbar) & \zeta \in B_{1}^{r} \cup B_{1}^{\ell}  \tag{4.167}\\ \mathrm{e}^{v_{12}}\left(\psi_{+}^{\left(\tau_{2}\right)}(\zeta ; \hbar)-i \psi_{-}^{\left(\tau_{2}\right)}(\zeta ; \hbar)\right) & \zeta \in C_{1}^{r} \cup C_{1}^{\ell}\end{cases}
$$

where we have assumed that the (implicit) scaled parameters $(s, E) \in \mathbb{C}^{2}$ correspond to the ES spectrum so that Theorem 4.28 applies and the even-numbered Stokes matrices $\mathbb{S}_{j}, j=0,2,4$ in (4.24) are trivial. Computing the square of $\Psi_{+}^{\left(A_{1}\right)}$, we have that the cross-products yield non-oscillatory functions that contribute to the leading order while the squares of the "pure" WKB solutions give oscillatory integrals which can be neglected to leading order.

Thus one is lead to the rough estimate

$$
\begin{align*}
\int_{\infty_{1}}^{\infty_{3}}\left(\Psi_{+}^{\left(A_{1}\right)}(\zeta)\right)^{2} \mathrm{~d} \zeta & \simeq 2 i \int_{\tau_{1}}^{\tau_{0}} \psi_{+}^{\left(\tau_{1}\right)}(\zeta) \psi_{-}^{\left(\tau_{1}\right)}(\zeta) \mathrm{d} \zeta-2 i \mathrm{e}^{2 v_{12}} \int_{\tau_{0}}^{\tau_{2}} \psi_{+}^{\left(\tau_{2}\right)}(\zeta) \psi_{-}^{\left(\tau_{2}\right)}(\zeta) \mathrm{d} \zeta  \tag{4.168}\\
& \simeq 2 i \int_{\tau_{1}}^{\tau_{0}} \frac{\hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{-} ; s, E\right)}}-2 i \mathrm{e}^{2 v_{12}} \int_{\tau_{0}}^{\tau_{2}} \frac{\hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}} \tag{4.169}
\end{align*}
$$

where, confusingly, the boundary values of $\sqrt{Q(z ; s, E)}$ are due to our choice of orientations for the branch-cuts in Fig. 4.7 (i.e. not according to Def. $4.18^{4}$ ). Rearranging the endpoints and boundary values yields (4.163).

The reason why the above reasoning is defective is that it replaces the formal WKB expansions also in the neighbourhoods of the turning points, where the formal WKB solutions have a singularity. One may still make sense of the resulting integrals because they involve a singularity of type $(\zeta-\tau)^{-\frac{1}{2}}$ which is integrable. However, approaching the integrals in this way and using a (formal) application of the Laplace method would suggest that the subleading order is $\mathcal{O}\left(\hbar^{\frac{4}{3}}\right)$. The careful analysis, instead, of the contribution near the turning points reveals that the subleading correction is of order is $\mathcal{O}\left(\hbar^{2}\right)$.

Unfortunately we could not find a reference in the vast literature on exact WKB analysis that helps us in this analysis and the details become quite cumbersome. For this reason we have postponed this part of the proof to the next section, with most of the technical details buried in Appendix A

### 4.4.4 Proof of Theorem 4.29

We will consider in detail only the case of a Stokes graph of type D because it contains all the intricacies.
Since we want to impose that the integral $I_{13}$ in (4.160) vanishes, it suffices to determine the integral of a function that is proportional to $y_{n}=p_{n} \mathrm{e}^{2 \theta}$. Keeping this in mind we then observe that in the region $\left(A_{1}\right)$ along the Stokes curve $\left(\tau_{1}, \infty_{1}\right)$ the function is recessive as $n \rightarrow \infty$ and as $x \rightarrow \infty_{1}$. Hence it must be proportional to $\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar)$ and thus asymptotic to $\psi_{+}^{\left(\tau_{1}\right)}$. We will then forget about $y_{n}$ and integrate instead the function $\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar)^{2}$ along a contour $\gamma$ going from $\infty_{1}$ to $\infty_{3}$. Recall that this function is entire since it is the solution of a WKB-type ODE (4.96). with a quartic polynomial potential.

Let us refer to Fig. 4.7. We choose the contour $\gamma$ to follow the steepest descent path from $\infty_{1}$ to $\tau_{1}$, then along the branch-cut to $\tau_{0}$, then to $\tau_{2}$ and finally along the steepest descent path to $\infty_{3}$. The
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Figure 4.8: The splitting of the integration of (4.182) along the three contours for each of the three integrands near $\tau_{0}$.
branch-cut will be chosen to follow the anti-Stokes curve ${ }^{5}$ in a neighbourhood of each turning point.
We then split our contour $\gamma=\bigcup_{j=1}^{7} \gamma_{j}$ in several pieces:

$$
\begin{equation*}
\infty_{1} \xrightarrow{\gamma_{1}} \tau_{1}^{+} \xrightarrow{\gamma_{2}} \tau_{1}^{-} \xrightarrow{\gamma_{3}} \tau_{0}^{+} \xrightarrow{\gamma_{4}} \tau_{0}^{-} \xrightarrow{\gamma_{5}} \tau_{2}^{+} \xrightarrow{\gamma_{6}} \tau_{2}^{--} \xrightarrow{\gamma_{7}} \infty_{3}, \tag{4.170}
\end{equation*}
$$

where the $\tau_{j}^{ \pm}$are determined according to Fig. 4.8.
In order to simplify notation, in the following we will drop the dependence on $\zeta, \hbar$ as well as the specification of the Stokes region $A_{1}$ and simply write

$$
\begin{equation*}
\Psi:=\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar) \tag{4.171}
\end{equation*}
$$

Observe that $\Psi$ is recessive both on the Stokes line $\infty_{1} \rightarrow \tau_{1}$ as well as on the Stokes line $\tau_{2} \rightarrow \infty_{3}$ because we are already on a point of the ES spectrum, where the Stokes matrices satisfy $\mathbb{S}_{0}=\mathbb{S}_{2}=\mathbb{S}_{4}=$ II. More precisely it follows that

$$
\begin{equation*}
\Psi:=\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar)=\Psi_{+}^{\left(D_{5}\right)}(\zeta ; \hbar)=\mathrm{e}^{v_{12}} \Psi_{+}^{\left(D_{1}\right)}(\zeta ; \hbar)=\mathrm{e}^{v_{12}} \Psi_{+}^{\left(A_{3}\right)}(\zeta ; \hbar) \tag{4.172}
\end{equation*}
$$

Contributions of $\gamma_{1}, \gamma_{7}$. On both these contours the integral is exponentially small as $\hbar \rightarrow 0_{+}$since $\Psi=\Psi_{+}^{\left(A_{1}\right)}$ is recessive on $\gamma_{1}$ and $\Psi=\mathrm{e}^{v_{12}} \Psi_{+}^{\left(D_{1}\right)}$ is recessive on $\gamma_{7}$.
${ }^{5}$ i.e. the curve emanating from the turning point $\tau$ determined by $\zeta \in \mathbb{C}$ such that $\operatorname{Re} \int_{\tau}^{\zeta} \sqrt{Q(w)} \mathrm{d} w=0$

Contributions of $\gamma_{2}, \gamma_{6}$. These are estimated by the use of Theorem A.3. As $\hbar \rightarrow 0_{+}$we have

$$
\begin{align*}
& \int_{\tau_{1}^{+}}^{\tau_{1}^{-}} \Psi^{2} \mathrm{~d} \zeta=\int_{\tau_{1}}^{\tau_{1}^{-}} \frac{2 \mathrm{i} \hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{-} ; s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right),  \tag{4.173}\\
& \int_{\tau_{2}^{+}}^{\tau_{2}^{-}} \Psi^{2} \mathrm{~d} \zeta=\mathrm{e}^{2 v_{12}} \int_{\tau_{2}^{+}}^{\tau_{2}^{-}}\left(\Psi_{+}^{\left(D_{1}\right)}\right)^{2} \mathrm{~d} \zeta=\mathrm{e}^{2 v_{12}}\left(\int_{\tau_{2}^{+}}^{\tau_{2}} \frac{2 i \hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{-} ; s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right)\right) . \tag{4.174}
\end{align*}
$$

The boundary value is the - because the orientation of the branch-cut that we have chosen is the one leaving from the turning point, while in Theorem A. 3 it was the one towards the turning point (and the boundary value was the + one).

Contributions of $\gamma_{3}, \gamma_{5}$. Along either paths we are away from the turning points and can substitute the asymptotic expressions in terms of the WKB solutions. We can use the Riemann-Hilbert problem 4.22 to see that the function $\Psi=\Psi_{+}^{\left(A_{1}\right)}$ has the asymptotic behaviour

$$
\Psi_{+}^{\left(A_{1}\right)}(\zeta ; \hbar) \simeq \begin{cases}\psi_{+}^{\left(\tau_{1}\right)}(\zeta ; \hbar)+\mathrm{i} \psi_{-}^{\left(\tau_{1}\right)}(\zeta ; \hbar) & \zeta \in B_{1}^{r}  \tag{4.175}\\ \mathrm{e}^{-v_{10}} \psi_{+}^{\left(\tau_{0}\right)}(\zeta ; \hbar)+\mathrm{ie}^{v_{10}} \psi_{-}^{\left(\tau_{0}\right)}(\zeta ; \hbar) & \zeta \in B_{1}^{\ell} \\ \mathrm{e}^{v_{12}}\left(\mathrm{e}^{v_{20}} \psi_{+}^{\left(\tau_{0}\right)}(\zeta ; \hbar)-\mathrm{ie}^{-v_{20}} \psi_{-}^{\left(\tau_{0}\right)}(\zeta ; \hbar)\right) & \zeta \in C_{1}^{r} \\ \mathrm{e}^{v_{12}}\left(\psi_{+}^{\left(\tau_{2}\right)}(\zeta ; \hbar)-\mathrm{i} \psi_{-}^{\left(\tau_{2}\right)}(\zeta ; \hbar)\right) & \zeta \in C_{1}^{\ell}\end{cases}
$$

The different expressions in the regions $B_{1}^{\ell}$ and $B_{1}^{r}$ are due simply to the different choice of normalization point for the WKB formal solutions, but we can use either of the two expressions also as asymptotic expansion in the other. The same occurs for the pair $C_{1}^{\ell}$ and $C_{1}^{r}$. Consequently we can estimate the contribution of the whole $\gamma_{3}$ using the asymptotic expression for $B_{1}^{r}$ as follows:

$$
\begin{equation*}
\int_{\tau_{1}^{-}}^{\tau_{0}^{+}} \Psi^{2} \mathrm{~d} \zeta \simeq \int_{\tau_{1}^{-}}^{\tau_{0}^{+}}\left(\left(\psi_{+}^{\left(\tau_{1}\right)}\right)^{2}-\left(\psi_{-}^{\left(\tau_{1}\right)}\right)^{2}\right) \mathrm{d} \zeta+2 \mathrm{i} \int_{\tau_{1}^{-}}^{\tau_{0}^{+}} \psi_{+}^{\left(\tau_{1}\right)} \psi_{-}^{\left(\tau_{1}\right)} \mathrm{d} \zeta \tag{4.176}
\end{equation*}
$$

with similar expression for the integral along $\gamma_{5}$. The contribution of the first integral in the right side of (4.176) is of order $\mathcal{O}\left(\hbar^{2}\right)$ as we show a few lines below. The main contribution comes instead from the last integral and it yields

$$
\begin{equation*}
2 \mathrm{i} \int_{\tau_{1}^{-}}^{\tau_{0}^{+}} \psi_{+}^{\left(\tau_{1}\right)} \psi_{-}^{\left(\tau_{1}\right)} \mathrm{d} \zeta=2 i \int_{\tau_{1}^{-}}^{\tau_{0}^{+}} \frac{\hbar \mathrm{d} \zeta}{\sqrt{Q\left(\zeta_{-}, s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right), \quad \hbar \rightarrow 0_{+}, \tag{4.177}
\end{equation*}
$$

where the - boundary value in the last integral is due to the fact that the regions $B_{1}^{\ell}$ and $B_{1}^{r}$ lie on the side of the branch-cut, with the orientation that we have chosen. In particular this contribution together with the contribution (4.173) yields a single integration from $\tau_{1}$ to $\tau_{0}^{+}$. Similar considerations apply to the integral along $\gamma_{5}$ which yield

$$
\begin{equation*}
\int_{\tau_{0}^{-}}^{\tau_{2}^{+}} \Psi^{2} \mathrm{~d} \zeta \simeq \xi_{12}\left(\int_{\tau_{0}^{-}}^{\tau_{2}^{+}} \frac{2 \mathrm{i} \hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right)\right) \tag{4.178}
\end{equation*}
$$

To see that the first integral in (4.176) is sub-dominant, for example consider the integration of $\left(\psi_{+}^{\left(\tau_{1}\right)}\right)^{2}$. We can deform the path of integration (at fixed endpoints) into the region $C_{3}$ where the formal solution
is recessive. Then a simple estimate shows that the only contribution comes from the neighbourhood of the endpoints of integration (at which points the real part of the exponential is zero). Then we can use Laplace's method to easily estimate their contribution of order ${ }^{6} \mathcal{O}\left(\hbar^{2}\right)$. A similar reasoning applies to the integration of $\left(\psi_{-}^{\left(\tau_{1}\right)}\right)^{2}$ where instead we deform the contour within the region $B_{1}$.

Contribution of $\gamma_{4}$. We are going to show that this integral is estimated as follows:

$$
\begin{equation*}
\int_{\tau_{0}^{+}}^{\tau_{0}^{-}} \Psi^{2} \mathrm{~d} \zeta \simeq-\int_{\tau_{0}^{+}}^{\tau_{0}} \frac{2 \mathrm{i} \hbar}{\sqrt{Q\left(\zeta_{+} ; s . E\right)}}(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta-\left(1+\mathrm{e}^{2 v_{12}}\right) \int_{\tau_{0}}^{\tau_{0}^{-}} \frac{2 \mathrm{i} \hbar}{\sqrt{Q\left(\zeta_{+} ; s . E\right)}}(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta \tag{4.179}
\end{equation*}
$$

In the regions $B_{1}^{l}$ our function $\Psi=\Psi_{+}^{\left(A_{1}\right)}$ can be expressed as

$$
\begin{equation*}
\Psi=\Psi_{+}^{\left(B_{1}^{l}\right)}+i \Psi_{-}^{\left(B_{1}^{l}\right)} . \tag{4.180}
\end{equation*}
$$

Near $\tau_{0}$ the function $\Psi$ is, along the contours of integration, an oscillatory solution. We express it in terms of the normalized solutions in the right side $B_{1}^{r}$ :

$$
\begin{gather*}
\Psi_{+}^{\left(A_{1}\right)}=\mathrm{e}^{v_{10}} \Psi_{+}^{\left(B_{1}^{r}\right)}+\mathrm{ie}^{-v_{10}} \Psi_{-}^{\left(B_{1}^{r}\right)}  \tag{4.181}\\
\Downarrow \\
\left(\Psi_{+}^{\left(A_{1}\right)}\right)^{2}=\mathrm{e}^{-2 v_{10}} \underbrace{\left(\Psi_{+}^{\left(B_{1}^{r}\right)}\right)^{2}}_{(\mathbf{a})}-\mathrm{e}^{2 v_{10}} \underbrace{\left(\Psi_{-}^{\left(B_{1}^{r}\right)}\right)^{2}}_{(\mathbf{b})}+2 \underbrace{\Psi_{+}^{\left(B_{1}^{r}\right)} \Psi_{-}^{\left(B_{1}^{r}\right)}}_{(\mathbf{c})} . \tag{4.182}
\end{gather*}
$$

Refer now to Fig. 4.8: the term marked (a) is recessive in the blue-shaded region, the term (b) in the pink-shaded region while (c) is oscillatory throughout. Consequently we will split the integration of $\Psi^{2}$ into three paths from $\tau_{0}^{+}$to $\tau_{0}^{-}$and integrate (a) along the blue path, (b) along the red path and (c) along the green path. The whole contribution of (b) is then sub-leading and of order $\mathcal{O}\left(\hbar^{2}\right)$ where the main contributions come from the neighourhoods of $\tau_{0}^{ \pm}$. The contribution of (a) near $\tau_{0}^{+}$and $\xi_{0}$ similarly is of order $\mathcal{O}(\hbar)^{2}$ (with the main contribution coming solely from the neighbourhood of $\tau_{0}^{-}$). The integration from $\xi_{0}$ to $\tau_{0}^{-}$is achieved by Theorem A. 3 and we have

$$
\begin{equation*}
(\mathbf{a}) \mapsto \mathrm{e}^{-2 v_{10}} \int_{\xi_{0}}^{\tau_{0}^{-}}\left(\Psi_{+}^{\left(B_{1}^{r}\right)}\right)^{2} \mathrm{~d} \zeta=\mathrm{e}^{-2 v_{10}} \int_{\tau_{0}}^{\tau_{0}^{-}} \frac{2 i \hbar(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}} \tag{4.183}
\end{equation*}
$$

We then have the contribution of (c) along the green path; for this we need to use a similar reasoning as in the proof of Theorem A.3. The function $\Psi_{+}^{\left(B_{1}^{r}\right)}$ is recessive in the blue-shaded region of Fig. 4.8; thus in the coordinate $\xi(\zeta ; \hbar)$, along the direction $\arg \xi=0$, the function $\Psi_{+}^{\left(B_{1}^{r}\right)}$ is proportional to $\operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \xi\right) / \sqrt{\xi^{\prime}}$ after the change of coordinates $z \rightarrow \zeta$. Similarly the function $\Psi_{-}^{\left(B_{1}^{r}\right)}$ is recessive in the pink-shaded region and hence proportional to $\operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{2} \xi\right) / \sqrt{\xi^{\prime}}$, with $\omega=\mathrm{e}^{2 i \pi / 3}$ :

$$
\begin{equation*}
\int_{\tau_{0}^{+}}^{\tau_{0}^{-}} \Psi_{+}^{\left(B_{1}^{r}\right)} \Psi_{-}^{\left(B_{1}^{r}\right)} \mathrm{d} \zeta=C(\hbar) \int_{\xi_{+}}^{\xi_{-}} \frac{\operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \xi\right) \operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{2} \xi\right) \mathrm{d} \xi}{\left(\xi^{\prime}\right)^{2}} \simeq C(\hbar)\left(\int_{\tau_{0}^{+}}^{\tau_{0}^{-}} \frac{i \hbar^{\frac{1}{3}} \mathrm{~d} \zeta}{4 \pi \sqrt{Q\left(\zeta_{+} ; s, E\right)}}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right)\right) \tag{4.184}
\end{equation*}
$$

The latter integral was estimated as in the first part of this proof using part 2 of Proposition A.2: it requires the case $j=0, k=2$ in (A.16). The proportionality constant $C(\hbar)$ is now estimated by matching
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$$
\begin{equation*}
\frac{\hbar}{\sqrt{Q(\zeta ; s, E)_{+}}} \simeq \Psi_{+}^{\left(B_{1}^{r}\right)} \Psi_{-}^{\left(B_{1}^{r}\right)} \simeq C(\hbar) \frac{\hbar^{\frac{1}{3}} \mathrm{e}^{\frac{i \pi}{3}}}{4 \pi \xi^{\frac{1}{2}} \xi^{\prime}} \tag{4.185}
\end{equation*}
$$

\]

So, the coefficient $\left(1+\mathrm{e}^{2 v_{12}}\right)$ in (4.179) comes from the contribution of (c) and (a) while the first term in (4.179) is coming only from the integration of (a) from (4.182). We have thus established (4.179). To complete the proof we now recall that the parameters $\xi_{j k}=\mathrm{e}^{2 v_{j k}}$ satisfy the relation (4.157) so that $1+\xi_{10}=-\xi_{20}^{-1}$ so that all the integrals combine nicely. Indeed putting together all contributions we obtain

$$
\begin{align*}
& \int_{\gamma} \Psi^{2} \mathrm{~d} \zeta= \int_{\tau_{1}}^{\tau_{1}^{-}} \frac{2 \mathrm{i}_{2} \hbar \mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{-} ; s, E\right)}}+\int_{\tau_{1}^{-}}^{\tau_{0}^{+}} \frac{{ }^{\left(\gamma_{3}\right)}}{\sqrt{ } \mathrm{i} \hbar \mathrm{~d} \zeta}  \tag{4.186}\\
&-\left(1+\mathrm{e}^{-2 v_{10}}\right) \int_{\tau_{0}}^{\tau_{0}^{-}} \frac{2 \mathrm{i} \hbar(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}+\int_{\tau_{0}^{+}}^{\tau_{0}} \frac{2 \mathrm{i} \hbar(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta}{\sqrt{Q\left(\gamma_{+} ; s . E\right)}}+ \\
& \int_{\tau_{0}^{-}}^{\tau_{2}^{+}} \frac{2 \mathrm{i} \hbar(1+\mathcal{O}(\hbar)) \mathrm{d} \zeta}{\sqrt{Q\left(\gamma_{+} ; s, E\right)}}+  \tag{4.187}\\
&+\xi_{12} \int_{\tau_{2}^{+}}^{\tau_{2}} \frac{2 \mathrm{i} \hbar(1+\mathcal{O}(\hbar)) \mathrm{d} z}{\sqrt{Q\left(\zeta_{-} ; s, E\right)}} \tag{4.188}
\end{align*}
$$

where above each term we have denoted which contribution it comes from. We now see that the contribution indicated with $\left(\gamma_{4}\right)^{\prime}$ and $\left(\gamma_{5}\right)$ combine to give a single integral: this is due to the fact that $\mathrm{e}^{-2 v_{10}}=\xi_{10}^{-1}$ and from (4.157) we see

$$
1+\xi_{10}^{-1}=-\xi_{30}
$$

Then, using the identity
$\int_{\tau_{3}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+} ; \hbar\right) \mathrm{d} \zeta=2 \mathrm{i} \pi(n+1)-\int_{\tau_{1}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+} ; \hbar\right) \mathrm{d} \zeta-\int_{\tau_{1}}^{\tau_{0}} S_{\text {odd }}\left(\zeta_{+} ; \hbar\right) \mathrm{d} \zeta=2 \mathrm{i} \pi(n+1)+\int_{\tau_{1}}^{\tau_{2}} S_{\text {odd }}\left(\zeta_{+} ; \hbar\right) \mathrm{d} \zeta$
we deduce that $\xi_{30}=\left(\xi_{10} \xi_{20}\right)^{-1}=\xi_{12}=\mathrm{e}^{2 v_{12}}$, which allows us to write the two terms (4.187) as a single integral. Adding all the contributions yields the final statement.

### 4.5 Comparison of quantization conditions

The ST case. In view of Theorem 4.29 we can now express, to within the leading order, the quantization conditions that characterize those points $(s, E)$ in the ES spectrum with a double eigenvalue. Due to the residue at infinity and that $\hbar^{-1}=n+1$, it follows that in a Stokes graph of type D the Fock-Goncharov parameters satisfy $\xi_{12}=\xi_{30}$. Thus the quantisation condition (4.164) becomes

$$
\begin{equation*}
\exp \left(\frac{2}{\hbar} \int_{\tau_{3}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta\right)=\boldsymbol{\tau}(s, E)+\mathcal{O}(\hbar) \tag{4.190}
\end{equation*}
$$

In view of the parametrisation (4.157) it follows that

$$
\begin{equation*}
\xi_{10}=\frac{-1}{1+\boldsymbol{\tau}}, \quad \xi_{20}=-1-\frac{1}{\boldsymbol{\tau}}, \quad \xi_{30}=\boldsymbol{\tau} \tag{4.191}
\end{equation*}
$$

Thus in terms of the Voros' symbols and to leading order $\mathcal{O}(\hbar)$ :

$$
\begin{align*}
& 2(n+1) \int_{\tau_{1}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log \left(\frac{-1}{1+\boldsymbol{\tau}(s, E)}\right)-2 i \pi\left(m_{1}+1\right)  \tag{4.192}\\
& 2(n+1) \int_{\tau_{2}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log \left(-1-\frac{1}{\boldsymbol{\tau}(s, E)}\right)-2 i \pi\left(m_{2}+1\right)  \tag{4.193}\\
& 2(n+1) \int_{\tau_{3}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\log (\boldsymbol{\tau}(s, E))-2 i \pi\left(m_{3}+1\right) \tag{4.194}
\end{align*}
$$

where the three integers satisfy $m_{1}+m_{2}+m_{3}=n-1$ due to the fact that the sum of the three integrals on the left is $-2 i \pi(n+1)$ while the sum of the three logarithms is $2 i \pi$ (principal determination) due to the definition of $\boldsymbol{\tau}(s, E)$ as in (4.165).

The JM case. On the other hand, the quantization conditions (4.144) of the zeroes of the Vorob'evYablonskii polynomial give to leading order $\mathcal{O}(\hbar)$ :

$$
\begin{gather*}
(2 n+1) \int_{\tau_{j}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-i \pi-2 i \pi k_{j}  \tag{4.195}\\
k_{1}+k_{2}+k_{3}=n-1 . \tag{4.196}
\end{gather*}
$$

Both conditions (4.194), (4.195) involve a triple of positive integers adding to $n-1$ but they differ notably in the multiplicative factor $2(n+1)$ vs. $(2 n+1)$ on the left side, and on the values on the right side. We now analyze the two lattices to explain their similarity which is apparent from the numerical experiments.

## Analysis of the two lattices

Both lattices involve implicit equations for the parameters $(s, E)$ via the periods of the differential $\sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta$. We introduce a canonical basis of cycles $\mathcal{A}, \mathcal{B}$ of the elliptic Riemann surface $\bar{\Sigma}$ as in the Fig. 4.9 so that

$$
\begin{equation*}
\boldsymbol{\tau}(s, E)=\frac{\int_{\tau_{1}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}}{\int_{\tau_{2}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}}=\frac{\int_{\mathcal{B}} \frac{\mathrm{d} \zeta}{\sqrt{Q(\zeta ; s, E)}}}{\int_{\mathcal{A}} \frac{\mathrm{d} \zeta}{\sqrt{Q(\zeta ; s, E)}}} \tag{4.197}
\end{equation*}
$$

Notice that the quantities $v_{j 0}$ defined in (4.111) can be written in the form

$$
\begin{equation*}
v_{10}=\frac{1}{2} \int_{\mathcal{B}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta, \quad v_{20}=\frac{1}{2} \int_{\mathcal{A}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta, \quad v_{30}=-\frac{1}{2} \int_{\mathcal{A}+\mathcal{B}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta \tag{4.198}
\end{equation*}
$$

The Jacobian determinant of the period map is constant as we prove in the next lemma.
Lemma 4.30. Let $\mathcal{A}$ and $\mathcal{B}$ be the canonical homology basis as in Fig. 4.9 and consider the periods

$$
\begin{equation*}
I_{\mathcal{A}}=\oint_{\mathcal{A}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta, \quad I_{\mathcal{B}}=\oint_{\mathcal{B}} \sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta \tag{4.199}
\end{equation*}
$$



Figure 4.9: Canonical basis of cycles for the homology of the elliptic Riemann surface $\bar{\Sigma}$ with Stokes graph configuration of type $D$. The points $\tau_{j}$ are the branch points of $\sqrt{Q(\zeta ; s, E)}$ and the lines connecting them are the branch cuts.

Then

$$
\operatorname{det}\left[\begin{array}{cc}
\frac{\partial I_{\mathcal{A}}}{\partial s} & \frac{\partial I_{\mathcal{A}}}{\partial E}  \tag{4.200}\\
\frac{\partial I_{\mathcal{B}}}{\partial s} & \frac{\partial I_{\mathcal{B}}}{\partial E}
\end{array}\right]=\mathrm{i} \pi .
$$

Proof. The determinant gives

$$
\begin{equation*}
\operatorname{det} \mathbb{J}=\frac{\partial I_{\mathcal{A}}}{\partial s} \frac{\partial I_{\mathcal{B}}}{\partial E}-\frac{\partial I_{\mathcal{B}}}{\partial s} \frac{\partial I_{\mathcal{A}}}{\partial E} . \tag{4.201}
\end{equation*}
$$

Since $Q(\zeta ; s, E)=\zeta^{4}+s \zeta^{2}+2 \zeta+E$, the derivative w.r.t. $E$ gives the holomorphic periods and the derivative in $s$ gives second-kind periods. Thus we can compute the above expressions with the Riemann bilinear identity to give

$$
\begin{align*}
\operatorname{det} \mathbb{J} & =\frac{1}{4} \int_{\mathcal{A}} \frac{\zeta^{2} \mathrm{~d} \zeta}{\sqrt{Q(\zeta ; s, E)}} \int_{\mathcal{B}} \frac{\mathrm{d} \zeta}{\sqrt{Q(\zeta ; s, E)}}-\frac{1}{4} \int_{\mathcal{A}} \frac{\zeta^{2} \mathrm{~d} \zeta}{\sqrt{Q(\zeta ; s, E)}} \int_{\mathcal{B}} \frac{\mathrm{d} \zeta}{\sqrt{Q(\zeta ; s, E)}}  \tag{4.202}\\
& =2 \mathrm{i} \pi \frac{1}{2} \underset{\zeta=\infty^{+}}{\text {res }} \frac{\zeta^{2} \mathrm{~d} \zeta}{\sqrt{Q(\zeta ; s, E)}} \int_{\tau_{1}}^{\zeta} \frac{\mathrm{d} w}{\sqrt{Q(w ; s, E)}}=\mathrm{i} \pi \tag{4.203}
\end{align*}
$$

where we have used that

$$
\begin{equation*}
\frac{\zeta^{2} \mathrm{~d} \zeta}{\sqrt{Q(\zeta ; s, E)}}=\left(1+\mathcal{O}\left(\zeta^{-2}\right)\right) \mathrm{d} \zeta \quad \int_{\tau_{1}}^{\zeta} \frac{\mathrm{d} w}{\sqrt{Q(w ; s, E)}}=\int_{\tau_{1}}^{\infty} \frac{\mathrm{d} w}{\sqrt{Q(w ; s, E)}}-\frac{1}{\zeta}+\mathcal{O}\left(\zeta^{-2}\right) \tag{4.204}
\end{equation*}
$$

and the contribution from the point $\infty^{-}$is the same as the point $\infty^{+}$.

We observe that

$$
\begin{equation*}
\omega:=\frac{\partial I_{\mathcal{A}}}{\partial E}=\int_{\tau_{2}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}}, \quad \omega^{\prime}:=\frac{\partial I_{\mathcal{B}}}{\partial E}=\int_{\tau_{1}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{\sqrt{Q\left(\zeta_{+} ; s, E\right)}} \tag{4.205}
\end{equation*}
$$

are the half periods of the holomorphic differential $\frac{\mathrm{d} \zeta}{\sqrt{Q(\zeta ; s, E)}}$. The lemma is useful in that it allows us to explore the geometry of the quantization conditions, which is what we do next.

Proposition 4.31. Let $\left(s_{0}, E_{0}\right)$ correspond to the first-order quantization conditions (4.194) or (4.195) in the bulk, namely, $m_{j} / n \simeq c_{j} \neq 0$. Then the neighbouring points in the s-plane form a slowly modulated hexagonal lattice in the sense that the six closest neighbours of $s_{0}$ are

$$
\begin{equation*}
s_{0}+2 \hbar\left(\omega \Delta m_{1}-\omega^{\prime} \Delta m_{2}\right) \tag{4.206}
\end{equation*}
$$

where $\omega$ and $\omega^{\prime}$ are the half periods of the holomorphic differentials in (4.205) and

$$
\begin{equation*}
\Delta m_{j} \in\{-1,0,1\}, \quad\left|\Delta m_{1}+\Delta m_{2}\right| \leq 1, \quad\left|\Delta m_{1}\right|+\left|\Delta m_{2}\right| \geq 1 \tag{4.207}
\end{equation*}
$$

Proof. Let $\left(m_{1}, m_{2}, m_{3}\right)$ be a triple of quantization numbers for either (4.192)-(4.194) or (4.195). The neighbour points correspond to adding/subtracting 1 from each, subject to the constraints

$$
\begin{equation*}
\Delta m_{1}+\Delta m_{2}+\Delta m_{3}=0, \quad \Delta m_{j} \in\{-1,0,1\} \tag{4.208}
\end{equation*}
$$

There are six elementary possibilities

$$
\begin{equation*}
\left(\Delta m_{1}, \Delta m_{2}, \Delta m_{3}\right) \in\{(1,-1,0),(1,0,-1),(0,1,-1),(-1,1,0),(-1,0,1),(0,-1,1)\} . \tag{4.209}
\end{equation*}
$$

The values of the periods $\int_{\tau_{\ell}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta, \ell=1,2,3$, change by $\hbar \Delta m_{\ell}$, where $\hbar=(n+1)^{-1}$ in the ST case and $\hbar(n+1 / 2)^{-1}$ in the VY case.

Let $(s, E)=\left(s_{0}, E_{0}\right)+(\Delta s, \Delta E)$ be a neighbour point in the lattice. We want to estimate $(\Delta s, \Delta E)$ : we observe that

$$
\begin{equation*}
\int_{\tau_{2}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\frac{1}{2} I_{\mathcal{A}}, \quad \int_{\tau_{1}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=\frac{1}{2} I_{\mathcal{B}}, \quad \int_{\tau_{3}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-\frac{1}{2} I_{\mathcal{A}}-\frac{1}{2} I_{\mathcal{B}} \tag{4.210}
\end{equation*}
$$

where $I_{\mathcal{A}}$ and $I_{\mathcal{B}}$ are defined in Lemma 4.30. If we take for example the first two periods and expand (4.192)-(4.194) or (4.195) to linear order, we obtain

$$
\left[\begin{array}{c}
\Delta s  \tag{4.211}\\
\Delta E
\end{array}\right] \simeq 2 \hbar\left[\begin{array}{cc}
\frac{\partial I_{\mathcal{A}}}{\partial E} & -\frac{\partial I_{\mathcal{B}}}{\partial E} \\
-\frac{\partial I_{\mathcal{A}}}{\partial s} & \frac{\partial I_{\mathcal{B}}}{\partial s}
\end{array}\right]\left[\begin{array}{l}
\Delta m_{1} \\
\Delta m_{2}
\end{array}\right]
$$

so that, from the definition (4.205) one recovers (4.206). The local lattice generators $\omega$ and $\omega^{\prime}$ are slowly modulated across the elliptic region.

Near the origin. If $(s, E)=\mathcal{O}(\hbar)$ then the elliptic surface is $w^{2}=\zeta^{4}+\mathcal{O}(\hbar) \zeta^{2}+2 \zeta+\mathcal{O}(\hbar)$ and then a direct computation shows that $\tau=\mathrm{e}^{\frac{2 i \pi}{3}}+\mathcal{O}(\hbar)$. Note that the $\mathbb{Z}_{3}$ symmetry of the limiting elliptic curve gives

$$
\begin{equation*}
\mathrm{e}^{2 i \pi / 3}=\boldsymbol{\tau}=\frac{-1}{1+\boldsymbol{\tau}}=-1-\frac{1}{\boldsymbol{\tau}} . \tag{4.212}
\end{equation*}
$$

We are now going to show that two quantization conditions yield the same lattices to order $\hbar^{2}$.

Theorem 4.32. The rescaled lattices of the zeroes of the VY Polynomials, and of the ST problem coincide to within order $\mathcal{O}\left(\hbar^{2}\right)=\mathcal{O}\left(n^{-2}\right)$ in a $\mathcal{O}(\hbar)$ neighbourhood of the origin in the s-plane. More precisely the quantization conditions (4.194), (4.195) corresponding to the triples $\left(m_{1}, m_{2}, m_{3}\right)$ satisfying $m_{1}+m_{2}+m_{3}=n-1$ and the triples $\left(k_{1}, k_{2}, k_{3}\right)$ satisfying $k_{1}+k_{2}+k_{3}=n-1$ with $m_{j}=k_{j}$ single out values of $s$, $E$ that differ by a discrepancy of order $\mathcal{O}\left(\hbar^{2}\right)$, provided that $m_{j}-\frac{n-1}{3}$ remain bounded as $n \rightarrow \infty$.

Proof. Let $(s, E)=\mathcal{O}(\hbar)$. Then the two quantization conditions (4.194), (4.195) read, to order $\hbar$,

$$
\begin{align*}
& 2(n+1) \int_{\tau_{j}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-2 i \pi\left(m_{j}+\frac{2}{3}\right) \\
& (2 n+1) \int_{\tau_{j}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta=-2 i \pi\left(k_{j}+\frac{1}{2}\right) \tag{4.213}
\end{align*}
$$

By fixing $s=\Delta s$ and $E=\Delta E$, and setting $\Delta s=\hbar \delta s, \Delta E=\hbar \delta E$, we can use the linear approximation

$$
\begin{align*}
\int_{\tau_{j}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; s, E\right)} \mathrm{d} \zeta & \simeq \int_{\tau_{j}}^{\tau_{0}} \sqrt{Q\left(\zeta_{+} ; 0,0\right)} \mathrm{d} \zeta+\hbar \delta s \int_{\tau_{j}}^{\tau_{0}} \frac{\zeta^{2} \mathrm{~d} \zeta}{2 \sqrt{Q\left(\zeta_{+} ; 0,0\right)}}+\hbar \delta E \int_{\tau_{j}}^{\tau_{0}} \frac{\mathrm{~d} \zeta}{2 \sqrt{Q\left(\zeta_{+} ; 0,0\right)}}  \tag{4.214}\\
& =-\frac{i \pi}{3}+\hbar\left(c_{2} \mathrm{e}^{\frac{2 i \pi}{3}(j-1)} \delta s+c_{0} \mathrm{e}^{-\frac{2 i \pi}{3}(j-1)} \delta E\right) \mathrm{e}^{\frac{7 i \pi}{6}}  \tag{4.215}\\
c_{\ell} & =\int_{-2^{\frac{1}{3}}}^{0} \frac{\zeta^{\ell} \mathrm{d} \zeta}{2 \sqrt{\left|\zeta^{4}+2 \zeta\right|}}, \quad c_{0} \simeq 1.9276, \quad c_{2} \simeq 0.9409 \tag{4.216}
\end{align*}
$$

where $\hbar$ means either $(n+1)^{-1}$ or $(n+1 / 2)^{-1}$ depending on the case we are considering. Replacing the above expansions in (4.213) we obtain (all to within $\mathcal{O}(\hbar)$ );

$$
\begin{align*}
& 2(n+1)\left(-\frac{i \pi}{3}+\frac{1}{n+1}\left(c_{2} \mathrm{e}^{\frac{2 i \pi}{3}(j-1)} \delta s+c_{0} \mathrm{e}^{-\frac{2 i \pi}{3}(j-1)} \delta E\right) \mathrm{e}^{\frac{7 i \pi}{6}}\right)=-2 i \pi\left(m_{j}+\frac{2}{3}\right)  \tag{4.217}\\
& (2 n+1)\left(-\frac{i \pi}{3}+\frac{1}{n+\frac{1}{2}}\left(c_{2} \mathrm{e}^{\frac{2 i \pi}{3}(j-1)} \delta s+c_{0} \mathrm{e}^{-\frac{2 i \pi}{3}(j-1)} \delta E\right) \mathrm{e}^{\frac{7 i \pi}{6}}\right)=-2 i \pi\left(k_{j}+\frac{1}{2}\right) \tag{4.218}
\end{align*}
$$

Simplifying we get the quantization rules for $\delta s, \delta E$ in identical form provided we identify $m_{j}=k_{j}$ :

$$
\begin{equation*}
2\left(c_{2} \mathrm{e}^{\frac{2 i \pi}{3}(j-1)} \delta s+c_{0} \mathrm{e}^{-\frac{2 i \pi}{3}(j-1)} \delta E\right) \mathrm{e}^{\frac{7 i \pi}{6}}=-2 i \pi\left(m_{j}-\frac{n-1}{3}\right)+\mathcal{O}(\hbar) \tag{4.219}
\end{equation*}
$$

Thus, the two quantization conditions give two approximate lattices that differ by $\mathcal{O}\left(\hbar^{2}\right)$ as long as $m_{j}-\frac{n-1}{3}$ remain bounded as $n \rightarrow \infty$.

Remark 4.33. The differential equation (1.4) for $t=0=\Lambda$ can be solved in terms of Whittaker $\mathrm{W}_{\mu, \nu}, \mathrm{M}_{\mu, \nu}$ functions (i.e. confluent hypergeometric functions) [DLMF 13.14] as follows:

$$
\begin{equation*}
y^{\prime \prime}-\left(\zeta^{4}+2 J \zeta\right) y=0, \quad y_{1}=\frac{1}{\zeta} \mathrm{M}_{-\frac{J}{3}, \frac{1}{6}}\left(\frac{2 \zeta^{3}}{3}\right), \quad y_{2}=\frac{1}{\zeta} \mathrm{~W}_{-\frac{J}{3}, \frac{1}{6}}\left(\frac{2 \zeta^{3}}{3}\right) \tag{4.220}
\end{equation*}
$$

Writing $J=n+1$ with $n=0,1,2, \ldots$ we have that for $n \equiv 1 \bmod 3(J \equiv 2 \bmod 3)$ the solution $y_{1}$ is
our quasi-polynomial solution. For example

$$
\begin{array}{rr}
J=2 & y_{1}(z)=\left(\frac{2}{3}\right)^{\frac{2}{3}} \zeta \mathrm{e}^{\zeta^{3} / 3} \\
J=5 & y_{1}(\zeta)=\left(\frac{2}{3}\right)^{\frac{2}{3}} \frac{\zeta}{2}\left(\zeta^{3}+2\right) \mathrm{e}^{\zeta^{3} / 3} \\
J=8 & y_{1}(\zeta)=\left(\frac{2}{3}\right)^{\frac{2}{3}} \frac{\zeta}{7}\left(\zeta^{6}+7 \zeta^{3}+7\right) \mathrm{e}^{\zeta^{3} / 3} \\
J=11 & y_{1}(\zeta)=\left(\frac{2}{3}\right)^{\frac{2}{3}} \frac{\zeta}{70}\left(2 \zeta^{9}+30 \zeta^{6}+105 \zeta^{3}+70\right) \mathrm{e}^{\zeta^{3} / 3}
\end{array}
$$

et cetera. This corresponds to the quantization conditions $m_{j}=\frac{n-1}{3}, j=1,2,3$.

## Chapter 5

## The Stieljes-Fekete equilibrium problem

### 5.1 Examples

In order to illustrate and motivate the following results, we will begin by providing some examples of degenerate orthogonal polynomials. We recall the reader the basic notation has been established in the introductory Chapter 1 , see pages 8,9 and 10 .

### 5.1.1 The Shapiro-Tater degenerate orthogonal polynomials

We have already encountered the first example of a 1-degenerate orthogonal polynomial.
In section Theorem (4.10) we showed that the polynomial part of the quasi-polynomial solution $y(z)=p_{n}(z) \mathrm{e}^{\theta(z ; t)}$ is a 1-degenerate orthogonal polynomial. Here the symbol is $2 \theta(z ; t)=\frac{2 z^{3}}{3}+t z$ and the contour is given by $\Gamma=\varkappa \gamma+\tilde{\varkappa} \widetilde{\gamma}$ with the particular choices of $\varkappa=s_{1}$ and $\tilde{\varkappa}=s_{5}$ as in (4.33). This means that

$$
\begin{equation*}
\mathcal{M}[Q]=\varkappa \int_{\gamma} Q(z) \mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z+\tilde{\varkappa} \int_{\tilde{\gamma}} Q(z) \mathrm{e}^{2 \theta(z ; t)} \mathrm{d} z, \quad Q \in \mathbb{C}[z] \tag{5.1}
\end{equation*}
$$

is the associated semiclassical moment functional is of type $(A, B)=\left(2 z^{2}+t, 1\right)$ so that $d=2$ and $l=1$.
Indeed, the quasi-polynomial $y(z)=p_{n}(z) \mathrm{e}^{\theta(z ; t)}$ solves the Shapiro-Tater differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} z^{2}}-V_{\mathrm{ST}}(z) y, \quad V_{\mathrm{ST}}(z)=z^{4}+a z^{2}+2(n+1) z+\Lambda \tag{5.2}
\end{equation*}
$$

as predicted by Corollary 4.14. Furthermore, it was shown in the proof of Theorem 4.12 that the roots of $p_{n}(z)$ satisfy the Stieltjes-Bethe equations

$$
\begin{equation*}
\sum_{\substack{k=1 \\ k \neq j}}^{n} \frac{1}{z_{k}-z_{j}}=\frac{A\left(z_{j}\right)}{2 B\left(z_{j}\right)}=\theta^{\prime}\left(z_{j} ; t\right)=z_{j}^{2}+\frac{t}{2}, \quad j=1,2, \ldots, n \tag{5.3}
\end{equation*}
$$

### 5.1.2 Semiclassical functional with Freud weight.

Motivated by [Fre76], we consider the symbol $\theta(z)=-\frac{z^{4}}{2}$ and the weighted contour $\Gamma=s_{1} \gamma_{1}+s_{2} \gamma_{2}+$ $s_{3} \gamma_{3}$ where $\gamma_{j}$ is the contour extending to infinity from the directions $\arg (z)=(j-1) \frac{\pi}{2}$ to $\arg (z)=\frac{j \pi}{2}$, $j=1,2,3$, and the complex parameters $s_{\ell}$ are not all simultaneously zero. Next we define the moment functional

$$
\begin{equation*}
\mathcal{M}\left[z^{j}\right]=\left(s_{1} \int_{\gamma_{1}}+s_{2} \int_{\gamma_{2}}+s_{3} \int_{\gamma_{3}}\right) z^{j} \mathrm{e}^{-z^{4} / 2} \mathrm{~d} z \tag{5.4}
\end{equation*}
$$

According to [MR98], a characterization of such a moment functional is that it satisfies the semiclassical condition

$$
\begin{equation*}
\mathcal{M}\left[2 z^{3} p(z)\right]=\mathcal{M}\left[p^{\prime}(z)\right], \quad \forall p \in \mathbb{C}[z] . \tag{5.5}
\end{equation*}
$$

which can be verified by integration by parts. Thus $\mathcal{M}$ is a semiclassical moment functional of type $\left(A(z)=2 z^{3}, B(z)=1\right)$. The parameters $s_{\ell}$ can be thought of as parametrizing the space of solutions of (5.5).

The corresponding orthogonal polynomials, when they exist, are a sequence $\left\{P_{j}(z)\right\}_{j \in \mathbb{N}}$ of polynomials of degree $\leq j$ that satisfy the orthogonality relation (3.3). Clearly only the ratios of the parameters $s_{\ell}$ are relevant for the definition of orthogonal polynomials, so that we can think of the family of functionals (5.4) with the same symbol $\theta(z)=-\frac{z^{4}}{2}$ as parametrized by a point $\left[s_{1}: s_{2}: s_{3}\right] \in \mathbb{P}^{2}$ in projective space. Having the freedom to choose the point $\left[s_{1}: s_{2}: s_{3}\right] \in \mathbb{P}^{2}$, one can impose an excess of orthogonality. In this example the notion of maximally degenerate orthogonal polynomial is the following; for any $n \in \mathbb{N}$ there is $\left[s_{1}: s_{2}: s_{3}\right] \in \mathbb{P}^{2}$ such that a (nontrivial) polynomial $P_{n}(z)$ of degree $n$ exists with the properties

$$
\mathcal{M}\left[z^{j} P_{n}(z)\right]=0, \quad j=\underbrace{0,1,2, \ldots, n-1}_{\text {orthogonality }}, \underbrace{n, n+1}_{\begin{array}{c}
\text { degenerate }  \tag{5.6}\\
\text { orthogonality }
\end{array}} .
$$

We have emphasized that the orthogonality of $P_{n}$ extends beyond the range of powers that characterizes an ordinary orthogonal polynomial. The reader with some prior experience will quickly conclude that the two extra conditions can be fulfilled if and only if two certain determinants of size $n+1$ that involve the moments vanish simultaneously: this is indeed the case, see Lemma 5.7. This places two homogeneous polynomial conditions on the parameters $s_{1}, s_{2}, s_{3}$. In this case Theorem 1.8 states that the zeros of such a maximally degenerate polynomial will satisfy eq. (1.21) with $A(z)=2 z^{3}=-\theta^{\prime}(z)$ and $B=1$.

Remark 5.1. The function $\widehat{\theta}(z)=\int \frac{A}{B}$ appearing in the energy functional (1.20) is just $\widehat{\theta}(z)=z^{4} / 2=$ $-\theta(z)$, and it is real for $z \in \mathbb{R}$. It is simple to see from the electrostatic interpretation that there is an equilibrium configuration with $z_{j} \in \mathbb{R}$. Then Theorem (1.8) states that the corresponding polynomial $P_{n}(z)=\prod_{j=1}^{n}\left(z-z_{j}\right)$ is indeed an orthogonal polynomial, but not for the orthogonality chosen on the real axis. This could not be because then the moment functional is strictly positive definite and the Hankel determinant of the moments cannot vanish. Instead, the moment functional is

$$
\begin{align*}
\mathcal{M}\left[z^{2 j+1}\right] & =\int_{\mathbb{R}} z^{2 j+1} \mathrm{e}^{-\frac{z^{4}}{2}} \mathrm{~d} z+s \int_{\mathrm{i} \mathbb{R}} z^{2 j+1} \mathrm{e}^{-\frac{z^{4}}{2}} \mathrm{~d} z=0 \\
\mathcal{M}\left[z^{2 j}\right] & =\int_{\mathbb{R}} z^{2 j} \mathrm{e}^{-\frac{z^{4}}{2}} \mathrm{~d} z+s \int_{\mathrm{i} \mathbb{R}} z^{2 j} \mathrm{e}^{-\frac{z^{4}}{2}} \mathrm{~d} z=\left(1+(-1)^{j} \operatorname{Im}(s)\right) 2^{\frac{2 j-3}{2}} \Gamma\left(\frac{2 j+1}{4}\right) \tag{5.7}
\end{align*}
$$



Figure 5.1: The numerically computed Fekete points with $n=10$ (top) and $n=11$ (bottom) on the real axis for the Freud weight $\mathrm{e}^{-x^{4} / 2}$.
where $\Gamma$ is the standard gamma-function, and $s \in \mathbb{R}$ has been chosen purely imaginary in order to obtain real moments.

We observe that, using our previous notation, the integration over the real line $\mathbb{R}$ is homotopic to the path $-\gamma_{1}-\gamma_{2}$, while the integration along the imaginary axis is homotopic to the path $-\gamma_{2}-\gamma_{3}$. The degeneracy condition on the polynomial of degree $n=10$, gives $s=0.00001349595 \mathrm{i}$ and for $n=11$ one obtains $s=-3.79352745 \times 10^{-6} \mathrm{i}$. The zeros of the corresponding degenerate orthogonal polynomials give a solution of the Stieltjes-Bethe equation (1.21), and are plotted in Fig. 5.1.

### 5.1.3 Contours and dual contours for Freud-type symbols.

In order to motivate the dual contours introduced in the next section, we first consider the case where $B(z)=1$ and $A(z)$ is a polynomial of degree $a$. This means that $\theta(z)=-\int A \mathrm{~d} z$ is a polynomial of degree $a+1$ and $d=a$. We assume that $A(z)=z^{a}+\ldots$ is a monic polynomial without loss of generality, since the moment functional is linear.

The vector space of moment functionals is in one-to-one correspondence with the solutions of the Pearcey-like ODE

$$
\begin{equation*}
A\left(\frac{\partial}{\partial \lambda}\right) \Phi(\lambda)=\lambda \Phi(\lambda) \tag{5.8}
\end{equation*}
$$

where the operator $A\left(\frac{\partial}{\partial \lambda}\right)$ is defined as the image of the polynomial $A(z)$ from the map which sends monomials to higher order derivatives $z^{j} \mapsto \frac{\partial^{j}}{\partial \lambda^{j}}$ and is extended to all polynomials linearly.

Its solutions are described as follows. We denote by $\infty^{(j)}$ the asymptotic directions $\arg (z)=\frac{j \pi}{a+1}$ for $j=0, \ldots, 2 a+1$ and by $\gamma_{j+1}$ the oriented contour connecting $\infty^{(2 j)}$ to $\infty^{(2 j+2)}$ for $j=0, \ldots a$ and by $\gamma_{a+1}$ the oriented contour from $\infty^{(2 a)}$ to $\infty^{(0)}$, as seen in Fig. 5.2. Then the space of solutions to the ODE (5.8) is spanned by

$$
\begin{equation*}
\Phi_{j}(\lambda)=\int_{\infty^{(2 j)}}^{\infty^{(2 j+2)}} \mathrm{e}^{\theta(z)+\lambda z} \mathrm{~d} z, \quad j=1, \ldots, a \tag{5.9}
\end{equation*}
$$

Furthermore we associate solutions of the Pearcey-like equation (5.8) to moment functionals by

$$
\begin{equation*}
\Phi_{j}(\lambda) \longleftrightarrow \mathcal{M}_{\gamma_{j}}[p]=\int_{\gamma_{j}} p(z) \mathrm{e}^{\theta(z)} \mathrm{d} z, \quad p \in \mathbb{C}[z] \tag{5.10}
\end{equation*}
$$

where throughout, the contour integrals are seen to be absolutely convergent on account of the fact that $\theta(z)=-\frac{z^{a+1}}{(a+1)}+\mathcal{O}\left(z^{a}\right)$. Due to the Cauchy residue theorem the $a+1$ moment functionals defined in


Figure 5.2: The contours, and dual contours, for the Freud-type symbol $\theta(z)=-z^{5}$, here with $d=a=4$. In the figure $\infty^{(j)}$ are the asymptotic directions $\arg (z)=\frac{j \pi}{5}$ for $j=0, \ldots, 9$.
(5.10) satisfy the linear relation

$$
\begin{equation*}
\mathcal{M}_{\gamma_{1}}+\cdots+\mathcal{M}_{\gamma_{a+1}} \equiv 0 \tag{5.11}
\end{equation*}
$$

and hence the general moment functional of type $(A, 1)$ is expressed as

$$
\begin{equation*}
\mathcal{M}[p]=\sum_{j=1}^{a} s_{j} \mathcal{M}_{\gamma_{j}}[p]=\sum_{j=1}^{a} s_{j} \int_{\gamma_{j}} p(z) \mathrm{e}^{\theta(z)} \mathrm{d} z, \quad \forall p \in \mathbb{C}[z] . \tag{5.12}
\end{equation*}
$$

The dual contours $\widehat{\gamma}_{j}$ are the contours extending from $\infty^{(2 a+1)}$ to $\infty^{(2 j-1)}, j=1, \ldots, a$, see Fig. 5.2. They have the property that their intersection number is

$$
\begin{equation*}
\widehat{\gamma}_{j} * \gamma_{\ell}=\delta_{j \ell} . \tag{5.13}
\end{equation*}
$$

### 5.2 Contours for semiclassical moment functionals

The notion of semiclassical moment functional originates in the works of Maroni [Mar87] and MarcellánRocha [MR98] and has also been extended to the bi-orthogonal case in [Ber03].

Recall that for two relatively prime polynomials, $A(z), B(z)$ of degree $a, b$, respectively, the semiclassical moment functional of type $(A, B)$ are those satisfying Definition 1.5. The main result of [IMR91, MR98, Mar87] (see also the introduction of [Ber03]) is that any such moment functional can be represented in a similar form as (5.4):

$$
\begin{equation*}
\mathcal{M}[p]=\sum_{\ell=1}^{d} s_{\ell} \int_{\gamma_{\ell}} p(z) \mathrm{e}^{\theta(z)} \mathrm{d} z \quad \theta^{\prime}(z)=-\frac{A(z)+B^{\prime}(z)}{B(z)} \tag{5.14}
\end{equation*}
$$

and $\gamma_{l}$ are suitable contours that extend from a zero of $B$ to another (or to infinity) and which are described in the next section. If follows from a judicious use of Cauchy's integral theorem and counting that there are $d=\max \{b-1, a\}$ such linearly independent contours; this integer $d$ is also the total degree of the poles of the meromorphic differential $\theta^{\prime}(z) \mathrm{d} z$ on the Riemann sphere, minus 2 .

For brevity we will denote by $\Gamma=\sum_{\ell=1}^{d} s_{\ell} \gamma_{\ell}$ an element of a suitable homology space and simply denote by $\int_{\Gamma}$ the operation $\sum s_{\ell} \int_{\gamma_{\ell}}$.

Remark 5.2. We warn the reader that the symbol $\theta$ as appearing in (5.14) may be regular at some (or all) of the zeros of $B$ if they simplify in the ratio that appears in (5.14); in particular this means that there may be different moment functional with the same symbols but a different number $d$ of contours of integration. This happens when there are "hard-edge" contours of integration. An example is the case of the Jacobi polynomials with $\alpha=\beta=0$; in this case the symbol is $\theta=0$ and the moment functional $\mathcal{M}[p]=\int_{-1}^{1} p(x) \mathrm{d} x$ satisfies

$$
\begin{equation*}
\mathcal{M}\left[\left(x^{2}-1\right) p^{\prime}(x)\right]=\mathcal{M}[-2 x p(x)], \quad \forall p \in \mathbb{C}[x] \tag{5.15}
\end{equation*}
$$

so that $B=x^{2}-1$ and $A=-2 x$. This follows from a simple integration by parts, where the contribution of the boundary evaluation vanishes thanks to the fact that $B( \pm 1)=0$.

### 5.2.1 Directions of steepest descent, contours and dual contours

To provide a complete and general description of moment functionals we need to introduce a notion used in [Ber03] which defines dual homologies and a non-degenerate intersection pairing. The notion is, interestingly, related to the notion of bilinear concomitant of a pair of differential equations, one the (formal) adjoint of the other; details of this connection can be found in loco citato.

We have already encountered dual contours in the case of Freud-type symbols in section 5.1.3. The general case follows a similar logic. In the below we will introduce a canonical choice of contours $\gamma_{1}, \ldots, \gamma_{d}$ as defined in [BEH06, MS61, Ber03]. We say that a zero of $B$ is a visible singularity if it is a pole of $\theta^{\prime}$; the zeros of $B$ that cancel in the ratio that defines the symbol (5.14) will be called hard-edges. Note that these latter are necessarily simple zeros of $B$ due to the assumption that $A, B$ are relatively prime. We write the partial fraction decomposition

$$
\begin{equation*}
\theta^{\prime}(z)=-\frac{A(z)+B^{\prime}(z)}{B(z)}=U_{\infty}^{\prime}(z)+\sum_{j=1}^{k} U_{j}^{\prime}(z) \tag{5.16}
\end{equation*}
$$

where $U_{\infty}^{\prime}(z)$ is a polynomial of degree $d_{\infty}-1$ with $d_{\infty}:=\operatorname{deg} A-\operatorname{deg} B+1$, and $U_{j}^{\prime}(z)$ are polynomials in $\left(z-c_{j}\right)^{-1}$ of degree at $\operatorname{most} d_{c_{j}}+1=\operatorname{ord}_{c_{j}} B$, where $c_{j}$ are the visible singularities. If $\operatorname{deg} A<\operatorname{deg} B$, then the term $U_{\infty}^{\prime}(z)$ is simply zero. The local behaviour of $\theta(z)$ for each visible singularity $c=c_{j}$ of order $d_{c_{j}}$ is

$$
\begin{equation*}
\theta(z)=\frac{T_{j}}{\left(z-c_{j}\right)^{d_{c_{j}}}}\left(1+\mathcal{O}\left(z-c_{j}\right)\right)+r_{j} \log \left(z-c_{j}\right), \quad z \rightarrow c_{j} \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{j}=\operatorname{Res}_{z=c_{j}} \theta^{\prime}(z) \mathrm{d} z \tag{5.18}
\end{equation*}
$$

and $T_{j}$ is a non-zero complex number.

Definition 5.3 (Local directions of steepest descent). Let $c \in \mathbb{C P}^{1}$ be a pole of $\theta^{\prime}(z) \mathrm{d} z$.

- Suppose that $c$ has order $d_{c}+1 \geq 2$ so that

$$
\begin{equation*}
\theta^{\prime}(z) \mathrm{d} z=\frac{T_{c}}{\zeta_{c}^{d_{c}+1}}\left(1+\mathcal{O}\left(\zeta_{c}\right)\right) \mathrm{d} \zeta_{c} \tag{5.19}
\end{equation*}
$$

where $T_{c}$ is the coefficient of the leading singularity in the local parameter $\zeta_{c} .{ }^{1}$ We denote by

$$
\begin{equation*}
c^{(\ell)}:=\left\{\arg \left(\zeta_{c}\right)=\frac{-\arg T_{c}}{d_{c}}+\ell \frac{\pi}{d_{c}}\right\}, \quad \ell=0,1, \ldots, 2 d_{c}-1 . \tag{5.20}
\end{equation*}
$$

Namely, $\operatorname{Re} \theta$ tends to $-\infty$ along the directions $c^{(2 k)}$ and to $\infty$ along the odd directions $c^{(2 k+1)}$. These will be called local directions of steepest descent, ascent (respectively). Note that $c^{\left(2 d_{c}\right)}=$ $c^{(0)}$.

- Suppose that $c$ is a simple pole of $\theta^{\prime}(z) \mathrm{d} z$. We will denote its residue by

$$
\begin{equation*}
r_{c}=\operatorname{Res}_{c} \theta^{\prime}(z) \mathrm{d} z \tag{5.21}
\end{equation*}
$$

A simple pole with $\operatorname{Re}\left(r_{c}\right)>-\frac{1}{2}$ will be called "end-pole", and "flag-pole" if $\operatorname{Re}\left(r_{c}\right)<-\frac{1}{2}$. If $r_{c}=-\frac{1}{2}$ we can consider the pole "end" or "flag" depending on later convenience.

The motivation behind this definition is that we can integrate the weight function $w(z)=\mathrm{e}^{\theta(z)} \mathrm{d} z$ on contours that approach a pole $c$ along the steepest descent directions (if $d_{c} \geq 1$ ) or along any direction in the case of end-poles $\left(d_{c}=0, \operatorname{Re} r_{c}>-1\right)$ while obtaining a well defined integrable integrand. Consequently we will denote by $\int_{c^{(\ell)}}^{s^{(m)}}$ an integration along a path that approaches the poles $c$ and $s$ along the specified directions $c^{(\ell)}$ and $s^{(m)}$.

For each pole $c \in \mathbb{C P}^{1}$ we now describe certain contours emanating from it. We give first the description of these contours for the case $\operatorname{deg} A \geq \operatorname{deg} B$ so that $d_{\infty} \geq 1$ and $U_{\infty}$ is a polynomial of degree at least 1 .

Definition 5.4 (Contours $\gamma_{j}$ ). For each pole $c \in \mathbb{C P}^{1}$ of $\theta^{\prime}(z) \mathrm{d} z$ we define a number of contours depending on the order of the pole.

- For each pole $c \neq \infty$ of order $d_{c}+1 \geq 2$ we choose $d_{c}$ contours ("petals") approaching $c$ along the consecutive steepest descent directions $c^{(2 k)}, c^{(2 k+2)}$. We also pick a contour ("stem") extending from $c^{(0)}$ to a steepest descent direction at $\infty$.
- For the pole at $c=\infty$ we choose $d_{\infty}-1$ contours between $\left[\infty^{(2 k)}, \infty^{(2 k+2)}\right], k=0, \ldots, d_{\infty}-2$, with the definition of the steepest descent directions as in Def. 5.3. Note that there is no contour between $\infty^{\left(2 d_{\infty}-2\right)}$ and $\infty^{(0)}$ (see Fig. 5.3) ${ }^{2}$. These contours will be taken so as to leave all zeros of $B$ on their left region.
- For each end-pole $c$ (including the hard-edges, i.e. the zeros of $B$ that are not poles of $\theta^{\prime}$ ) we pick a contour from $c$ to $\infty$ along a steepest descent direction.
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Figure 5.3: Left: The contours in the case with $d_{\infty}=3$ and $d_{1}=3$, (the center of the "shamrock", $\left.p_{1}\right), d_{2}=d_{3}=0$. We also have a flag-pole (the point surrounded by the "lasso", $p_{2}$ ) and an end-pole (the endpoint of $\gamma_{7}, p_{3}$ ). In this example $B(z)=\left(z-p_{1}\right)^{4}\left(z-p_{2}\right)\left(z-p_{3}\right)$ and $A$ is a relatively prime polynomial of degree 8 with positive leading coefficient. Right: the case where $B$ is as above but $A$ is a polynomial of degree less than that of $B$. The dual contours go to infinity in an arbitrary direction.

- For each flag-pole $c$ with non-integer residue we choose a contour ("lasso") coming from $\infty^{(2 k)}$, circling $c$ in the counter-clockwise direction and returning to $\infty^{(2 k)}$, where $k$ is any choice. If the flag-pole has negative integer residue, we can replace this choice by a small circle. We will consider all poles with $r_{c}=-\frac{1}{2}$ to be flag-poles.

It is understood that the contours are chosen by avoiding the zeros of $B$ except possibly at the endpoints, and are chosen so that they do not intersect each others except, possibly, at endpoints.

Dual contours and intersection pairing. For reasons that will become apparent but that already motivated a similar construction in [Ber03], we need to define "dual contours" and a notion of intersection pairing.

To give a sense of the motivation, we mention that the space of semiclassical moment functionals of type $(A, B)$ is in duality with that of type $\left(-A-B^{\prime}, B\right)$ : the weight functions are

$$
\begin{align*}
(A, B) & \mapsto \mathrm{e}^{\theta(z)}, & \theta^{\prime}(z) & =-\frac{A(z)+B^{\prime}(z)}{B(z)}  \tag{5.22}\\
\left(-A-B^{\prime}, B\right) & \mapsto \frac{\mathrm{e}^{-\theta(z)}}{B(z)}=\mathrm{e}^{\widehat{\theta}(z)}, & \widehat{\theta}^{\prime}(z) & =-\theta^{\prime}(z)-\frac{\mathrm{d}}{\mathrm{~d} z} \log B(z)=\frac{A(z)}{B(z)} .
\end{align*}
$$

This duality maps the steepest descent directions of one symbol function into the ascent directions of the other, the end-poles (including hard-edges) of one into the flag-poles of the other, and viceversa. ${ }^{3}$

The simplest explanation of the duality is by considering a generating function $\Phi(\lambda)=\mathcal{M}\left[\mathrm{e}^{\lambda z}\right]$ of

[^15]type $(A, B)$ and a generating function $\Psi(\lambda)=\widehat{\mathcal{M}}\left[\mathrm{e}^{-\lambda z}\right]$ of the dual type defined similarly to $\mathcal{M}$ but with the symbol $\widehat{\theta}$ (5.23) and integration along suitable contours (Def. 5.5). A simple exercise shows that they satisfy the two adjoint differential equations:
\[

$$
\begin{equation*}
\left(\lambda B\left(\frac{\partial}{\partial \lambda}\right)-A\left(\frac{\partial}{\partial \lambda}\right)\right) \Phi(\lambda)=0, \quad\left(B\left(-\frac{\partial}{\partial \lambda}\right) \lambda-A\left(-\frac{\partial}{\partial \lambda}\right)\right) \Psi=0 \tag{5.24}
\end{equation*}
$$

\]

The solution spaces of two adjoint equations are put in duality by the bilinear concomitant [Inc44]: for equations with linear coefficients in $\lambda$ the bilinear concomitant has a homological interpretation as intersection pairing of the dual contours that we are describing here and are illustrated in Fig. 5.3.

Definition 5.5 (Dual contours $\widehat{\gamma}_{j}$ ). For each pole $c \in \mathbb{C P}^{1} \theta^{\prime}(z) \mathrm{d} z$ we define a number of contours dual to the contours $\gamma_{j}$ in Def. 5.4.

- For each pole $c$ of order $d_{c}+1 \geq 2$ we choose $d_{c}$ contours ("anti-petals") originating from $c$ along the directions $c^{(2 k+1)}, k=0, \ldots, d_{c}-1$ and extending to $\infty^{\left(2 d_{\infty}-1\right)}$. We also pick a contour ("anti-stem") lassoing $c$ from $\infty^{\left(2 d_{\infty}-1\right)}$ and intersecting only the corresponding stem.
- For the pole at $c=\infty$ we choose $d_{\infty}-1$ contours $\left[\infty^{\left(2 d_{\infty}-1\right)}, \infty^{(2 k+1)}\right], k=0, \ldots, d_{\infty}-2$. Note that they can be arranged so as to intersect only the corresponding steepest descent contours (see Fig. 5.3).
- For each end-pole $c$ of the original functional (which is a flag-pole for the dual functional) we pick a lasso from $\infty^{\left(2 d_{\infty}-1\right)}$. If the residue of $c$ in $\theta^{\prime} \mathrm{d} z$ is a positive integer (i.e. a zero of the weight $\mathrm{e}^{\theta}$ (end-pole) and a pole of the dual weight $\mathrm{e}^{-\theta} / B$ ), we will choose a circle.
- For each flag-pole $c$ we choose a contour $\left[c, \infty^{\left(2 d_{\infty}-1\right)}\right]$ this includes the poles, if any, where $r_{c}=$ $-\frac{1}{2}$ (which were considered as flag-poles).

The construction is such that for each contour $\gamma_{j}$ there is exactly one dual contour $\widehat{\gamma}_{j}$ that intersects $\gamma_{j}$ at a single point $\gamma_{j}$ and has no intersections with any other contour. The orientations are chosen so that

$$
\begin{equation*}
\widehat{\gamma}_{j} * \gamma_{k}=\delta_{j k} \tag{5.25}
\end{equation*}
$$

### 5.2.2 The case $\operatorname{deg} A<\operatorname{deg} B$

In this case we assume that $B$ has at least one zero, $z=p_{0}$, of multiplicity higher than 1 . Note that in this case the condition that $A$ and $B$ are relatively prime prevents $A$ to be multiple of $B^{\prime}$; this means also that the moment functional is of infinite rank. See Remark 5.6. Then the symbol $\theta$ has a pole at $z=p_{0}$ with at least one steepest descent direction and one steepest ascent direction. The contours will be chosen similarly as in the previous case but with the "stems", "lassoes", and the contours to the flag-poles extending, instead to $p_{0}^{(1)}$ (the point $p_{0}$ along the first-steepest ascent direction) instead of $\infty^{\left(2 d_{\infty}-1\right)}$. The dual contours are exactly as before, extending to $\infty$ (in any direction, for example the positive axis). The reason for this definition of dual contours in this case is motivated by the use that we need to make of them in the main Theorems 5.10, 5.12.

We will not treat the case where all the zeros of $B$ are simple (the classical Heine-Stieltjes electrostatic problem); in this case the contours should be chosen, generically (i.e. for non-integer residues of $\theta^{\prime}$ ) as Pochhammer contours (group-commutators of the generators in the fundamental group of the plane
minus the zeros of $B$ ). There are case distinctions according to whether the residues of $\theta^{\prime}$ at these poles are positive integers, negative integers or neither which complicate the description.

Remark 5.6. The case when $\operatorname{deg} A<\operatorname{deg} B$ allows in general the possibility that $A$ is a multiple of $B^{\prime}$. If $A$ is an integer multiple of $B^{\prime}, A=k B^{\prime}$ with $k=1,2,3 \ldots$ then the weight of the semiclassical moment functional is

$$
\begin{equation*}
A=k B^{\prime} \quad \Rightarrow \quad \mathrm{e}^{\theta(z)}=\frac{1}{B(z)^{k+1}} \tag{5.26}
\end{equation*}
$$

In this case the moment functionals $\mathcal{M}$ are of finite rank (they are linear combinations of derivatives of Dirac delta functions supported at the zeroes of $B$, with the order of derivative being equal to $k$ times the multiplicity of said zero).

Then it follows that the orthogonal polynomials of degree $n \geq(k+1) \operatorname{deg} B$ are all the polynomials divisible by $B^{k+1}$, a type of solution that we could call "improper".

### 5.3 Characterisation of degenerate orthogonal polynomials

### 5.3.1 $\ell$-degeneracy

It is well known that $P_{n}(z)$ is an orthogonal polynomial if and only if a certain Hankel determinant is non-vanishing [Sze75, Chi78, Dei99]. A similar result holds in the case of degenerate orthogonal polynomials, however, we require the vanishing of some additional determinants.

Lemma 5.7. The orthogonal polynomial $P_{n}(z)$ is $\ell$-degenerate $(\ell \geq 1)$ if and only if the following determinants vanish:

$$
\begin{equation*}
D_{n+1, k}(\mathbf{s}):=\operatorname{det} H_{n+1, k}=0, \quad k=0,1, \ldots, \ell-1, \tag{5.27}
\end{equation*}
$$

where $\mu_{k}$ are the moments in (3.1) and $H_{n+1, k}$ are the following bordered Hankel matrices

$$
H_{n+1, k}:=\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n}  \tag{5.28}\\
\mu_{1} & \mu_{2} & \cdots & \mu_{n+1} \\
\vdots & & & \\
\mu_{n-1} & \ldots & & \mu_{2 n-1} \\
\hline \mu_{n+k} & \mu_{n+k+1} & \ldots & \mu_{2 n+k}
\end{array}\right]
$$

Proof. Using the determinantal expression (3.6) for the orthogonal polynomial $P_{n}(z)$ and distributing
the integration over the last row we get:

$$
\begin{align*}
& \mathcal{M}\left(P_{n} z^{n+k}\right)=\int_{\Gamma} z^{n+k} \operatorname{det}\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{n+1} \\
\vdots & & & \\
\mu_{n-1} & \cdots & & \mu_{2 n-1} \\
1 & z & \cdots & z^{n}
\end{array}\right] \mathrm{d} z  \tag{5.29}\\
& =\operatorname{det}\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{n+1} \\
\vdots & & & \\
\mu_{n-1} & \cdots & & \mu_{2 n-1} \\
\int_{\Gamma} z^{n+k} \mathrm{~d} z & \int_{\Gamma} z^{n+k+1} \mathrm{~d} z & \cdots & \int_{\Gamma} z^{2 n+k} \mathrm{~d} z
\end{array}\right]=D_{n+1, k}(\mathbf{s}) \tag{5.30}
\end{align*}
$$

Thus $P_{n}(z)$ is $\ell$-degenerate if and only if $D_{n+1, k}(\mathbf{s})$ vanishes for all $k=0,1, \ldots, \ell-1$.

According to Definition 1.6, a 0-degenerate polynomial is just an orthogonal polynomial (no conditions are imposed) and generically it exists. We will say that $P_{n}$ is maximally degenerate if it is $(d-1)$-degenerate, where $d=\max \{a, b-1\}$. The justification of the terminology is that the condition of $\ell$-degeneracy imposes $\ell$ homogeneous polynomial equation constraints on the parameters $s_{1}, \ldots, s_{d}$ and hence, generically, we can impose at most $d-1$ such constraints while expecting to have solutions.

The notion of $\ell$-degeneracy is made relevant by the following proposition.
Proposition 5.8. Let $\mathcal{M}$ be a semiclassical moment functional of type $(A, B)$ with $\operatorname{deg} A=a, \operatorname{deg} B=b$ and let $\theta$ be its symbol according to (5.14). Given any polynomial $P_{n}(z)$ we set

$$
\begin{align*}
F(z) & :=\sqrt{B(z)} P_{n}(z) \mathrm{e}^{\frac{1}{2} \theta(z)}  \tag{5.31}\\
G(z) & :=\sqrt{B(z)} R_{n}(z) \mathrm{e}^{-\frac{1}{2} \theta(z)}  \tag{5.32}\\
R_{n}(z) & :=\frac{1}{2 i \pi} \int_{\Gamma} \frac{P_{n}(x) \mathrm{e}^{\theta(x)} \mathrm{d} x}{(x-z)} \tag{5.33}
\end{align*}
$$

where $\Gamma=\sum_{j}^{d} s_{j} \gamma_{j}$ and the contours $\gamma_{j}$ in accordance to Def. 5.4. Then the Wronskian

$$
\begin{equation*}
W=\operatorname{Wr}\{F, G\}=F^{\prime} G-G^{\prime} F \tag{5.34}
\end{equation*}
$$

is a polynomial with $\operatorname{deg} W \leq \max \{a+n-1, b+n-2\}$. Furthermore, if $P_{n}$ is an $\ell$-degenerate orthogonal polynomial, then $W$ is a polynomial of degree $d-1-\ell$, with $d=\max \{a, b-1\}$.

Proof. We first show that $W$ does not have jump discontinuities across the contours $\gamma_{j}$ and extends to an entire function. A direct computation shows:

$$
\begin{equation*}
W=\theta^{\prime} B P_{n} R_{n}+B\left(P_{n}^{\prime} R_{n}-P_{n} R_{n}^{\prime}\right)=-\widehat{A} P_{n} R_{n}+B\left(P_{n}^{\prime} R_{n}-P_{n} R_{n}^{\prime}\right) \tag{5.35}
\end{equation*}
$$

where, for brevity, we have set $\widehat{A}(z)=A(z)+B^{\prime}(z)$. Now, let $\Gamma=\sum_{j}^{d} s_{j} \gamma_{j}$ and take $z \in \gamma_{j}$. The Cauchy
transform $R_{n}$ satisfies

$$
\begin{align*}
& R_{n}\left(z_{+}\right)-R_{n}\left(z_{-}\right)=P_{n}(z) \mathrm{e}^{\theta(z)}  \tag{5.36}\\
& R_{n}^{\prime}\left(z_{+}\right)-R_{n}^{\prime}\left(z_{-}\right)=\left(P_{n}^{\prime}(z)+\theta^{\prime}(z) P_{n}(z)\right) \mathrm{e}^{\theta(z)} \tag{5.37}
\end{align*}
$$

where we approach $z$ in the oriented contour $\gamma_{j}$ from the $\pm$ sides correspondingly. Thus, with $\Delta R_{n}=$ $R_{n}\left(z_{+}\right)-R_{n}\left(z_{-}\right)$the jump operator, we have

$$
\begin{align*}
W\left(z_{+}\right)-W\left(z_{-}\right) & =-\widehat{A} P_{n} \Delta R_{n}+B\left(P_{n}^{\prime} \Delta R_{n}-P_{n} \Delta R_{n}^{\prime}\right)  \tag{5.38}\\
& =\left(B P_{n}^{\prime}-\widehat{A} P_{n}\right) \Delta R_{n}-B P_{n} \Delta R_{n}^{\prime}  \tag{5.39}\\
& =\left(B P_{n}^{\prime}-\widehat{A} P_{n}\right) P_{n} \mathrm{e}^{\theta}-B P_{n}\left(P_{n}^{\prime}+\theta^{\prime} P_{n}\right) \mathrm{e}^{\theta}=0 \tag{5.40}
\end{align*}
$$

where we have used equation (5.14) for $\theta^{\prime}$ in the last line. This concludes the proof of the absence of discontinuities.

The only possible singularities of $\theta^{\prime}$ are the zeroes of $B$, although they may also be regular points of $\theta^{\prime}$, as per Remark 5.2. Thus from the Wronskian expression (5.35) it is clear that the only possible singularities are at the endpoints of the contours $\gamma_{j}$. In the case this contours is petal or stem, then the integrand tends to zero exponentially and hence the singularity of $R_{n}$ is at worst logarithmic. In the case of an end-pole then the integrand in the definition of $R_{n}$ behaves as $(w-c)^{r_{c}}$ and hence the Cauchy transform has at worst growth bounded by

$$
\begin{equation*}
\max \left\{|z-c|^{\operatorname{Re}\left(r_{c}\right)},|\log | z-c| |\right\} \tag{5.41}
\end{equation*}
$$

see [Gak90] for details. This shows that a priori, the expression (5.35) for the Wronskian may have at worst an isolated singularity at the zero $z=c$ with growth bounded by $|z-c|^{\operatorname{Re}\left(r_{c}\right)}$ (if $\operatorname{Re}\left(r_{c}\right) \in(-1,0)$ ). So it actually must have a removable singularity and $W$ extends analytically also at the zeroes of $B$. This shows that the Wronskian $W$ is entire. Noting that $R_{n}(z)=\mathcal{O}\left(z^{-1}\right)$ it follows that $W$ is a polynomial of order at most $\max \{a+n-1, b+n-2\}$, as claimed. Finally, suppose that $P_{n}$ is an $\ell$-degenerate polynomial. This means that the Cauchy transform $R_{n}$ is of order $\mathcal{O}\left(z^{-n-1-\ell}\right)$ as $|z| \rightarrow \infty$. Then, from (5.35) we see that we have

$$
\begin{equation*}
W(z)=\mathcal{O}\left(z^{\max \{a-\ell-1, b-2-\ell\}}\right), \quad|z| \rightarrow \infty \tag{5.42}
\end{equation*}
$$

This completes the proof.

## Counting the number of solutions

A naïve counting would suggest, based on Bézout's theorem, that there are $(n+1)^{d-1}$ solutions of the set of equations that characterize the maximal degeneracy:

$$
\begin{equation*}
D_{n+1,0}(\mathbf{s})=0, \quad \cdots \quad, D_{n+1, d-2}(\mathbf{s})=0 . \tag{5.43}
\end{equation*}
$$

However, the conditions of Bézout's theorem are not satisfied due to the following result.
Proposition 5.9. Suppose that $D_{n, 0}=D_{n+1,0}=0$. Then $P_{n}(z) \equiv 0$.

More specifically, thanks to the expression (3.6) we can consider $P_{n}(z)$ as an element of the tensor product space $\mathbb{C}[z] \otimes \mathbb{C}\left[\mu_{0}, \ldots, \mu_{2 n}\right]$. Then $P_{n}(z)^{2}$ lies in the ideal generated by $D_{n, 0}$ and $D_{n+1,0}$. In particular we also have $D_{n+1, k}=0, \forall k \in \mathbb{N}$.

Proof. Consider the expression for $P_{n}(z)$ :

$$
P_{n}(z)=\operatorname{det}\left[\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots \mu_{n-1} & \mu_{n}  \tag{5.44}\\
\mu_{1} & \mu_{2} & & \vdots \\
\vdots & & & \\
\mu_{n-1} & \mu_{n} & \ldots \mu_{2 n-2} & \mu_{2 n-1} \\
1 & z & \ldots & z^{n}
\end{array}\right]=C_{n} z^{n}-C_{n-1} z^{n-1}+\cdots+(-1)^{n} C_{0},
$$

where $C_{k} \in \mathbb{C}$ and are polynomial in the $\mu_{j}$. We are going to show that $C_{k} C_{r} \in\left\langle D_{n, 0}, D_{n+1,0}\right\rangle$ (the ideal generated by the two polynomials) for all $k, r=0, \ldots, n$; this immediately implies the two subsequent statements.

Recall the (general) Desnanot-Jacobi identity; if $M$ is an $n \times n$ matrix and $J, K$ are two subsets of $\{1, \ldots, n\}$ of the same cardinality $r$ (and listed in increasing order) then we denote by $M^{J ; K}$ the $(n-r) \times(n-r)$ matrix obtained by deleting the rows indexed by $J$ and the columns indexed by $K$. Then the identity reads

$$
\begin{equation*}
\operatorname{det} M \operatorname{det} M^{[a, b] ;[c, d]}=\operatorname{det} M^{[a] ;[c]} \operatorname{det} M^{[b] ;[d]}-\operatorname{det} M^{[b] ;[c]} \operatorname{det} M^{[a] ;[d]} . \tag{5.45}
\end{equation*}
$$

Let $H$ be the Hankel matrix of the moments of size $n+1$; then from (5.45) we obtain

$$
\begin{equation*}
\operatorname{det} H \operatorname{det} H^{[j, n+1] ;[k, n+1]}=\operatorname{det} H^{[j] ;[k]} \operatorname{det} H^{[n+1] ;[n+1]}-\operatorname{det} H^{[j] ;[n+1]} \operatorname{det} H^{[n+1] ;[k]} . \tag{5.46}
\end{equation*}
$$

The last term in the right side of (5.46) is precisely $C_{j} C_{k}$ so that we have

$$
\begin{equation*}
C_{j} C_{k}=\left(\operatorname{det} H^{[j] ;[k]}\right) D_{n, 0}-\left(\operatorname{det} H^{[j, n+1] ;[k, n+1]}\right) D_{n+1,0} \tag{5.47}
\end{equation*}
$$

This proves that all the quadratic expressions belong to the claimed ideal.
However, the conditions of Bézout's theorem are not satisfied because Proposition 5.9 implies that the equations (5.43) have a common component consisting of the intersection $D_{n+1,0}=0=D_{n, 0}$. Hence there are infinitely many solutions of (5.43) in $\left[s_{1}: \cdots: s_{d}\right] \in \mathbb{C P}^{d-1}$ as long as $d \geq 4$. On the other hand, as noted prior to the mentioned Proposition, this common component does not yield a meaningful solution to the Stieltjes-Fekete problem because $P_{n}(z)$ is the zero polynomial.

In principle we should only count the solutions outside this locus, i.e. with $D_{n, 0} \neq 0$; a bit frustratingly, however, we cannot exclude that there are other common components, except that experiments suggest that this is not the case. A semi-heuristic argument (to be formalized in [Mas2?]) would suggest that generically the number of solutions should be the number of solutions of the equation $k_{1}+k_{2}+\cdots+k_{d}=n$ with $k_{j}$ non negative integers, namely $(n+1)(n+2) \cdots(n+d-1) /(d-1)!$.

### 5.3.2 Degenerate OP $\Rightarrow$ Stieltjes-Bethe equations

In view of Proposition 5.8 we deduce that if $P_{n}$ is a maximally degenerate orthogonal polynomial, i.e. $(d-1)$-degenerate, then the Wronskian $W$ of $F$ and $G$ in (5.33) is constant. We used this same argument in Theorem 4.12, see (4.79).

This crucial property, together with Lemma 4.11 will allow us to prove half of Theorem 1.8. We remind the reader of Lemma 4.11, which was established in section 4.2, and which guarantees that the potential of a 2 nd order ODE is analytic provided both of its solutions are also analytic.

Theorem 5.10. Suppose that $P_{n}$ is a maximally degenerate polynomial of degree $n$ for a semiclassical moment functional $\mathcal{M}$ of type $(A, B)$ and with symbol $\theta$. Then:
(1) The function $F(z)=\sqrt{B(z)} P_{n}(z) \mathrm{e}^{\frac{1}{2} \theta(z)}$ solves the differential equation

$$
\begin{equation*}
F^{\prime \prime}(z)-V(z) F(z)=0 \tag{5.48}
\end{equation*}
$$

where the potential $V(z)$ is a rational function of the form:

$$
\begin{equation*}
V(z)=\frac{1}{2} \theta^{\prime \prime}+\frac{1}{4}\left(\theta^{\prime}\right)^{2}+\frac{B^{\prime \prime}}{2 B}-\left(\frac{B^{\prime}}{2 B}\right)^{2}+\frac{B^{\prime}}{2 B} \theta^{\prime}+\frac{Q}{B}, \quad Q \in \mathbb{C}[z], \quad \operatorname{deg} Q \leq d-1 \tag{5.49}
\end{equation*}
$$

with poles only at the zeros of $B(z)$ which are of order at most twice the order of the zeroes of $B(z)$. Equivalently the polynomial $P_{n}$ satisfies:

$$
\begin{equation*}
B(z) P_{n}^{\prime \prime}-A(z) P_{n}^{\prime}-Q(z) P_{n}(z)=0 . \tag{5.50}
\end{equation*}
$$

If $B \equiv 1$ the potential $V$ is a polynomial of degree $2 \operatorname{deg} A$.
(2) Let $\left\{z_{1}, \ldots, z_{n}\right\}$ be the roots of $P_{n}$; then they satisfy the Stieltjes-Bethe equations:

$$
\begin{equation*}
\sum_{j \neq \ell}^{n} \frac{1}{z_{\ell}-z_{j}}=\frac{A\left(z_{\ell}\right)}{2 B\left(z_{\ell}\right)}, \quad \ell=1, \ldots, n \tag{5.51}
\end{equation*}
$$

Proof.
(1) By Proposition 5.8 the Wronskian of $F, G$ defined in (5.31) is a constant (and necessarily non-zero). Then we can write (up to a rescaling)

$$
\begin{equation*}
W=F G^{\prime}-F^{\prime} G=1 \quad \Rightarrow \quad W^{\prime}=F G^{\prime \prime}-F^{\prime \prime} G=0 \tag{5.52}
\end{equation*}
$$

This means that $\frac{F^{\prime \prime}}{F}=\frac{G^{\prime \prime}}{G}$ and thus we can recast the equation (5.52) as a differential equation of the form

$$
\begin{equation*}
y^{\prime \prime}(z)-V(z) y(z)=0, \quad V:=\frac{F^{\prime \prime}}{F}=\frac{G^{\prime \prime}}{G} \tag{5.53}
\end{equation*}
$$

In principle the potential $V$ in (5.53) is a rational function with poles at all the zeroes of $F$ (i.e. the zeroes of $P$ ) as well as at the zeros of $B$. We will show that in fact $V$ is analytic at the zeros of $P$. To see this we observe that (5.53) has both $F$ and $G$ as solutions. The function $G$ as presented in (5.32) has discontinuities across the contours $\gamma_{j}$ 's that are proportional to $F$ so we can analytically continue $G$ to the universal cover of the plane minus the zeros of $B$. Let $P_{n}(z)=\prod_{j=1}^{n}\left(z-z_{j}\right)$;
then both $F$ and the analytic continuation of $G$ are locally analytic near $z_{j}, j=1, \ldots, n$, which is therefore an apparent singularity ${ }^{4}$ of the equation (5.53). Then Lemma 4.11 says that $V$ must be locally analytic at $z_{j}$. This holds for all the roots of the $P_{n}(z)$, so $V$ must be analytic at all $z_{j}, j=1, \ldots, n$. By definition of $V$ we have

$$
\begin{equation*}
V(z)=\frac{F^{\prime \prime}(z)}{F(z)}=\frac{1}{2} \theta^{\prime \prime}+\frac{1}{4}\left(\theta^{\prime}\right)^{2}+\frac{B^{\prime \prime}}{2 B}-\left(\frac{B^{\prime}}{2 B}\right)^{2}+\frac{B^{\prime}}{2 B} \theta^{\prime}+\frac{P_{n}^{\prime \prime}}{P_{n}}+\frac{\theta^{\prime} P_{n}^{\prime}}{P_{n}}+\frac{B^{\prime} P_{n}^{\prime}}{B P_{n}} . \tag{5.54}
\end{equation*}
$$

Since $V$ in (5.54) has no poles at the zeros of $P_{n}$, the last three terms in (5.54) are of the form

$$
\begin{equation*}
\frac{P_{n}^{\prime \prime}}{P_{n}}+\frac{\theta^{\prime} P_{n}^{\prime}}{P_{n}}+\frac{B^{\prime} P_{n}^{\prime}}{B P_{n}}=\frac{Q(z)}{B(z)}, \tag{5.55}
\end{equation*}
$$

with $Q(z)$ a polynomial of degree at most $d-1$. The ODE (5.50) for $P_{n}$ follows then by straightforward manipulations.
(2) Since we have established that $V$ is analytic at each $z_{j}$, it then follows that the zeros of $P_{n}$ must be simple since $F$ is a non-trivial solution to a second-order ODE. Then we express the zero residue condition $\underset{z=z_{j}}{\operatorname{Res}} V(z) \mathrm{d} z=0$ with the expression (5.54) for $V$ and obtain

$$
\begin{equation*}
2 \sum_{\ell \neq k} \frac{1}{z_{k}-z_{\ell}}=\operatorname{Res}_{z=z_{k}} \frac{P_{n}^{\prime \prime}(z)}{P_{n}(z)} \mathrm{d} z=-\theta^{\prime}\left(z_{j}\right)-\frac{B^{\prime}\left(z_{j}\right)}{B\left(z_{j}\right)}=\frac{A\left(z_{j}\right)}{B\left(z_{j}\right)} . \tag{5.56}
\end{equation*}
$$

Remark 5.11. The equation (5.50) for $P_{n}$

$$
\begin{equation*}
B(z) P_{n}^{\prime \prime}-A(z) P_{n}^{\prime}-Q(z) P_{n}(z)=0 \tag{5.57}
\end{equation*}
$$

is a (degenerate) Lamé equation in the terminology of [DS20].

### 5.3.3 Stieltjes-Bethe equations $\Rightarrow$ Degenerate OP

Theorem 5.12. Suppose that, for two relatively prime polynomials $A(z)$ and $B(z)$, a solution of the StieltjesFekete equilibrium problem (5.51) consists of $n$ (necessarily distinct) points $z_{1}, \ldots, z_{n}$. In the case $\operatorname{deg} A<$ $\operatorname{deg} B$ we make the additional assumption that the polynomial $B$ has at least one zero of higher multiplicity and that

$$
\begin{equation*}
2 n>\operatorname{Re} \Lambda-1-\operatorname{deg} B, \quad \Lambda:=-\underset{z=\infty}{\operatorname{Res}} \theta^{\prime}(z) \mathrm{d} z . \tag{5.58}
\end{equation*}
$$

Then the polynomial $P_{n}(z)=\prod_{k=1}^{n}\left(z-z_{k}\right)$ is a maximally degenerate orthogonal polynomial for the pairing (1.28), with the parameters $s_{j}$ given by

$$
\begin{equation*}
s_{j}=\int_{\widehat{\gamma}_{j}} \frac{\mathrm{e}^{-\theta(z)}}{B(z) P_{n}^{2}(z)} \frac{\mathrm{d} z}{2 \pi \mathrm{i}} . \tag{5.59}
\end{equation*}
$$

Here $\widehat{\gamma}_{j}$ is the dual path to $\gamma_{j}$ in the homology as defined in Section 5.2.1.

[^16]Proof. The proof is mostly a back-tracking of the proof of Theorem 5.10. First of all the condition (5.51) is stating that the expression for $V(z)$ in (5.54) with $F(z)=\sqrt{B(z)} P_{n}(z) \mathrm{e}^{\frac{1}{2} \theta(z)}$, yields an analytic expression at all zeros of $P_{n}$. Now, with $V$ given by (5.54) we are seeking the linearly independent solution of the differential equation:

$$
\begin{equation*}
y(z)^{\prime \prime}-V(z) y(z)=0, \quad V(z)=\frac{F(z)^{\prime \prime}}{F(z)} \tag{5.60}
\end{equation*}
$$

Using Abel's theorem (stating that the Wronskian of two solutions of (5.60) is a constant) we can write the second linearly independent solutionv as:

$$
\begin{equation*}
G_{q}(z)=F(z) \int_{q}^{z} \frac{\mathrm{~d} w}{F(w)^{2}} \tag{5.61}
\end{equation*}
$$

The basepoint $q$ of integration in (5.61) can be chosen arbitrarily and different choices of basepoint amount to adding to $G_{q}$ a multiple of $F$.

The differential $F(w)^{-2} \mathrm{~d} w$ has double poles at the zeros of $P_{n}$ but no residues. This is guaranteed by the fact that the potential $V(z)(5.54)$ is analytic at the zeroes of $P_{n}(z)$, precisely because of the Fekete equilibrium equations (5.51). Therefore the antiderivative has simple poles without logarithmic singularity. Upon multiplication by $F(z)$ (which has simple zeros) the poles will cancel and this provides the proof that $G(z)$ is locally analytic at all zeros of $P_{n}$.

Next we consider two different cases, depending on the degrees of $A$ and $B$.

Case 1: $\operatorname{deg} A \geq \operatorname{deg} B$. Consider the connected components of $\mathbb{C} \backslash \Gamma=\cup_{\mu} \mathscr{D}_{\mu}$ In the region $\mathscr{D}_{0}$ that contains $\infty^{\left(2 d_{\infty}-1\right)}$ we use the latter as basepoint of integration. According to our choice of contours $\gamma_{j}$ (Sec. 5.2.1) in every other connected component $\mathscr{D}_{\mu}$, such that the boundary is $\gamma_{j}=\partial \mathscr{D}_{\mu}$, there is exactly one endpoint $c^{(\mu)}$ of a dual contour $\widehat{\gamma}_{j}$ (this also include the possibility of a particular direction of approach at infinity $c^{(\mu)}=\infty_{\mu}$ ). In those regions we therefore define $G_{c^{(\mu)}}(z)$ by using the basepoint $c^{(\mu)}$ for integration in the formula (5.61). Then we define a piece-wise analytic function $G(z)$ by patching together these functions $G_{c^{(\mu)}}$ in each component $\mathscr{D}_{\mu}$

$$
\begin{equation*}
G(z)=F(z) \int_{c^{(\mu)}}^{z} \frac{\mathrm{~d} w}{F^{2}(w)}=: G_{c^{(\mu)}}(z), \quad z \in \mathscr{D}_{\mu} \tag{5.62}
\end{equation*}
$$

If $\gamma_{j}$ is the boundary of $\mathscr{D}_{\mu}$, elementary calculus shows that for $z \in \gamma_{j}$ we have

$$
\begin{equation*}
G\left(z_{+}\right)-G\left(z_{-}\right)=F(z) \int_{c^{(\mu)}}^{\infty^{(2 d \infty-1)}} \frac{\mathrm{d} w}{F^{2}(w)}=F(z) \int_{\widehat{\gamma}_{j}} \frac{\mathrm{~d} w}{F^{2}(w)}=s_{j} F(z) \tag{5.63}
\end{equation*}
$$

Therefore if we define

$$
\begin{equation*}
R_{n}(z):=\frac{G(z) \mathrm{e}^{\frac{1}{2} \theta(z)}}{\sqrt{B(z)}}=P_{n}(z) \mathrm{e}^{\theta(z)} \int_{c^{(\mu)}}^{z} \frac{\mathrm{e}^{-\theta(w)} \mathrm{d} w}{B(w) P_{n}^{2}(w)}, \quad z \in \mathscr{D}_{\mu} \tag{5.64}
\end{equation*}
$$

we obtain the following jump conditions

$$
\begin{equation*}
R_{n}\left(z_{+}\right)-R_{n}\left(z_{-}\right)=s_{j} P_{n}(z) \mathrm{e}^{\theta(z)}, \quad z \in \gamma_{j} \tag{5.65}
\end{equation*}
$$

This allows us to express $R_{n}$ as a Cauchy transform. Indeed equation (5.65) implies that

$$
\begin{equation*}
R_{n}(z)=H(z)+\sum_{j=1}^{d} s_{j} \int_{\gamma_{j}} \frac{P_{n}(w) \mathrm{e}^{\theta(w)}}{(w-z)} \frac{\mathrm{d} w}{2 \pi \mathrm{i}} \tag{5.66}
\end{equation*}
$$

for some entire function $H(z)$, which we now show to be identically zero. To see this consider the component $\mathscr{D}_{k}$ that contains the steepest ascent direction $\infty^{(2 k+1)}$. Then the integral representation (5.64) shows that $R_{n}(z)$ is bounded by $\mathcal{O}\left(z^{-n-b+1}\right)$ within that sector and also within the two neighbouring steepest descent sectors. Since this holds for all the other regions that contain the steepest ascent directions, we see that $R_{n}(z)$ decays like $z^{-n-b+1}$ in every direction. This then implies that $H$ must be identically zero by Liouville theorem, since the Cauchy integrals in (5.66) are already bounded by $\mathcal{O}\left(z^{-1}\right)$ a priori.

Now consider the Wronskian $W=\operatorname{Wr}\{G, F\}$ which is identically 1 since $F$ and $G$ solve the ODE (5.60). Using the decay of $R_{n}(z)=\mathcal{O}\left(z^{-1-\ell}\right), \quad \ell \geq 0$ we deduce from the Wronskian expression (5.35) that

$$
\begin{equation*}
W=-\left(A+B^{\prime}\right) P_{n} R_{n}+B\left(P_{n}^{\prime} R_{n}-P_{n} R_{n}^{\prime}\right)=\mathcal{O}\left(z^{d+n-1-\ell}\right) \quad \text { as }|z| \rightarrow \infty . \tag{5.67}
\end{equation*}
$$

Since $W \equiv 1$ we conclude that actually $\ell=d+n-1$ and $R_{n}(z)=\mathcal{O}\left(z^{-n-d}\right)$. This implies that $P_{n}$ is maximally degenerate from inspection of the Cauchy integral representation (5.66) (with $H \equiv 0$ ).

Case 2: $\operatorname{deg} A<\operatorname{deg} B$. The only point in the proof where we have used the condition $\operatorname{deg} A \geq \operatorname{deg} B$ is in the choice of the base-point of integration $\infty^{\left(2 d_{\infty}-1\right)}$, as described in Section 5.2.1 for this case. We now suppose that $\operatorname{deg} A<\operatorname{deg} B$ and that $B$ has at least one multiple zero, see Section 5.2.2. The modifications to handle this case are of minor nature; since none of the contours $\gamma_{j}$ extends to infinity if $\operatorname{deg} A<\operatorname{deg} B$, we can choose dual contours $\widehat{\gamma}_{k}$ that have intersection $\delta_{j k}$ with the contours $\gamma_{j}$ and extend to infinity (in any direction) as explained in Section 5.2.2. Note that the only use we make of the dual contours is in the reasoning from formula (5.63) to the end of the above proof.

Now, the integrand in the expression (5.64) (or equivalent (5.59)) is integrable at infinity under the following conditions:

$$
\begin{equation*}
-2 n+\operatorname{Re} \Lambda-\operatorname{deg} B<-1 \quad \Longleftrightarrow \quad 2 n>\operatorname{Re} \Lambda-1-\operatorname{deg} B, \quad \Lambda:=-\operatorname{Res}_{z=\infty} \theta^{\prime}(z) \mathrm{d} z \tag{5.68}
\end{equation*}
$$

The condition is not automatically guaranteed for small $n \in \mathbb{N}$ because $\operatorname{Re} \Lambda$ can be arbitrarily large. If this inequality holds, however, then the integrand is $\mathcal{O}\left(z^{\Lambda-2 n-\operatorname{deg} B}\right)$ and hence the integral with basepoint at infinity is $\mathcal{O}\left(z^{\Lambda-2 n-\operatorname{deg} B+1}\right)$ : it then follows that the whole expression (5.64) is $\mathcal{O}\left(z^{-n-\operatorname{deg} B+1}\right)=$ $\mathcal{O}\left(z^{-n-\operatorname{deg} B+1}\right)=\mathcal{O}\left(z^{-n-d}\right)$. This implies the maximal degeneracy of $P_{n}$ from the expression (5.66), where $H \equiv 0$ is established by the use of Liouville's theorem. We then see that the rest of the reasoning as well as the proof of the expressions (5.59) proceed unimpeded.

Remark 5.13. For the case $\operatorname{deg} A<\operatorname{deg} B$ in Theorem 5.12 we have assumed that $B$ has a double zero, as well as the condition (5.58) on the degree $n$ of the polynomial $P_{n}$. In general it would not be very complicated to lift the condition on the multiple zero of $B$, the only price being additional description of contours (Pochhammer contours in the generic case). However it is less clear how to lift the bound (5.58) on the degree $n$ (i.e. the minimal number of points for our proofs to proceed unimpeded): we thus do not know whether the theorem fails in these circumstances or only the proof would need a



Figure 5.4: Left: the contour and dual contour for the Bessel functional of Table 1.3, for the case $\nu \notin \mathbb{Z}$; for the case $\nu \in \mathbb{Z}$ one can choose simply a circle. Right: plot of $n=64$ points in critical configuration for the Bessel case with $A=1-(2+i) z, B=z^{2}$.
modification.

To finish, we illustrate Theorem 5.12 with the following example.
Example 5.14 (Bessel degenerate orthogonal polynomials). Let us consider the Bessel case, namely $\theta(z)=-z^{-1}+\nu \log z$. The only contour of integration is shown in Fig. 5.4 and for dual contour we can take the positive real axis. The piecewise analytic remainder function $G(z)$ defined by (5.32), outside of the cardioid coincides with the definite integral (formula (5.61))

$$
\begin{equation*}
G_{\infty}(z):=F(z) \int_{\infty}^{z} \frac{\mathrm{~d} w}{F^{2}(w)}, \tag{5.69}
\end{equation*}
$$

where $F(z)$ is defined in (5.31). Here the direction of integration at $\infty$ is immaterial since as long as $2 n+\nu>-1$ we have

$$
\begin{equation*}
F(z)^{2} \simeq z^{2 n+\nu+2} \tag{5.70}
\end{equation*}
$$

Inside the cardioid $G(z)$ must be recessive near $z=0$ along the positive direction and hence it must coincide with the definite integral

$$
\begin{equation*}
G_{0^{(1)}}(z):=F(z) \int_{0^{(1)}}^{z} \frac{\mathrm{~d} w}{F^{2}(w)} \tag{5.71}
\end{equation*}
$$

where we recall that the notation $0^{(1)}$ denotes the steepest ascent direction of the symbol $\theta$ near the point $z=0$. Thus we easily conclude that, for $z \in \gamma$ (with $\gamma$ the cardioid, oriented as indicated in Fig. 5.4), we have the jump $G\left(z_{+}\right)=G\left(z_{-}\right)+s F(z)$ and the parameter $s$ is given by

$$
\begin{equation*}
s=\int_{0}^{\infty} \frac{\mathrm{d} w}{F(w)^{2}} \tag{5.72}
\end{equation*}
$$

as claimed.

## Appendix A

## Technical results

In order to estimate integrals $\int \Psi^{2} \mathrm{~d} \zeta$ and rigorously prove Theorem 4.29 near turning points we need, as a model, to estimate the corresponding integrals for the solutions of the normal form of the ODE near a simple turning point. Namely, we need to estimate integrals involving squares of solutions of the Airy equation, which is the result of Theorem A.3.

We will begin with the following lemma.
Lemma A.1. Let $f=f(x)$ and $g=g(x)$ be two arbitrary solutions of the Airy equation

$$
\begin{equation*}
y^{\prime \prime}(x)=x y(x) . \tag{A.1}
\end{equation*}
$$

There exists polynomials $A_{n}, B_{n}, C_{n} \in \mathbb{C}[x]$ of degrees $n+1, n, n-1$, respectively, such that

$$
\begin{align*}
& x^{n} f^{2}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(A_{n} f^{2}-B_{n}\left(f^{\prime}\right)^{2}+C_{n} f f^{\prime}\right),  \tag{A.2}\\
& x^{n} f g=\frac{\mathrm{d}}{\mathrm{~d} x}\left(A_{n} f g-B_{n} f^{\prime} g^{\prime}+C_{n} \frac{f g^{\prime}+g f^{\prime}}{2}\right) . \tag{A.3}
\end{align*}
$$

They are related to each other by the following equations:

$$
\begin{equation*}
A_{n}(x)=x B_{n}(x)-\frac{1}{2} B_{n}^{\prime \prime}(x), \quad B_{n}(x)+2 x B_{n}^{\prime}(x)-\frac{1}{2} B_{n}^{\prime \prime \prime}(x)=x^{n}, \quad C_{n}(x)=B_{n}^{\prime}(x) \tag{A.4}
\end{equation*}
$$

where $^{\prime}=\frac{\mathrm{d}}{\mathrm{d} x}$. The first few are:

| $n$ | $A_{n}$ | $B_{n}$ | $C_{n}$ |
| :---: | :---: | :---: | :---: |
| 0 | $x$ | 1 | 0 |
| 1 | $\frac{x^{2}}{3}$ | $\frac{x}{3}$ | $\frac{1}{3}$ |
| 2 | $\frac{x^{3}}{5}-\frac{1}{5}$ | $\frac{x^{2}}{5}$ | $\frac{2 x}{5}$ |
| 3 | $\frac{x^{4}}{7}$ | $\frac{x^{3}}{7}-\frac{3}{7}$ | $\frac{3 x^{2}}{7}$ |
| 4 | $\frac{x^{2}\left(x^{3}-2\right)}{9}$ | $\frac{x\left(x^{3}+4\right)}{9}$ | $\frac{4 x^{3}+4}{9}$ |.

Finally, their leading coefficients are given explicitly by:

$$
\begin{equation*}
A_{n}(x)=\frac{x^{n+1}}{2 n+1}+\mathcal{O}\left(x^{n}\right), \quad B_{n}=\frac{x^{n}}{2 n+1}+\mathcal{O}\left(x^{n-1}\right), \quad C_{n}=\frac{n x^{n-1}}{2 n+1}+\mathcal{O}\left(x^{n-2}\right) \tag{A.6}
\end{equation*}
$$

Proof. We will first prove the identity (A.2). Let $A, B, C$ be polynomials of degrees at most $n+1, n, n-1$
respectively and consider the ansatz

$$
\begin{equation*}
J=A f^{2}-B\left(f^{\prime}\right)^{2}+C f f^{\prime} \tag{A.7}
\end{equation*}
$$

Differentiating and using that $f$ is a solution of Airy's equation, we get

$$
\begin{equation*}
\mathcal{J}(f):=J^{\prime}=\left(A^{\prime}+x C\right) f^{2}+\left(2 A-2 x B+C^{\prime}\right) f f^{\prime}+\left(C-B^{\prime}\right)\left(f^{\prime}\right)^{2} \tag{A.8}
\end{equation*}
$$

where we consider $\mathcal{J}$ to be a quadratic form in $f$ and $f^{\prime}$. Thus to satisfy the identity (A.2) $\mathcal{J}(f)=x^{n} f$, we seek polynomials $A, B, C$ satisfying

$$
\begin{equation*}
A^{\prime}+x C=x^{n}, \quad 2 A-2 x B+C^{\prime}=0, \quad C=B^{\prime} . \tag{A.9}
\end{equation*}
$$

From this equations we obtain the third expression $C=B^{\prime}$. Then it simplifies to

$$
\begin{equation*}
A^{\prime}=x^{n}-x B^{\prime}, \quad A-x B+\frac{1}{2} B^{\prime \prime}=0, \tag{A.10}
\end{equation*}
$$

from which we obtain that $A=x B-B^{\prime \prime} / 2$. Finally, differentiating the second equation and substituting the first we obtain:

$$
\begin{equation*}
B+2 x B^{\prime}-\frac{1}{2} B^{\prime \prime \prime}=x^{n} . \tag{A.11}
\end{equation*}
$$

This last equation for $B$ has a unique polynomial solution obtained by inverting the (finite-dimensional) linear operator on the space of polynomials of degree $\leq n$. The above holds for arbitrary $n \in \mathbb{N}$. Thus we define the $A_{n}, B_{n}, C_{n}$ to be the the $A, B, C$ obtained in this way accordingly for each $n$. The relationship of the leading coefficients follows by plugging into (A.2). Finally, we introduce the bilinear pairing

$$
\begin{equation*}
\mathcal{B}(f, g)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(A_{n} f g-B_{n} f^{\prime} g^{\prime}+C_{n} \frac{f g^{\prime}+g f^{\prime}}{2}\right) . \tag{A.12}
\end{equation*}
$$

Then second identity (A.3) follows from polarisation

$$
\begin{equation*}
\mathcal{B}(f, g)=\mathcal{J}(f+g)-\mathcal{J}(f)-\mathcal{J}(g) \tag{A.13}
\end{equation*}
$$

since we have already established that the bilinear form $\mathcal{J}$ can be expressed using the pairing $\mathcal{J}(f)=$ $\mathcal{B}(f, f)=x^{n} f^{2}$.

Now we need to establish certain results giving asymptotic estimates for particular integrals of square functions of the scaled Airy function $\mathrm{Ai}\left(\hbar^{-\frac{2}{3}} x\right)$.

Proposition A.2. Let $f(x)$ be an analytic function in a neighbourhood of the origin.

1. Let $a, b>0$. Then

$$
\begin{equation*}
\int_{-a}^{b} \operatorname{Ai}^{2}\left(\hbar^{-\frac{2}{3}} x\right) f(x) \mathrm{d} x=i \hbar^{\frac{1}{3}} \int_{-a}^{0} \frac{f(x) \mathrm{d} x}{2 \pi \sqrt{x}+}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right) \tag{A.14}
\end{equation*}
$$

where $\sqrt{x}$ is analytic in $\mathbb{C} \backslash(-\infty, 0]$ and positive for $x>0$ and $\sqrt{x}+$ denotes the boundary value from the upper half plane.
2. Let $a, b>0$ and $j, k \in\{0,1,2\}$. Then

$$
\begin{equation*}
\int_{-a}^{e^{i \pi / 3} b} \operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{k} x\right) \operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{j} x\right) f(x) \mathrm{d} x=q_{j k} \int_{-a}^{0} \frac{i \hbar^{\frac{1}{3}} f(x) \mathrm{d} x}{2 \pi \sqrt{x}}+r_{j k} \int_{0}^{\mathrm{e}^{i \pi / 3} b} \frac{i \hbar^{\frac{1}{3}} f(x) \mathrm{d} x}{2 \pi \sqrt{x}}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right) \tag{A.15}
\end{equation*}
$$

Here $\omega=e^{\frac{2 \pi i}{3}}$ and $\sqrt{x}$ and $\sqrt{x}_{+}$are defined as above and the constants $q_{j k}$ and $r_{j k}$ are determined below:

$$
q_{j k}=\left\{\begin{array}{cl}
1 & j=0, k=0,  \tag{A.16}\\
\frac{e^{\frac{i \pi}{3}}}{2} & j=0, k=1, \\
\frac{\mathrm{e}^{-\frac{i \pi}{3}}}{2} & j=0, k=2, \\
0 & j=1, k=1, \\
\frac{1}{2} & j=1, k=2, \\
0 & j=2, k=2,
\end{array} \quad r_{j k}=\left\{\begin{array}{cl}
0 & j=0, k=0 \\
-\frac{e^{\frac{i \pi}{3}}}{2} & j=0, k=1 \\
\frac{\mathrm{e}^{-\frac{i \pi}{3}}}{2} & j=0, k=2 \\
\mathrm{e}^{-\frac{i \pi}{3}} & j=1, k=1 \\
\frac{1}{2} & j=1, k=2 \\
0 & j=2, k=2
\end{array}\right.\right.
$$

Proof. We will consider $f(x)=x^{n}$, with the proof being completed simply by summing the Taylor series.

1. We need to expand the integral

$$
\begin{equation*}
\int_{-a}^{b} \mathrm{Ai}^{2}\left(\hbar^{-\frac{2}{3}} x\right) x^{n} \mathrm{~d} x \tag{A.17}
\end{equation*}
$$

We perform the change of variable $\xi=\hbar^{-\frac{2}{3}}$, and then use Lemma A. 1 exploiting that $\xi^{n} \mathrm{Ai}^{2}(\xi) \mathrm{d} \xi$ is an exact differential:

$$
\begin{align*}
\int_{-a}^{b} \mathrm{Ai}^{2}\left(\hbar^{-\frac{2}{3}} x\right) x^{n} \mathrm{~d} x & =\hbar^{\frac{2(n+1)}{3}} \int_{-\alpha}^{\beta} \mathrm{Ai}^{2}(\xi) \xi^{n} \mathrm{~d} \xi  \tag{A.18}\\
& =\left.\hbar^{\frac{2(n+1)}{3}}\left(A_{n}(\xi) \operatorname{Ai}^{2}(\xi)-B_{n}(\xi)\left(\operatorname{Ai}^{\prime}(\xi)\right)^{2}+C_{n}(\xi) \operatorname{Ai}(\xi) \operatorname{Ai}(\xi)^{\prime}\right)\right|_{-\alpha} ^{\beta} \tag{A.19}
\end{align*}
$$

where we denote the scaled limits of integration $\alpha=a \hbar^{-\frac{2}{3}}, \beta=b \hbar^{-\frac{2}{3}}$.
We now remind the reader of the asymptotic expansion of the Airy function along [DLMF]

$$
\begin{align*}
\operatorname{Ai}(s) & =\frac{\mathrm{e}^{-\frac{2}{3} s^{\frac{3}{2}}}}{2 \sqrt{\pi} s^{\frac{1}{4}}}\left(1+\mathcal{O}\left(s^{-\frac{3}{2}}\right)\right), \quad|s| \rightarrow \infty, \quad|\arg (s)|<\pi-\epsilon  \tag{A.20}\\
\operatorname{Ai}(-s) & =\frac{\sin \left(\frac{2}{3} s^{\frac{3}{2}}+\frac{\pi}{4}\right)}{\sqrt{\pi} s^{\frac{1}{4}}}\left(1+\mathcal{O}\left(s^{-3}\right)\right)-\frac{\cos \left(\frac{2}{3} s^{\frac{3}{2}}+\frac{\pi}{4}\right)}{\sqrt{\pi} s^{\frac{1}{4}}}\left(1+\mathcal{O}\left(s^{-\frac{3}{2}}\right)\right),|s| \rightarrow \infty, \quad|\arg (s)|<\frac{2 \pi}{3} \tag{A.21}
\end{align*}
$$

It is then clear that the evaluation at $\beta=\hbar^{-\frac{2}{3}} b$ yields exponentially small terms thanks to (A.20). For the evaluation at $-\alpha=-\hbar^{-\frac{2}{3}} a$ we use instead (A.21); thanks to the leading order estimates (A.6) we
thus conclude that:

$$
\begin{align*}
\hbar^{\frac{2(n+1)}{3}} \int_{-\alpha}^{\beta} \mathrm{Ai}^{2}(\xi) \xi^{n} \mathrm{~d} \xi & =\hbar^{\frac{2(n+1)}{3}} \frac{(-\alpha)^{n+1}}{2 n+1} \frac{1}{\pi \sqrt{\alpha}}\left(1+\mathcal{O}\left(\alpha^{-\frac{3}{2}}\right)\right)  \tag{A.22}\\
& =\hbar^{\frac{1}{3}} \frac{(-a)^{n+1}}{2 n+1} \frac{1}{\pi \sqrt{a}}\left(1+\mathcal{O}\left(\alpha^{-\frac{3}{2}}\right)\right)  \tag{A.23}\\
& =\hbar^{\frac{1}{3}} \int_{-a}^{0} \frac{x^{n} \mathrm{~d} x}{2 \pi \sqrt{-x}}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right) \tag{A.24}
\end{align*}
$$

Finally, we observe that $\sqrt{-x}=-\mathrm{i} \sqrt{x}+$ for $x \in \mathbb{R}_{<0}$.
2. All these integrals involve oscillatory direction for each of the arguments. The computation is of entirely similar nature, where it is particularly important to pay great care at the relative phases.

Setting $\operatorname{Ai}_{j}(\xi):=\operatorname{Ai}\left(\omega^{j} \xi\right)$ and using Lemma A. 1 we need to estimate integrals of the form

$$
\begin{equation*}
\int_{-a}^{e^{\frac{i \pi}{3}} b} x^{n} \operatorname{Ai}_{j}\left(x \hbar^{-\frac{2}{3}}\right) \operatorname{Ai}_{k}\left(x \hbar^{-\frac{2}{3}}\right) \mathrm{d} x=\hbar^{\frac{2(n+1)}{3}} \int_{-\alpha}^{\mathrm{e}^{\frac{i \pi}{3}} \beta} \xi^{n} \operatorname{Ai}_{j}(\xi) \operatorname{Ai}_{k}(\xi) \mathrm{d} \xi=\left.\hbar^{\frac{2(n+1)}{3}} H_{j k}(\xi)\right|_{-\alpha} ^{\mathrm{e}^{\frac{i \pi}{3}} \beta} \tag{A.25}
\end{equation*}
$$

where we define

$$
\begin{equation*}
H_{n}^{(j, k)}:=\mathcal{B}\left(\mathrm{Ai}_{j}, \mathrm{Ai}_{k}\right)=\left[A_{n} \mathrm{Ai}_{j} \mathrm{Ai}_{k}-B_{n} \mathrm{Ai}_{j}^{\prime} \mathrm{Ai}_{k}^{\prime}-C_{n} \frac{\mathrm{Ai}_{j}^{\prime} \mathrm{Ai}_{k}+\mathrm{Ai}_{j} \mathrm{Ai}_{k}^{\prime}}{2}\right] \tag{A.26}
\end{equation*}
$$

At the point $\alpha=\hbar^{-\frac{2}{3}} a$ a direct computation using the asymptotic properties (A.20), (A.21) yields:

$$
\begin{equation*}
-\hbar^{\frac{2(n+1)}{3}} H_{n}^{(j, k)}\left(-\hbar^{-\frac{2}{3}} a\right) \simeq i \int_{-a}^{0} \frac{\hbar^{\frac{1}{3}} x^{n} \mathrm{~d} x}{2 \pi \sqrt{x_{+}}} \times q_{j k}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right) \tag{A.27}
\end{equation*}
$$

Similarly one finds

$$
\begin{equation*}
\hbar^{\frac{2(n+1)}{3}} H_{n}^{(j, k)}\left(\hbar^{-\frac{2}{3}} b \mathrm{e}^{i \pi / 3}\right) \simeq i \int_{0}^{b \mathrm{e}^{i \pi / 3}} \frac{\hbar^{\frac{1}{3}} x^{n} \mathrm{~d} x}{2 \pi \sqrt{x}} \times r_{j k}+\mathcal{O}\left(\hbar^{\frac{4}{3}}\right) \tag{A.28}
\end{equation*}
$$

with $q_{j k}, r_{j k}$ as in (A.16). Now the integral (A.15) with $f(x)=x^{n}$ becomes

$$
\begin{equation*}
\int_{-a}^{\mathrm{e}^{i \pi / 3} b} \operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{k} x\right) \operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \omega^{j} x\right) x^{n} \mathrm{~d} x=\left.\hbar^{\frac{2(n+1)}{3}} H_{n}^{(j, k)}(\xi)\right|_{-\hbar^{-\frac{2}{3}} a} ^{\hbar^{-\frac{2}{3}} \mathrm{e}^{\frac{i \pi}{3}} b} \tag{A.29}
\end{equation*}
$$

Putting together the two terms we complete the proof.

We now obtain the main technical estimate that will be needed to prove Theorem 4.29.
Theorem A.3. Let $\tau$ be a simple turning point for the potential $Q(x), \gamma_{\mathrm{d}}$ a steepest descent $\ominus$ path and $\gamma_{\mathrm{o}}$ the oscillatory path on the opposite side of $\tau$. Choose two points $\tau_{+}, \tau_{-}$in the neighbourhood of $\tau$ at a finite positive distance from $\tau$ and intersecting the paths $\tau_{+} \in \gamma_{\mathrm{d}}, \tau_{-} \in \gamma_{\mathrm{o}}$ as in Fig. A.1. Let $\Psi$ be an entire solution of the WKB differential equation

$$
\begin{equation*}
\hbar^{2} \Psi^{\prime \prime}(z)-Q(z) \Psi(z)=0 \tag{A.30}
\end{equation*}
$$



Figure A.1: Integration contours for Theorem A.3.

Suppose that $\Psi$ is asymptotic to the recessive formal WKB solution $\psi_{+}^{(\tau)}$. Then

$$
\begin{equation*}
\int_{\tau_{-}}^{\tau_{+}} \Psi^{2}(z) \mathrm{d} z=\int_{\tau_{-}}^{\tau} \frac{2 \mathrm{i} \hbar \mathrm{~d} z}{\sqrt{Q\left(z_{+} ; s, E\right)}}+\mathcal{O}\left(\hbar^{2}\right) \tag{A.31}
\end{equation*}
$$

with the branch-cut of $\sqrt{Q(z ; s, E)}$ running along the oscillatory path and the determination the one that has negative real part on the descent path $\gamma_{\mathrm{d}}$.

Proof. In [Vor83] it is shown that there is a conformal mapping $\xi\left(z ; \hbar^{2}\right)$ which is holomorphic in $z$ and a formal power series in $\hbar$ which maps a turning point $z=\tau$ to $\xi\left(\tau ; \hbar^{2}\right) \equiv 0$ identically in $\hbar$. This conformal mapping transforms the WKB-type Schrödinger equation (3.30) to the Airy equation:

$$
\begin{equation*}
\hbar^{2} \frac{\partial^{2}}{\partial z^{2}} \Psi(z)-Q(z) \Psi(z)=0 \quad \mapsto \quad \hbar^{2} \frac{\partial^{2}}{\partial \xi^{2}} f(\xi)-\xi f(\xi)=0 \tag{A.32}
\end{equation*}
$$

The relationship between the two equations is as follows

$$
\begin{equation*}
Q(z)=\left(\frac{\mathrm{d} \xi}{\mathrm{~d} z}\right)^{2} \xi-\frac{\hbar^{2}}{2}\{\xi, z\}, \quad \Psi(z)=\frac{f(\xi)}{\sqrt{\mathrm{d} \xi / \mathrm{d} z}} \tag{A.33}
\end{equation*}
$$

where $\{\cdot, \cdot\}$ denotes the Schwarzian derivative

$$
\begin{equation*}
\{\xi, z\}=\frac{\xi^{\prime \prime \prime}}{\xi^{\prime}}-\frac{3}{2}\left(\frac{\xi^{\prime \prime}}{\xi^{\prime}}\right)^{2} \tag{A.34}
\end{equation*}
$$

where we use ${ }^{\prime}=\frac{\mathrm{d}}{\mathrm{d} z}$. The formal series $\xi\left(z ; \hbar^{2}\right)$ is Borel-resummable to an analytic conformal mapping whose asymptotic expansion as $\hbar \rightarrow 0_{+}$coincides with the formal series [KT05].

The arc $\left[\tau, \tau_{+}\right]$on the contour $\gamma_{d}$ is mapped to a segment $\left[0, \xi_{+}\right] \subset \mathbb{R}_{+}$in the $\xi$-plane, and similarly the arc $\left[\tau_{-}, \tau\right] \subset \gamma_{o}$ maps to $\left[\xi_{-}, 0\right] \subset \mathbb{R}_{-}$.

The function $\Psi$ is the recessive solution on $\gamma_{+}$and hence it must map to a multiple of the Airy function within a whole neighbourhood of $\tau$. Thus the integral to be estimated translates to

$$
\begin{equation*}
\int_{\tau_{-}}^{\tau_{+}} \Psi(z ; \hbar)^{2} \mathrm{~d} z=C(\hbar) \int_{\xi_{-}}^{\xi_{+}} \frac{\mathrm{Ai}\left(\hbar^{-\frac{2}{3}} \xi\right)^{2}}{\xi^{\prime}\left(z^{-1}(\xi) ; \hbar^{2}\right)^{2}} \mathrm{~d} \xi \tag{A.35}
\end{equation*}
$$

where $C(\hbar)$ is an appropriate proportionality constant that depends on the chosen normalization of $\Psi$. Our choice is to normalize $\Psi$ so that it is asymptotic to the recessive formal solution $\psi_{+}^{(\tau)}$. To fix $C(\hbar)$ we can consider the asymptotics of the Airy function at $\tau_{+}$(A.20) and compare it to the WKB solution. Indeed we find that

$$
\begin{equation*}
\frac{\mathrm{Ai}\left(\hbar^{-\frac{4}{3}} \xi_{+}\right)^{2}}{\xi^{\prime}\left(z^{-1}\left(\xi_{+}\right) ; \hbar^{2}\right)} \simeq \frac{\hbar^{\frac{1}{3}} \mathrm{e}^{-\frac{4}{3 \hbar} \xi_{+}^{\frac{3}{2}}}}{4 \pi \xi^{\prime}\left(z^{-1}\left(\xi_{+} ; \hbar^{2}\right) \sqrt{\xi_{+}}\right.} \simeq \frac{\hbar^{\frac{1}{3}} \exp \left(\frac{2}{\hbar} \int_{\tau}^{\tau_{+}} \sqrt{Q(z ; s, E)} \mathrm{d} z\right)}{4 \pi \sqrt{Q\left(\tau_{+} ; s, E\right)}} \simeq \frac{1}{4 \hbar^{\frac{2}{3}} \pi}\left(\psi_{-}^{(\tau)}\right)^{2} \tag{A.36}
\end{equation*}
$$

so that $C(\hbar)=4 \hbar^{\frac{2}{3}} \pi\left(1+\mathcal{O}\left(\hbar^{2}\right)\right)$. The integral involving the Airy function in (A.35) is of the general form of Proposition A. 2 and hence, to within $\mathcal{O}\left(\hbar^{\frac{4}{3}}\right)$ we have

$$
\begin{equation*}
\int_{\xi_{-}}^{\xi_{+}} \frac{\operatorname{Ai}\left(\hbar^{-\frac{2}{3}} \xi\right)^{2}}{\xi^{\prime}\left(z^{-1}(\xi) ; \hbar^{2}\right)^{2}} \mathrm{~d} \xi=\frac{i \hbar^{\frac{1}{3}}}{2 \pi} \int_{\xi_{-}}^{0} \frac{\mathrm{~d} \xi}{\xi^{\prime}\left(z^{-1}(\xi) ; \hbar^{2}\right)^{2} \sqrt{\xi\left(z^{-1}(\xi)_{+} ; \hbar^{2}\right)}} \tag{A.37}
\end{equation*}
$$

Now from (A.33) we get

$$
\begin{equation*}
\xi^{\prime} \sqrt{\xi}=\sqrt{Q(z)}+\mathcal{O}\left(\hbar^{2}\right) \tag{A.38}
\end{equation*}
$$

and hence, to within $\mathcal{O}\left(\hbar^{2}\right)$, we have

$$
\begin{equation*}
\int_{\xi_{-}}^{0} \frac{\mathrm{~d} \xi}{\xi^{\prime}\left(z^{-1}(\xi) ; \hbar^{2}\right)^{2} \sqrt{\xi\left(z^{-1}(\xi) ; \hbar^{2}\right)^{2}}}=\int_{\xi_{-}}^{0} \frac{\mathrm{~d} \xi}{\xi^{\prime}\left(z^{-1}(\xi) ; \hbar^{2}\right) \sqrt{Q\left(z^{-1}(\xi)\right)}}=\int_{\tau_{-}}^{\tau} \frac{\mathrm{d} z}{\sqrt{Q(z)}} \tag{A.39}
\end{equation*}
$$

Using the estimate of $C(\hbar)$ and substituting into (A.35) we obtain the statement of the theorem.

## Appendix B

## Overlapping patterns

In order to verify our result, we performed a series of numerical checks which validate our findings. These numerical checks worked in the following way.

For the JM case we proceed as indicated below.

1. Compute numerically in arbitrary precision the list of zeros, $\mathscr{Z}_{n}$, of the VY polynomial $Y_{n}(t)$, i.e., the poles of the rational solution $u_{n}(2.37)$ of PII.
For each of $a \in \mathscr{Z}_{n}$, compute the corresponding value of the parameter $b$ appearing in (4.3). Thus for each $a \in \mathscr{Z}_{n}$ we can define the corresponding value of $\Lambda=\frac{7 a^{2}}{36}+10 b$ as in (4.14). Let us call $\mathscr{L}_{n}$ the list of the corresponding values of $\Lambda$.
2. Let $\mathscr{S}_{n}:=\mathscr{Z}_{n} /\left(n+\frac{1}{2}\right)^{\frac{2}{3}}$ and $\mathscr{E}_{n}:=\mathscr{L}_{n} /\left(n+\frac{1}{2}\right)^{\frac{4}{3}}$ as per scaling (4.95). For each pair $\left(s_{\ell}, E_{\ell}\right)$ in $\mathscr{S}_{n}, \mathscr{E}_{n}$ we construct the corresponding potential $Q\left(\zeta ; s_{\ell}, E_{\ell}\right)=\zeta^{4}+s_{\ell} \zeta^{2}+2 \zeta+E_{\ell}$ and evaluate numerically the Voros symbols including the subleading term, using Prop. 4.19, along the relevant cycles of the Riemann surface of $\sqrt{Q(\zeta ; s, E)} \mathrm{d} \zeta$. The numerical verification consists in checking

$$
\begin{equation*}
(2 n+1) \oint \sqrt{Q\left(\zeta ; s_{\ell}, E_{\ell}\right)} \mathrm{d} \zeta+\frac{1}{2 n+1} \oint S_{1}(\zeta) \mathrm{d} \zeta \simeq \mathrm{i} \pi+2 \pi \mathrm{i} m_{\ell} \tag{B.1}
\end{equation*}
$$

i.e. an odd multiple of $\mathrm{i} \pi$. We tested up to $n=26$ and the numerics indeed supports the formula. It is interesting to observe that the leading order computation yields (unsurprisingly) less accurate approximations of odd multiples of $\mathrm{i} \pi$, in particular in that it has a small but still non-negligible real part.

For the ST case we proceed similarly as follows.

1. Compute numerically in arbitrary precision the list of zeros, $\mathscr{Z}_{n}$, of the ST discriminant $D_{n}(1.11)$.

For each of $t \in \mathscr{Z}_{n}$, compute the characteristic polynomial of the matrix $M_{n}(t)(1.9)$ and find the double eigenvalue $\lambda$ : due to the numerical error in the evaluation of the zero of the dimathscriminant, one has to find the two roots that are very close to each other. Once we find $\lambda$ we define $\Lambda=\lambda+\frac{t^{2}}{4}$ as per (4.21). We thus construct corresponding lists $\mathscr{Z}_{n}, \mathscr{L}_{n}$ as in the previous case, for the values in the ES spectrum.
2. We perform the appropriate scaling $\mathscr{S}_{n}:=\mathscr{Z}_{n} /(n+1)^{\frac{2}{3}}$ and $\mathscr{E}_{n}:=\mathscr{L}_{n} /(n+1)^{\frac{4}{3}}$ as per scaling (4.95). For each pair $\left(s_{\ell}, E_{\ell}\right)$ in $\mathscr{S}_{n}, \mathscr{E}_{n}$ we construct the corresponding potential $Q\left(\zeta ; s_{\ell}, E_{\ell}\right)=$

(a) Natural ST scaling $\hbar^{-1}=(n+1)^{\frac{2}{3}}$

(a) Conjectural ST scaling $\hbar^{-1}=n^{\frac{2}{3}}$

Figure B.1: The Exactly Solvable spectrum (black) and the Vorob'ev-Yablonskii zeros (red) for $n=40$. In both pictures the VY zeroes are scaled with $\hbar^{-1}=n+\frac{1}{2}$.
$\zeta^{4}+s_{\ell} \zeta^{2}+2 \zeta+E_{\ell}$ and we compute the Voros symbols $v_{j k}$ to subleading order as for the previous case. Let us remind the reader that $\xi_{j k}$ are the Fock-Goncharov parameters defined in (4.115). Then the numerical verification consists in two checks:
(a) We verify that the three Fock-Goncharov parameters $\xi_{10}, \xi_{20}, \xi_{30}$ satisfy the rational parametrization (4.157).
(b) We verify the equation (4.164), which returns correct within less than $1 \%$ for $n=80$ with a higher accuracy of up to $0.01 \%$, unsurprisingly, when we check zeros that lie away from the boundary of the elliptic region.

## Discrepancy of scaling

According to our analysis, the natural scaling for the points in the ES spectrum is the one indicated in (4.94) for the ST case, and (4.95) for the VY polynomial case. In particular for the ST case the small parameter is $\hbar^{-1}=(n+1)$ and for the VY case $\hbar^{-1}=\left(n+\frac{1}{2}\right)$.

If we plot the zeros with these exact scalings, we obtain the two lattices shown in Fig. B.1, on the left.

However, if we use the scaling $\hbar=n^{-\frac{2}{3}}$ for the ES spectrum, we obtain an almost perfect match as shown on the right pane of Fig. B.1.

We cannot find a mathematical justification of this coincidence, beyond what we already have proved; namely we can justify the coincidence of the two lattices in a $\mathcal{O}(\hbar)$ neighbourhood of the origin, as well as the matching, slowly modulated, local geometry of either lattices (Prop. 4.31). However we


Figure B.2: The local discrepancies $\Delta_{n}\left(s_{0}\right)$ against $n$ in a log-log plot for two values of $s_{0}$. The red dots correspond to the discrepancy with the "wrong" scaling $n^{-\frac{2}{3}}$. Although the "wrong" scaling is better, the rate of convergence is the same in the local lattices. In the left picture $s_{0}=0$ and the slope is -2 (the dotted line is plotted for reference). In the right picture $s_{0}=1+i$ and the slope is -1 as expected.
cannot quantify the reason why the "wrong" scaling seems to yield a much better match.
We have, however, verified that the discrepancy between the two (scaled) lattices decreases indeed like $\mathcal{O}\left(n^{-1}\right)$ in the regions at finite distance from the origin, and as $\mathcal{O}\left(n^{-2}\right)$ in the $\mathcal{O}(\hbar)$-region around the origin.

To effect this test, we choose a point, $s_{0}$ in the elliptic region and find the closest points of either lattices to $s_{0}$. Let $\Delta_{n}\left(s_{0}\right)$ be such difference; we call it the "local discrepancy". Then we plot $\ln \Delta_{n}\left(s_{0}\right)$ against $\ln n$. If we choose $s_{0}$ at finite positive distance from the origin, the slope of this graph is -1 while for $s_{0} \simeq 0$ the slope is -2 . This plot of local discrepancy $\Delta_{n}\left(s_{0}\right)$ is reported in Fig. B. 2 in the two regimes of $s_{0} \simeq 0$ and $s_{0} \neq 0$, verifying that the decrease of the discrepancy is $\mathcal{O}\left(n^{-2}\right)$ in the first case and $\mathcal{O}\left(n^{-1}\right)$ in the second.

## Bibliography

[AB94] D. Anosov and A. Bolibruch, The Riemann-Hilbert problem, Aspects of Mathematics, E22, Friedr. Vieweg \& Sohn, Braunschweig, 1994, pp. x+190, ISBN: 3-528-06496-X, DOI: 10.1007/978-3-322-92909-9.
[All19] Dylan G. L. Allegretti, "Voros symbols as cluster coordinates", J. Topol. 12.4 (2019), pp. 1031-1068, DOI: $10.1112 /$ topo. 12106.
[BB15] M. BERTOLA and T. BOTHNER, "Zeros of large degree Vorob'ev-Yablonski polynomials via a Hankel determinant identity", Int. Math. Res. Not. IMRN 19 (2015), pp. 9330-9399, DOI: 10.1093 /imrn/rnu239.
[BB98] Carl M. Bender and Stefan Boettcher, "Quasi-exactly solvable quartic potential", J. Phys. A 31.14 (1998), pp. L273-L277, DOI: $10.1088 / 0305-4470 / 31 / 14 / 001$.
[BBB16] F. BALOGH, M. Bertola, and T. Bothner, "Hankel determinant approach to generalized Vorob'ev-Yablonski polynomials and their roots", Constr. Approx. 44.3 (2016), pp. 417-453, DOI: 10.1007/s00365-016-9328-4.
[BCG22-1] M. Bertola, V. E. Chavez-Heredia, and T. Grava, "Exactly solvable anharmonic oscillator, degenerate orthogonal polynomials and Painlevé II", arXiv e-prints (2022), arXiv: 2203.16889 [math.MP].
[BCG22-2] M. Bertola, V. E. Chavez-Heredia, and T. Grava, "The Stieltjes-Fekete problem and degenerate orthogonal polynomials", arXiv e-prints (2022), arXiv: 2206.06861 [math. CA].
[BEH06] M. Bertola, B. EYnARd, and J. HARNAD, "Semiclassical orthogonal polynomials, matrix models and isomonodromic tau functions", Comm. Math. Phys. 263.2 (2006), pp. 401-437, DOI: 10.1007/s00220-005-1505-4.
[Ber03] M. Bertola, "Bilinear semiclassical moment functionals and their integral representation", J. Approx. Theory 121.1 (2003), pp. 71-99, DOI: 10.1016/S0021-9045(02)000448.
[BK21] M. Bertola and D. Korotkin, "WKB expansion for a Yang-Yang generating function and the Bergman tau function", Teoret. Mat. Fiz. 206.3 (2021), pp. 295-338, DOI: 10.4213 / tmf9834.
[BM12] R. J. BUCKINGHAM and P. D. MILLER, "The sine-Gordon equation in the semiclassical limit: critical behavior near a separatrix", J. Anal. Math. 118.2 (2012), pp.397-492, DOI: 10.1007 / s11854-012-0041-3.
[BM14] R. J. BUCKINGHAM and P. D. MILLER, "Large-degree asymptotics of rational Painlevé-II functions: noncritical behaviour", Nonlinearity 27.10 (2014), pp. 2489-2578, DOI: 10.1088 / 0951-7715/27/10/2489.
[BM15] R. J. Buckingham and P. D. Miller, "Large-degree asymptotics of rational PainlevéII functions: critical behaviour", Nonlinearity 28.6 (2015), pp. 1539-1596, DOI: 10.1088 / 0951-7715/28/6/1539.
[BM20] T. Bothner and P. Miller, "Rational solutions of the Painlevé-III equation: large parameter asymptotics", Constr. Approx. 51.1 (2020), pp. 123-224, DOI: 10.1007 /s00365-019-09463-4.
[BMS18] T. Bothner, P. Miller, and Y. Sheng, "Rational solutions of the Painlevé-III equation", Stud. Appl. Math. 141.4 (2018), pp. 626-679, DOI: $10.1111 /$ sapm. 12220.
[Chi78] T. Chihara, An introduction to orthogonal polynomials, Mathematics and its Applications, Vol. 13, Gordon and Breach Science Publishers, New York-London-Paris, 1978, pp. xii+249, ISBN: 0-677-04150-0.
[CM03] P. A. Clarkson and E. L. MANSFIELD, "The second Painlevé equation, its hierarchy and associated special polynomials", Nonlinearity 16.3 (2003), R1-R26, DOI: 10.1088 /09517715/16/3/201.
[Dei99] P. Deift, Orthogonal polynomials and random matrices: a Riemann-Hilbert approach, vol. 3, Courant Lecture Notes in Mathematics, New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society, Providence, RI, 1999, pp. viii+273, ISBN: 0-8218-2695-6.
[DLMF] F. Olver, A. Olde Daalhuis, D. Lozier, B Schneider, R. Boisvert, C. Clark, B. Miller, B. Saunders, H. Cohl, and M. McClain, NIST Digital Library of Mathematical Functions, http:/ /dlmf.nist.gov/, Release 1.0.26 of 2020-03-15, 2020, URL: http : / / dlmf. nist.gov/.
[DS20] D. DImITROV and B. SHAPIRO, "Electrostatic problems with a rational constraint and degenerate Lamé equations", Potential Anal. 52.4 (2020), pp. 645-659, DOI: 10.1007 /s 11118 -018-9754-y.
[FIK91] A. FOKAS, A. ITs, and A. KITAEV, "Discrete Painlevé equations and their appearance in quantum gravity", Comm. Math. Phys. 142.2 (1991), pp.313-344, URL: http: / /projecteuclid. org.bris.idm.oclc.org/euclid.cmp/1104248588.
[FIK92] A. FOKAS, A. ITs, and A. KITAEV, "The isomonodromy approach to matrix models in 2D quantum gravity", Comm. Math. Phys. 147.2 (1992), pp. 395-430, URL: http: / /projecteuclid. org.bris.idm.oclc.org/euclid.cmp/1104250643.
[FIKN06] A. S. FOKAS, A. R. ITS, A. A. KAPAEV, and V. Y. Novokshenov, Painlevé transcendents,The Riemann-Hilbert approach, Mathematical Surveys and Monographs, American Mathematical Society, 2006, ISBN: 0-8218-3651-X, DOI: 10.1090 /surv/128.
[FN80] H. FLASCHKA and A. C. NEWELL, "Monodromy- and spectrum-preserving deformations. I", Comm. Math. Phys. 76.1 (1980), pp. 65-116, DOI: $10.1007 /$ BF 01197110.
[Fre76] G. Freud, "On the coefficients in the recursion formulae of orthogonal polynomials", Proc. Roy. Irish Acad. Sect. A 76.1 (1976), pp. 1-6.
[Gak90] F. GAKHOV, Boundary value problems, Translated from the Russian, Reprint of the 1966 translation, Dover Publications, Inc., New York, 1990, pp. xxii+561, ISBN: 0-486-66275-6.
[Gau76] M. GAUDIN, "Diagonalisation d'une classe d'Hamiltoniens de spin", J. Physique 37.10 (1976), pp. 1089-1098, DOI: $10.1051 /$ jphys: 0197600370100108700.
[GLS02] V. I. Gromak, I. Laine, and S. Shimomura, Painlevé differential equations in the complex plane, vol. 28, De Gruyter Studies in Mathematics, Walter de Gruyter \& Co., Berlin, 2002, ISBN: 3-11-017379-4, DOI: $10.1515 / 9783110198096$.
[GMN13] D. Gaiotto, G. Moore, and A. NeitzKe, "Wall-crossing, Hitchin systems, and the WKB approximation", Adv. Math. 234 (2013), pp. 239-403, DOI: 10.1016 / j. aim. 2012 . 09 . 027.
[Hil00] D. Hilbert, "Mathematische Probleme", Nachr. Ges. Wiss. Göttingen, Math.-Phys. Kl. (1900), Vortrag gehalten auf dem internationalen Mathematiker-Congress zu Paris 1900, pp. 253297, in German.
[Hil02] D. Hilbert, "Mathematical problems", Bull. Amer. Math. Soc. 8.10 (1902), Lecture delivered before the international congress of mathematicians at Paris in 1900, pp. 437-479, DOI: 10 . 1090/S0002-9904-1902-00923-3, (English translation).
[HW95] J. HARNAD and P. WINTERNITZ, "Harmonics on hyperspheres, separation of variables and the Bethe ansatz", Lett. Math. Phys. 33.1 (1995), pp. 61-74, DOI: 10.1007/BF00750812.
[IMR91] M. ISMAIL, D. MASSON, and M. RAHMAN, "Complex weight functions for classical orthogonal polynomials", Canad. J. Math. 43.6 (1991), pp. 1294-1308, DOI: 10.4153 /CJM-1991-074-8.
[IN14] K. IWAKI and T. NAKANISHI, "Exact WKB analysis and cluster algebras", J. Phys. A 47.47 (2014), pp. 474009, 98, DOI: $10.1088 / 1751-8113 / 47 / 47 / 474009$.
[IN86] A. ITs and V. NOVOKSHENOV, The isomonodromic deformation method in the theory of Painlevé equations, vol. 1191, Lecture Notes in Mathematics, Springer-Verlag, Berlin, 1986, pp. iv+313, ISBN: 3-540-16483-9, DOI: 10.1007 /BFb 0076661.
[Inc44] E. L. Ince, Ordinary Differential Equations, Dover Publications, New York, 1944, pp. viii+558, Reprint of 1926 original.
[JM-II] M. JIMBO and T. MiWA, "Monodromy preserving deformation of linear ordinary differential equations with rational coefficients. II", Phys. D 2.3 (1981), pp. 407-448, DOI: 10.1016 / 0167-2789(81)90021-X.
[JM-III] M. Jimbo and T. MiWA, "Monodromy preserving deformation of linear ordinary differential equations with rational coefficients. III", Phys. D 4.1 (1982), pp. 26-46, DOI: 10.1016 / 0167-2789(81)90003-8.
[JMU-I] M. Jimbo, T. Miwa, and K. Ueno, "Monodromy preserving deformation of linear ordinary differential equations with rational coefficients. I. General theory and $\tau$-function", Phys. D 2.2 (1981), pp. 306-352, DOI: 10.1016/0167-2789 (81) 90013-0.
[KO96] K. KAJIWARA and Y. OHTA, "Determinant structure of the rational solutions for the Painlevé II equation", J. Math. Phys. 37.9 (1996), pp. 4693-4704, DOI: $10.1063 / 1.531648$.
[Kor18] D. Korotkin, "Stieltjes-Bethe equations in higher genus and branched coverings with even ramifications", Nuclear Phys. B 927 (2018), pp. 294-318, DOI: 10.1016 / j . nuclphysb . 2017.12.019.
[KT05] T. KAWAI and Y. TAKEI, Algebraic analysis of singular perturbation theory, vol. 227, Translations of Mathematical Monographs, American Mathematical Society, 2005, ISBN: 0-8218-3547-5, DOI: $10.1090 / \mathrm{mmono} / 227$.
[Mar87] P. MARONI, "Prolégomènes à l'étude des polynômes orthogonaux semi-classiques", Ann. Mat. Pura Appl. (4) 149 (1987), pp. 165-184, DOI: 10.1007 /BF 01773932.
[Mas10a] D. MASOERO, "Poles of intégrale tritronquée and anharmonic oscillators. A WKB approach", J. Phys. A 43.9 (2010), pp. 095201, 28, DOI: $10.1088 / 1751-8113 / 43 / 9 / 095201$.
[Mas10b] D. Masoero, "Poles of intégrale tritronquée and anharmonic oscillators. Asymptotic localization from WKB analysis", Nonlinearity 23.10 (2010), pp. 2501-2507, DOI: 10.1088 / 0951-7715/23/10/008.
[Mas2?] D. MASOERO, "Solutions of a generalized Stieltjes equation", in preparation.
[MMM07] F. Marcellan, A. Martínez-Finkelshtein, and P. Martínez-Gonzalez, "Electrostatic models for zeros of polynomials: old, new, and some open problems", J. Comput. Appl. Math. 207.2 (2007), pp. 258-272, DOI: $10.1016 /$ j.cam. 2006.10 .020.
[MR18] D. Masoero and P. Roffelsen, "Poles of Painlevé IV rationals and their distribution", SIGMA Symmetry Integrability Geom. Methods Appl. 14 (2018), Paper No. 002, 49, DOI: 10 . 3842/SIGMA. 2018.002.
[MR98] F. MARCELLAN and I. ROCHA, "Complex path integral representation for semiclassical linear functionals", J. Approx. Theory 94.1 (1998), pp. 107-127, DOI: $10.1006 /$ jath. 1998. 3190.
[MS61] K. Miller and H. Shapiro, "On the linear independence of Laplace integral solutions of certain differential equations", Comm. Pure Appl. Math. 14 (1961), pp. 125-135, DOI: 10 . 1002/cpa. 3160140204.
[Nik20] N. Nikolaev, "Exact Solutions for the Singularly Perturbed Riccati Equation and Exact WKB Analysis", arXive e-prints (2020), arXiv: 2008.06492 [math.CA].
[Nik21] N. NiKOLAEV, "Existence and Uniqueness of Exact WKB Solutions for Second-Order Singularly Perturbed Linear ODEs", arXiv e-prints (2021), arXiv: 2106.10248 [math.AP].
[Olv97] F. OlVER, Asymptotics and special functions, AKP Classics, A K Peters, Ltd., Wellesley, MA, 1997, pp. xviii+572, ISBN: 1-56881-069-5, Reprint of the 1974 original.
[Sib90] Y. SIBUYA, Linear differential equations in the complex domain: problems of analytic continuation, vol. 82, Translations of Mathematical Monographs, American Mathematical Society, Providence, RI, 1990, pp. xiv+269, ISBN: 0-8218-4535-7, DOI: $10.1090 / \mathrm{mmono} / 082$, Tranlated from the Japanese.
[Sim15] B. SimON, Operator theory, A Comprehensive Course in Analysis, Part 4, American Mathematical Society, Providence, RI, 2015, pp. xviii+749, ISBN: 978-1-4704-1103-9, DOI: 10 . 1090/simon/004.
[ST22] B. SHAPIRO and M. TATER, "On spectral asymptotic of quasi-exactly solvable quartic potential", Anal. Math. Phys. 12.1 (2022), Paper No. 2, 35, DOI: 10 . 1007/s13324-021-00612-2.
[ST97] E. SAFF and V. TOTIK, Logarithmic potentials with external fields, vol. 316, Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], SpringerVerlag, Berlin, 1997, pp. xvi+505, ISBN: 3-540-57078-0, DOI: 10 . 1007 / 978-3-662-03329-6.
[Str84] K. Strebel, Quadratic differentials, vol. 5, Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)], Springer-Verlag, Berlin, 1984, pp. xii+184, ISBN: 3-540-13035-7, DOI: 10.1007/978-3-662-02414-0.
[Sze75] G. SzEGŐ, Orthogonal polynomials, 4th edition, American Mathematical Society Colloquium Publications, Vol. XXIII, American Mathematical Society, Providence, R.I., 1975, pp. xiii+432.
[Tak17] Y. TAKEI, "WKB analysis and Stokes geometry of differential equations", Analytic, algebraic and geometric aspects of differential equations, Trends Math. Birkhäuser/Springer, Cham, 2017, pp. 263-304, DOI: 10.1007/978-3-319-52842-7.
[Tan00] M. Taneda, "Remarks on the Yablonskii-Vorob'ev polynomials", Nagoya Math. J. 159 (2000), pp. 87-111, DOI: $10.1017 /$ S0027763000007431.
[Vor65] A. P. Vorob'ev, "On the rational solutions of the second Painlevé equation", Differencial'nye Uravnenija 1 (1965), pp. 58-59, (in Russian).
[Vor83] A. Voros, "The return of the quartic oscillator: the complex WKB method", Ann. Inst. H. Poincaré Sect. A (N.S.) 39.3 (1983), pp. 211-338.
[Was87] Wolfgang WASOW, Asymptotic expansions for ordinary differential equations, Dover Publications, Inc., New York, 1987, pp. x+374, ISBN: 0-486-65456-7, reprint of the original 1965 edition.
[Yab59] A YablonSKII, "On rational solutions of the second Painlevé equation", Vesti AN BSSR, ser. fiz-tekh, Nauk 3 (1959), pp. 30-35, (in Russian).


[^0]:    General rights
    Access to the thesis is subject to the Creative Commons Attribution - NonCommercial-No Derivatives 4.0 International Public License. A copy of this may be found at https://creativecommons.org/licenses/by-nc-nd/4.0/legalcode This license sets out your rights and the restrictions that apply to your access to the thesis so it is important you read this before proceeding.

    ## Take down policy

    Some pages of this thesis may have been removed for copyright restrictions prior to having it been deposited in Explore Bristol Research. However, if you have discovered material within the thesis that you consider to be unlawful e.g. breaches of copyright (either yours or that of a third party) or any other law, including but not limited to those relating to patent, trademark, confidentiality, data protection, obscenity, defamation, libel, then please contact collections-metadata@bristol.ac.uk and include the following information in your message:

    - Your contact details
    - Bibliographic details for the item, including a URL
    -An outline nature of the complaint
    Your claim will be investigated and, where appropriate, the item in question will be removed from public view as soon as possible.

[^1]:    General rights
    Access to the thesis is subject to the Creative Commons Attribution - NonCommercial-No Derivatives 4.0 International Public License. A copy of this may be found at https://creativecommons.org/licenses/by-nc-nd/4.0/legalcode This license sets out your rights and the restrictions that apply to your access to the thesis so it is important you read this before proceeding.

    ## Take down policy

    Some pages of this thesis may have been removed for copyright restrictions prior to having it been deposited in Explore Bristol Research. However, if you have discovered material within the thesis that you consider to be unlawful e.g. breaches of copyright (either yours or that of a third party) or any other law, including but not limited to those relating to patent, trademark, confidentiality, data protection, obscenity, defamation, libel, then please contact collections-metadata@bristol.ac.uk and include the following information in your message:

    - Your contact details
    - Bibliographic details for the item, including a URL
    - An outline nature of the complaint

    Your claim will be investigated and, where appropriate, the item in question will be removed from public view as soon as possible.

[^2]:    ${ }^{1}$ This anharmonic oscillator differs from the one in Shapiro and Tater in that it has three boundary conditions instead of two. This ensure that all the solutions are quasi-polynomial, as will be shown Proposition 4.7.

[^3]:    ${ }^{1}$ For example by setting the branch cut to be a contour connecting the origin and infinity, avoiding the singular points of the differential equation (2.1).

[^4]:    ${ }^{2}$ Ask any student of analytic number theory how to derive the functional equation of the Riemann zeta function.

[^5]:    ${ }^{3}$ The classification of first order ODEs with the aforementioned property was established by Poincaré and L. Fuchs who showed that they must be either the Weierstrass $\wp$-function or a solution of the Riccati equation.

[^6]:    ${ }^{1}$ This is a speedy introduction after all

[^7]:    ${ }^{2}$ i.e. not taking multiplicity into account

[^8]:    ${ }^{3}$ The author thanks Nikita Nikolaev for explaining this issue to me, and saving me many headaches in the process.

[^9]:    ${ }^{1}$ I.e. the Stokes phenomenon of the associated matrix system $\frac{\mathrm{d}}{\mathrm{d} z} \Phi=\left[\begin{array}{cc}0 & 1 \\ V(z) & 0\end{array}\right] \Phi$

[^10]:    ${ }^{2}$ The Stokes graph are called in this way because the triangulation that they determine looks like an capital letter $\mathrm{D}, \mathrm{E}$ or Z , respectively

[^11]:    ${ }^{3}$ Rather, their class in the homology group $H^{1}(\bar{\Sigma})$ of the Riemann surface $\bar{\Sigma}$.

[^12]:    ${ }^{4}$ This is done to keep consistency with the WKB Riemann-Hilbert problems and so that the reader is able to navigate the computations with the help of the map in Fig. 4.7

[^13]:    ${ }^{6}$ Note that the function being integrated has already an $\hbar$ in front, and the integral contributes another order $\mathcal{O}(\hbar)$.

[^14]:    ${ }^{1}$ To avoid lengthy case distinctions, the local parameter near a point in the finite complex plane $c \in \mathbb{C}$ is simply $\zeta_{c}=z-c$ while if $c=\infty$ the local parameter will be $\zeta_{\infty}=\frac{1}{z}$.
    ${ }^{2}$ Note that for the Freud weight $A(z)=z^{a}$ we have $d_{\infty}=a+1=d+1$.

[^15]:    ${ }^{3}$ Since we have stipulated that the poles $c$ with $r_{c}=-\frac{1}{2}$ are considered flag-poles for the functional $\mathcal{M}$, then for the dual functional they will be treated as end-poles.

[^16]:    ${ }^{4}$ In the literature of Sturm-Liouville equations like (5.53) it is customary to call "apparent singularity" a pole of $V$ such that both solutions have Puiseux series expansion in half-integer powers. Here we use the terminology "apparent singularity" in the strict sense that both solutions of the equation must be locally analytic.

