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#### Abstract

This thesis focused on improving the risk analysis algorithms used in collision avoidance systems (CASs) designed to reduce the risk of three types of collision on roadway segments: animal-tovehicle collisions, pedestrian-to-vehicle collisions, and pedestrian-to-pedestrian collisions.

Currently available CASs use only one input indicator. This approach is limited as the CASs: apply a simple risk analysis algorithm based on a fixed threshold to identify risky situations; cannot simultaneously capture a variety of important collision contributing factors; and cannot combine multiple contributing factors into a single composite risk indicator.

The goal of this thesis was to use artificial intelligence algorithms to create a composite risk indicator based on a combination of various input indicators.

The thesis goal was achieved through four objectives: 1) Develop a fuzzy rule-based algorithm for a next generation roadside animal detection system; 2) Develop a fuzzy rule-based algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway; 3) Develop a semi-supervised machine learning algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway; and 4) Develop a risk analysis approach to evaluate physical distancing on urban sidewalks.

Improvement of the existing risk analysis algorithm in objective 1 resulted in capturing driver behavior, animal behavior, and the spatial and temporal interaction between animal and vehicle. It also resulted in differentiating risk for following and leading vehicle and generating norisk when vehicle passed from animal.


Objectives 2 and 3 were part of the same CAS study. Improvement of the existing risk analysis algorithm in both objectives 2 and 3 resulted in capturing pedestrian behavior, driver behavior, the spatial and temporal interaction between pedestrian and vehicle with $94 \%$ accuracy when estimating all risk labels, and $88 \%$ success when identifying near miss collisions.

Objective 4 successfully reflected the role of density and exposure time in the level of physical distancing. It could help decision-makers to select the most appropriate interventions (e.g., sidewalk expansion) for pedestrians to maintain physical distancing.
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## CHAPTER ONE

## 1. INTRODUCTION

According to the World Health Organization (WHO, 2018), an average of 1.35 million people worldwide were killed in traffic collisions each year from 2000 to 2016. Unfortunately, traffic collisions are now the leading cause of death in the world for children and young adults aged 5-29 years exceeding HIV/AIDS (the second leading cause), tuberculosis (the third leading cause), and diarrhoeal diseases (the fourth leading cause). In the United States in 2020, traffic collisions were the fourteenth leading cause of death in $2020(38,824)$ (CDC, 2020; NHSTA, 2021). In Canada, traffic collisions were the sixteenth leading cause of death in 2020 (with 1,745 death) (Statistics Canada, 2020). In the United States in 2020, 2,282,015 people were injured were traffic collisions, and in Canada, 101,572 were injured.

A collision avoidance system (CAS) is a system designed to reduce the number of traffic collisions. CASs use advanced and emerging technologies such as sensors, computers, wireless communication technologies, and electronic devices that automatically collect and disseminate real-time vehicle data and other important data (Milanes et al., 2012; Wu et al., 2014). In-vehicle CASs have been developed to reduce the risk of vehicle-to-vehicle collisions (Milanes et al., 2012; Houénou et al., 2014; Mattas et al., 2020; Yang, et al., 2021; Choi et al., 2021; Kaul and Altaf, 2022) and to reduce the risk of vehicle-to-pedestrian collisions (Dong et al., 2017; Pathak and Sivraj 2018; Zadobrischi and Negru 2020). Throughout of this thesis, the risk of a collision is defined as the chance (probability) of a collision given the temporal and spatial interaction between road users (i.e., road user closeness in space and time) (Johnsson et al., 2018).

Due to the high number intersections-related collisions, many systems focus mainly on reducing the risk of collisions at intersections. In the United States in 2019, for example, 976,816 (50\%) of the

1,949,831 collisions occurred at intersections, and intersections accounted for $25 \%$ of all fatal collisions and $49 \%$ of all injury collisions (NHTSA, 2019). In Canada in 2019, 47,593 (44\%) of the 105,782 collisions occurred at intersections, and intersections accounted for $26 \%$ of all fatal collisions and $46 \%$ of all injury collisions (Transport Canada, 2019a).

Collisions on road segments, however, usually result in more severe consequences (Lee et al., 2006). For example, in Canada, $51 \%$ all fatal collisions occurred on primary or secondary highways, or on local roads where the speed limit at the collision site exceeded $60 \mathrm{~km} / \mathrm{h}$ (Transport Canada, 2019b). It is clear that developing CASs to reduce the risk of segment collisions needs special attention.

This study selected three types of collision on segments: animal-to-vehicle collisions, pedestrian-to-vehicle collisions particularly collisions between vehicles and people working on a roadway on foot e.g., police officers, first response workers and people involved in road construction, and pedestrian-topedestrian collisions.

### 1.1. Historical Statistics for Segment Collisions

Section 1.1 briefly presents historical statistics for the three types of segment collision selected and then discusses the CASs currently available.

### 1.1.1. Animal-To-Vehicle Collisions

Animal-to-vehicle collisions are a challenging problem in North America, particularly on rural highway segments. The collisions threaten human lives and cause economic damage and ecological losses (Fahrig and Rytwinski, 2009). The importance of animal-to-vehicle collisions is viewed not only from human safety perspective but also from wildlife conservatives' perspective.

From the human safety perspective, the United States recorded a total of 1,739,687 collisions involving animals during the four years from 2014 to 2017. These collisions led to approximately 200
human deaths, and $\$ 2$ billion of direct insurance claims each year (National Insurance Crime Bureau, 2018). Canada reported 474 human deaths in collisions involving large animals between 2000 and 2014 (Traffic Injury Research Foundation, 2015).

From the wildlife conservation perspective, Virginia in the United States reported 56,000 deer deaths on the road in 2012 alone (Druta and Alden, 2015), and in 2007 British Columbia in Canada reported 5,913 wildlife deaths of which approximately $76 \%$ were deer (BC MoTI, 2010). These are just the reported statistics as many collisions remain unreported (Benten, 2018). British Columbia estimates that the number of wild animal deaths recorded in 2007 represents only about $25 \%$ to $35 \%$ of the actual number (BC MoTI, 2010). Collisions involving animals have a negative impact on animal populations (Fahrig and Rytwinski, 2009) and direct and indirect consequences for ecosystems (Davenport and Davenport, 2006).

### 1.1.2. Pedestrian-To-Vehicle Collisions

People whose work involves working on roadway segments as pedestrians are at risk of being hit by a passing vehicle. If hit, there is little or no protection that could absorb the impact of the collision (Yannis et al., 2020). Pedestrian workers usually are distracted by number of activities. For example, work zone workers are dealing with construction/maintenance tasks, and police officers are typically directing traffic, stopping traffic for enforcement, or investigating the scene of a severe collision.

From 2018 to 2019, the United States recorded 252 pedestrian deaths in work zones (126 deaths per year) (NHSTA, 2020a). From 2015 to 2019, the United States recorded 50 police officer deaths from being struck by a vehicle (FBI, 2020).

### 1.1.3. Pedestrian-To-Pedestrian Collisions

The COVID-19 outbreak spread swiftly around the world, and by June 2022, had infected nearly 540
million people in about 210 countries, with nearly 6.3 million deaths (WHO, 2022). As COVID-19 is known to be spread by physical contact, coughs, sneezes, or even exhaled breath while talking with an infected person, public health agencies strongly recommended avoiding contact and other maintaining the recommended physical distancing between people (WHO, 2020, ECDC, 2020). Many municipalities around the world quickly implemented various interventions (e.g., sidewalk expansion) on urban streets to ensure adequate space for anyone using the street as a pedestrian.

The main goal of such interventions is to ensure that pedestrians do not contact and/or collide with each other and can maintain physical distancing, i.e., to avoid pedestrian-to-pedestrian collisions. This issue is not limited to the current COVID-19, but also relevant any similar health crises that may occur in the future.

### 1.2. Existing Collision Avoidance Systems

### 1.2.1. Animal-To-Vehicle Collision Avoidance Systems

Roadside animal detection systems (RADSs) are the most common type of CAS designed to reduce the number of animal-to-vehicle collisions (Huijser et al., 2006). RADSs use a sensor in conjunction with flashing warning lights installed on roadways where the possibility of animals crossing is relatively high. If a RADS detects an animal on or near the roadways, the system activates the flashing warning lights to warn approaching vehicles.

Figure 1-1 is a RADS installed on Highway 416 near Kemptville, Ontario, Canada (Mukherjee et al., 2013). The system is designed to detect the presence of large animals on approximately 1.4 km of highway.

The system has two solar powered radar units (the two Rs in yellow boxes). The warnings are disseminated to drivers via four flashing warning lights (the four Bs in orange circles).

Existing RADSs warn approaching vehicles if the system detects the presence of an animal within a pre-set lateral (i.e., (perpendicular) distance) (e.g., 5 meters) from a roadway (Sharafsaleh et al., 2010; Mukherjee et al., 2013; Grace et al 2017; Druta et al., 2018; Antônio et al., 2019).


Figure 1-1: A RADS (Mukherjee et al., 2013)

As the systems use only one input indicator, i.e., the lateral (i.e., perpendicular) distance from the animal to the roadway to activate the warning lights, the RADS simply produces a binary output (on/off warning lights) based on a binary input (presence/absence of an animal). This means that the RADSs simply activate the warning flashers during the time the system detects the presence of an animal within the preset detection area, and then turns off the warning flashers shortly after the animal moves outside of the detection area.

Existing RADSs have major limitations. They do not consider possible differences in factors such as the animal's behavior (e.g., unpredictable jumping, moving slowly, stopping, etc.), the vehicle(s) (e.g., leading/following vehicle(e)), the position of the animal relative to the roadway (on/off the roadway), the
spatial and temporal interactions between the animal and the vehicle (in meters or time), driver behavior (aggressiveness), etc.

### 1.2.2. Pedestrian-To-Vehicle Collision Avoidance Systems

CASs designed to protect distracted pedestrians from traffic are known as pedestrian protection systems. For example, Wang et al. (2012) developed a pedestrian protection system called "WalkSafe" which aimed to protect a distracted pedestrian by using a smartphone to alert the pedestrian. The system relied on phone cameras to detect vehicles coming towards a pedestrian, and provided a warning four seconds before to possible collision. Tong and Jia (2019) developed augmented reality glasses (i.e., a wearable device) for distracted pedestrians. The device activated a warning when there was a risk of a collision. The screen of the virtual reality glasses displayed the remaining time to the possible collision and showed the expected path of the approaching vehicle.

CASs have also been designed specifically to reduce the risk of collisions with pedestrians who work on roadways. These studies typically used smart cones and/or smart vests to detect the intrusion of a passing vehicle into work zone. For example, Mollenhauer et al. (2019) developed a smart vest that warns work zone workers that they are at risk from a passing vehicle. In the system, smart cones are equipped with sensors that detect a passing vehicle's intrusion into the work zone. Confucian's (2022) "Traffic Accident Warning System" aims to warn police officers working at a collision that a passing vehicle may cause a secondary collision. If a smart cone is hit by a passing vehicle, the cone immediately sends a signal to alert the police officer. Figure 1-2 shows a smart cone developed by smartcone.com. The cone uses a light-emitting diode (LED) to warn the pedestrian.

Existing systems (including smart cones) designed to protect pedestrians working on a road have major limitations. They do not consider differences in pedestrian behavior or circumstances (e.g., distance from pedestrian to roadway), differences in driver behavior (e.g., speed of passing vehicle, aggressiveness
of driver), or spatial and temporal interactions between pedestrian and vehicle, etc.


Figure 1-2: A smart cone developed by smartcone.com

### 1.2.3. Pedestrian-To-Pedestrian Collision Avoidance Systems

The concept of pedestrian-to-pedestrian collisions brought about by the COVID-19 pandemic has led to the development of specially designed CASs. As these CASs monitor pedestrian density on urban streets, the systems are better described as monitoring systems.

Meivel et al. (2021), for example, developed a monitoring system to detect physical distancing in real-time. The system used a camera in conjunction with a convolutional neural network to detect pedestrians. Figure 1-3 shows an image from the system on the left and a bird's-eye view on the right. Several people are identified. The system automatically generates the bird's-eye view and estimates the distance between the pedestrians. If a pedestrian is at least two meters from another pedestrian, the pedestrian is shown in a yellow rectangle. Pedestrians who are within two meters of another pedestrian
are shown by a red rectangle.


Figure 1-3: Real time monitoring system for physical distancing detection (Meivel et al., 2021)

El Habchi et al. (2022) developed a camera-equipped drone to detect the physical distance between pedestrians. The system uses a deep learning algorithm to detect the real-world position of each pedestrian, and then estimates the distance between the pedestrians to determine whether the distances are considered safe or not.

Loke et al. (2022) developed a prototype device called PADDIE-C19 to monitor the physical distance between pedestrians. The system detects pedestrians and estimates the distance between pedestrians to determine whether the distances are considered safe or not.

Existing physical distancing monitoring systems use only one input indicator (i.e., the 2-meter distance between pedestrians) and a simple risk analysis algorithm to analyze the movement of pedestrians and determine how well physical distancing is being achieved. However, pedestrian physical distancing can be described as a mobility intervention (interventions imposed on mobility of pedestrians by authorities) designed to limit virus infection by keeping people, for example, 2 m apart.

Physical distancing assumes that the risk of transmission declines with the distance between people, but a more sophisticated approach than the current algorithm which is simply based on a single
distance may help health agencies to evaluate and monitor how well physical distancing is being achieved. A sophisticated approach would also consider exposure time and density which play an important role in the possibility of viral transmission. Increased exposure time and density increases the risk of viral transmission (Vuorinen et al., 2020; CDC, 2020; Parshina-Kottas et al., 2020). Therefore, use of only one input indicator (i.e., physical distance between pedestrians) for the risk analysis can be viewed as a major limitation of current systems.

### 1.3. Research Gaps

As mentioned, existing CASs for each of the three selected types of segment collision (i.e., RADS, pedestrian protection systems, and pedestrian physical distance monitoring systems) use one input indicator and apply a simple risk analysis algorithm to differentiate a safe situation from a potentially risky situation. The simple analysis involves compare the input indicator with a fixed threshold.

Use of one input indicator and apply the simple risk analysis algorithm bring many limitations which we explain them in Section 1.3.1. Research Gaps in Input Indicator Selection and Section 1.3.2. Research Gaps in Existing Risk Analysis Algorithms.

### 1.3.1. Research Gaps in Input Indicator Selection

The single input indicators used in the risk analysis of existing CASs are known as surrogate safety indicators. RADSs use only the position of the detected animal, pedestrian protection systems use only the remaining time to collision or the intrusion into a work zone by a passing vehicle, and pedestrian physical distancing detection systems use only physical distance.

Surrogate safety indicators are indicators developed by transportation safety engineers to discriminate safe situation from a risky situation (Zheng et al., 2021). Unlike conventional safety studies, such as in-service road safety review projects that rely largely on analyzing historical collision data, CASs
require a real-time estimation of risk (the inverse of safety). As historical collision data are not appropriate, the systems use surrogate safety indicators.

Relying on historical collision data as the main data source for studying safety has many drawbacks: lack of suitable historical collision records, lack of information about the interaction processes that led to the collision, a high degree of under-reporting, and the ethical problem that one has to wait for a collision to occur to be able to investigate possible causes (Laureshyn et al., 2017a). Surrogate safety indicators overcome these drawbacks, and it has been shown that the number of risky situations identified by surrogate safety indicators is statistically correlated to the number of collisions (Amundsen and Larsen, 1977; Migletz et al., 1985; Peesapati, et al., 2013; Tarko, 2018; Charly and Mathew 2019).

Many surrogate safety indicators have been developed. The most commonly applied indicators are reported in Appendix A. Johnsson et al. (2018) and Mahmud et al. (2019) reviewed surrogate safety indicators and divided them into three groups.

The first group of indicators attempts to capture the spatial and temporal interaction between two road users (e.g., a vehicle and a pedestrian) in distance or time. This group includes TTC, post encroachment time (PET) (Cooper 1984), time to crosswalk (Vogel 2003a), time headway (Vogel 2003b), and braking time (Lu et al. 2012).

The second group attempts to capture the behavior of road users; for example, the behavior of drivers as driver behavior is the most important collision contributing factor (Treat 1979; Terzi, 2018). For example, in 2019, $26 \%$ of fatal traffic collisions in the United States involved speeding, and $8 \%$ involved a distracted driver (a distracted driver has diverted his attention from the driving task to focus on a different activity or issue) (NHSTA, 2020b; NHSTA, 2022). An aggressive driver increases the chance of a collision by $55 \%$ (Song et al., 2021). Driver behavior indicators include, but are not limited to
magnitude of speeding (i.e., driving faster than the posted speed limit) (Terzi, 2018), sudden lane changes (Bergasa, 2014), sudden brake force during deceleration (Chen, 2015a), and variation in speed (Sugimoto et al. 2008).

The third group attempts to capture environmental factors (e.g., weather/road condition) and vehicle characteristics. This group includes quantitative indicators and qualitative indicators. For example, stopping sight distance (SSD) is a quantitative indicator which quantitatively takes into account road condition and vehicle characteristics (e.g., braking technology may differ vehicle by vehicle) (Layton \& Dixon, 2012). There are also qualitative indicators (e.g., good, moderate, and bad type of indicators) such as visibility (good, moderate, bad) (Sugimoto et al. 2008), roadway surface condition (dry, wet, snowy, Icy) (Bokare and Maurya, 2017), etc.

Given the large number of indicators that can be developed, a CAS that uses only one indicator to differentiate safe and risky situations clearly has limitations.

The first limitation is that no single indicator can capture simultaneously different aspects of risk associated with spatial and temporal interaction between road users and the behavior road users (e.g., drivers' behavior), environmental factors, and vehicle characteristics (Johnsson et al., 2018). A second limitation is that each indicator can capture only one type of collision (Johnsson et al., 2018). The estimation of the risk of different types of collision requires different indicators and more than one indicator. For example, in the case of rear-end or head-on collision, TTC, time headway, and braking time are useful (Mahmud et al., 2019). In the case of collisions that occur on pedestrian crossings, PET and time to crosswalk are useful (Mahmud et al., 2019). In the case of side-swipe collisions, the lateral distance between two road users is useful. In the case of animal-to-vehicle collisions, a vehicle can be involved in different types of collision, e.g., a head-on collision, an animal crossing the road collision, or a side-swipe collision. No single indicator can capture all these types of collision.

A third limitation is that introducing multiple indicators and conducting a risk analysis separately for each indicator can result in different conclusions (Saisana et al. 2005; Shen et al. 2012; Chen et al. 2015b). For example, Tak et al. (2015), developed a deceleration-based indicator which relied on the SSD of two vehicles. They compared the results obtained using the new indicator with the results obtained using TTC rear-end collisions in which the vehicle braked sharply. In one of their observations, the leading and following vehicles were 50 meters apart, the leading was traveling at $110 \mathrm{~km} / \mathrm{h}$ and the following vehicle was traveling at $95 \mathrm{~km} / \mathrm{h}$. The leading vehicle suddenly braked sharply. In reality, the collision occurred because 50 meters did not give the following vehicle enough distance to avoid the collision. When Tak et al. (2015) used TTC, the situation was evaluated as safe. When they evaluated this situation using the SSD of two vehicles, the situation was evaluated as risky. The study showed that different indicators may produce different results.

The use of a combination of the various risks estimated by multiple input indicators could overcome the above limitations (Johnsson et al., 2018; Arun et al., 2021; Zheng et al., 2021; Jameel, 2019), but the combination of the estimates made by multiple input indicators into a composite risk indicator requires a sophisticated risk analysis algorithm. The strength of a composite risk indicator would be its ability to summarize and condense the complexity of the factors contributing to a collision to a meaningful and manageable amount of information (Godfrey and Todd, 2001).

Section 1.3.1 considers the gaps in the research into risk analysis algorithms designed to create a composite risk indicator.

### 1.3.1. Research Gaps in Existing Risk Analysis Algorithms

Existing CASs for the three types of segment collision selected apply a simple risk analysis algorithm (i.e., a fixed threshold). For example, existing RADSs compare the input indicator (i.e., the position of detected animals) with a fixed threshold (e.g., 5 meters) to discriminate safe and risky situations and
produce a warning if required. Although this approach is very straightforward, it has several drawbacks. The main drawback is that the approach cannot combine multiple input indicators. When multiple input indicators are relevant to the situation, a RADS would need to conduct a risk analysis by each indicator separately. We already explained that introducing multiple indicators and conducting risk analysis by each indicator separately can result in different conclusions. Another drawback is that this approach cannot capture uncertainty. The selection of the threshold is often arbitrary and results in uncertainty. For example, many studies have used TTC to distinguish safe and risky situations, but the studies selected different thresholds. For example, Vogel (2003a) used a TTC of 2 secs, El-Basyouny and Sayed (2013) used a TTC of 1.5 secs, and Sacchi et al. (2013) used a TTC of 3 secs.

To find a better risk analysis algorithm, we did not limit our search to the three selected types of segment collision. We also searched studies that used risk analysis algorithms to combine multiple input indicators for the analysis of other types of collision (e.g., vehicle-to-vehicle collisions). We found that many studies applied statistical algorithms to combine multiple input indicators to create a composite risk indicator. For example, several studies used a weighted arithmetic average (summations of multiple input indicators) or weighted geometric average (multiplication of multiple input indicators).

The most widely used approach is the traffic conflict technique (TCT) proposed by Hydén (1987) for vehicle-to-vehicle collisions. TCT is the summation of two input indicators (i.e., weighted arithmetic average): time to accident, and conflicting speed. A collision course must be assumed when using TCT. This means that at a certain moment, road users are on a path to collide, and would collide if one or both of them did not take evasive action.

Lu et al. (2012) developed a composite risk indicator called a quantitative index for vehicle-tovehicle collisions at an intersection. The index is calculated by multiplying incomplete braking time by

TTC. The study used fixed thresholds to classify the index into three risk categories (no conflict, nonserious conflict, and serious conflict).

Wang and Stamatiadis (2014) build a composite risk indicator called an aggregate crash propensity metric for vehicle-to-vehicle collisions at an intersection. They used a weighted average method to combine three surrogate safety indicators (required braking rate, maximum available braking rate, and TTC).

The literature included many statistical algorithms that used a statistical function (logistic/normal distribution) to link independent variables (e.g., TTC) to a dependent variable (collision risk). These algorithms include, but are not limited to, binary logit models (Kadali and Vedagiri, 2016; Uzondu et al., 2018; Xing et al., 2019), ordered logit models (Stipancic et al., 2016; Tageldin, and Sayed, 2019; Li et al., 2019), a multinomial logit model (Dimitriou et al., 2018), and a nonlinear regression model (Gu et al., 2019). Although statistical algorithms are easy to perform and simple to understand, they usually need a large amount of data (include collision/near miss collision data) to calibrate the algorithm, and they cannot capture uncertainty.

In our study, we face limited data availability as no dataset exist for the selected CAS which could provide position data ( x - and y-coordinates) and speed of road users in real-time. Furthermore, our limited dataset does not include collision/near miss collision data. This was a major challenge as we had no way to show the outcome of certain combinations of input indicators could be considered to indicate the development of a high or low risk situation. As a result, we could not simply use statistical algorithms (e.g., a regression model) in which the independent variables (e.g., input indicators) and dependent variable (composite risk indicator) are known. In our study, for limited available data, the independent variables were known, but the dependent variable was unknown.

We decided to select artificial intelligence (AI) algorithms to create a composite risk indicator from multiple input indicators. Intelligence is the ability to learn and understand, to solve problems and to make decisions (Negnevitsky et al., 2005). AI algorithms are algorithms that make machines do things that would require intelligence if done by humans (Boden, 1977). The question of whether machines/computers can think or can be intelligent has been an important question since the early days of artificial intelligence in the late 1940s. The answer to the question is not as easy as "yes" or "no." Some people are smarter than others. Some of our decisions are intelligent while some are silly. Some people are good at planning and construction, but bad in history and physics. Humans have the ability to learn and understand, to solve problems and to make decisions, but our abilities are not equal. Therefore, we should expect that if machines/computers can think, some of them might be smarter than others in some ways.

Human intelligence is internal and too complex to be represented as an algorithm. AI tries to simulate human intelligence. There are two popular types of algorithms in AI (Negnevitsky et al., 2005): (1) Rule-based algorithms (2) Learning-based algorithms.
(1) Rule-based algorithms: People are capable of expressing their knowledge in the form of rules for problem solving. For example, Negnevitsky et al. (2005) provided an example. Imagine an alien asks a person how to cross an intersection. The person is able to teach the alien how to cross the intersection by simple IF-THEN rules. The person says:

Rule 1 "IF the traffic light is green THEN the action is go"
Rule 2 "IF the traffic light is red THEN the action is stop"

These statements represented in the IF-THEN form are used to create a rule-based algorithm.

Fuzzy rule-based algorithms are a popular rule-based algorithm used in AI risk analysis (Negnevitsky et al., 2005). Fuzzy rule-based algorithms do not require a large volume of data to calibrate the algorithm and can handle uncertainties (Dimitriou et al., 2008; Liu and Cocea, 2017).

We compared a fuzzy rule-based algorithm with a statistical algorithm to deepen our understanding of these algorithms. In statistical algorithms, input indicators have numerical values, the relationship between the input indicators and the composite risk indicator is defined in terms of a mathematical function, and the composite risk indicator is a numerical value. In a fuzzy rule-based algorithm, the input indicators are converted into fuzzy sets (e.g., safer and riskier), the relationships are defined by if-then rules (e.g., if input indicator A is riskier, then situation becomes risky), and the composite risk indicator is expressed in terms of a fuzzy set (e.g., low, medium, high) (Liu and Cocea, 2017).

Very few studies of CASs for vehicle-to-vehicle collisions have used fuzzy rule-based algorithms to combine multiple input indicator to create a composite risk indicator. Milanés et al. (2012) developed a fuzzy rule-based algorithm to combine two indicators of TTC and time gap to generate a composite risk indicator with three labels (low, medium, high). The study focused on vehicle-to-vehicle rear-end collisions. Nadimi et al. (2016) developed a new composite risk indicator that combined TTC and PET using a fuzzy rule-based algorithm. The study focused on vehicle-vehicle rear-end collisions.
(2) Learning-based algorithms: Learning-based algorithms, known as machine learning algorithms, are also popular algorithms used in AI risk analysis. Whereas rule-based algorithms such as fuzzy rule-based algorithms are designed by an expert, machine learning algorithms learn from experience and historical data. The algorithms automatically analyze and interpret underlying patterns and structures in the data and improve their performance over time. To do this, machine learning algorithms need a large amount of data to calibrate the algorithm to perform well. The algorithms are difficult to understand and difficult to perform, but they are popular because they require less training time to calibrate the algorithm,
they gradually learn over time, and there is the possibility of combining them with other algorithms (e.g., fuzzy rule-based algorithm) to develop hybrid algorithms.

Also, very few studies of CASs for vehicle-to-vehicle collisions have used machine learning algorithms to combine multiple input indicators into a composite risk indicator. For example, Wang et al. (2015) proposed a K-Means method to classify vehicle-vehicle interactions into three risk labels (low, medium, high) based on three input indicators (maximum deceleration, average deceleration, and percentage reduction in vehicle kinetic energy). The authors then used a classification and regression tree to explore the relationships between risk labels, driver/vehicle characteristics, and road environments. Xiong et al. (2019) used a spectral clustering and K-Means method to classify vehicle-to-vehicle interactions into three risk labels (low, medium, high) based on three input indicators (average deceleration, maximum deceleration, and jerk). They then used classified labels to calibrate a fuzzy rulebased algorithm.

However, the above studies were for vehicle-to-vehicle collisions. No study has been conducted into developing a risk analysis using AI algorithms to create a composite risk indicator for a CAS for animal-to-vehicle collisions, pedestrian roadway worker-to-vehicle collisions or pedestrian-to-pedestrian collisions. This thesis can be viewed as the first attempt to apply different AI algorithms to create a composite risk for the three types of collision.

Different statistical algorithms including the binary logit model (Kumar et al., 2019; Xing et al., 2019; Xing et al., 2020) and the ordered logit/probit model (Stipancic et al., 2016; Jiang et al., 2016) have been proposed to estimate the risk associated with collisions. In general, statistical algorithms can be written as $Y=F(X, \beta, \varepsilon)$ where $Y$ is the risk (conflict), $X$ is used for input indicators, $\beta$ is used for parameters (such as weights for each input indicator), and $\varepsilon$ is an error term. Two major conditions need to be met when using any statistical algorithm. The first condition is that each value of $Y$ and $X$ should
be known before conducting any risk analysis. The second condition is a relatively large size dataset that includes data for collisions/near miss collisions. If these two conditions can be met, a statistical algorithm can be used to estimate $\beta$ through a calibration process.

AI algorithms (fuzzy rule-based algorithm or machine learning) do not require these two conditions. AI algorithms can be used to estimate the risk even when the value of $Y$ is unknown and/or there is no large dataset.

The choice of AI algorithms depends largely on data availability and uncertainty. As we faced limited data availability and the existence of uncertainty, we selected a fuzzy rule-based algorithm to develop the risk analysis algorithm. By collecting more data to include some near miss collisions, we also developed a hybrid algorithm from the fuzzy rule-based algorithm and a machine learning algorithm (a semi-supervised machine learning algorithm) to combine the strengths of both algorithms.

Validating the results of our AI algorithms was a challenge. One approach to validating the results of the proposed risk analysis algorithm was to evaluate the algorithm's accuracy when identifying collisions (Olszewski et al., 2016; Xiong et al., 2019). Another approach was to check that the proposed risk analysis algorithm produced an estimate of increased risk for the time before an actual collision, but did not produce such an estimate before a non-collision (Cunto et al., 2009; Zhao and Lee., 2018). Both above validation approaches need historical collision data or simulated data.

In our study, we used two different approaches to validating our algorithms. Laureshyn et. al. (2017b) and Johnsson et. al. (2018) proposed an approach called "relative product validation" which measures whether the risk analysis algorithm can indicate the expected direction of changes in safety (i.e., improvement or deterioration). In this approach, a 3-D dimensional risk surface is developed to show that the direction of changes in each indicator is correctly reflected in the direction of change in the composite risk indicator. This approach can be used when historical collision data are not available. Our second
approach involved using our proposed risk analysis algorithms to identify near miss collisions and evaluating the accuracy of the identification.

Section 1.4 discusses our observation from an area outside of transportation (air defense systems) which helped us to develop our AI algorithms.

### 1.4. Observations from Air Defense Systems

The use of surrogate safety indicators is much discussed and developing proper risk analysis using AI algorithms to combine multiple indicators and create a composite risk indicator is recognized as a challenging issue. Recent literature has included comprehensive reviews of surrogate safety indicators and has encouraged further research into suitable methods for combining indicators (Johnsson et al., 2018; Arun et al., 2021; Zheng et al., 2021). Johnsson et al. reviewed 239 articles, reports and dissertations on risk analysis using surrogate safety indicators. They noted that "Further research focusing on combining the many different indicators could help to strengthen the theoretical base for surrogate safety indicators." Arun et al. reviewed 549 studies on risk analysis using surrogate safety indicators and gave special attention to methodological issues. They noted that "Mapping several surrogate indicators into a risk indicator is a promising approach that has received relatively little attention." Zheng et al. (2021) reviewed 168 studies on modeling traffic conflicts using surrogate safety indicators. They noted that "Road user behavior plays a crucial role in collision occurrence. Given the enormous levels of variation between road users and their reactions to events preceding possible collisions, incorporating human behavior in (risk analysis) models remains a challenge."

To strengthen our risk analysis using AI algorithms, we searched areas outside of transportation. We found that there are many similarities in the risk analysis of military objects in an air defense system and the risk analysis of traffic objects (i.e., road users include animal, pedestrian, and vehicle) in CASs.

Figure 1-4 shows the similarity between an air defense system and the three types of road user of interest to our study. Each system seeks to protect one or more assets from one or more potential risky objects in real-time. The defense system detects the characteristics of an approaching risky object (e.g., a hostile military aircraft) and uses an algorithm to estimate a composite risk indicator. If a certain risk threshold is met, the system indicates the level of alarm or response required (Johansson and Falkman, 2008).

As shown in Figure 1-4, a typical air defense system uses a sensor (e.g., microwave radar) to detect an approaching risky object. Our proposed CASs take a similar approach.


Figure 1-4: Similarities between air defense system and CAS in this study

The animal-to-vehicle CAS detects the characteristics of the animal (risky object) and passing vehicle (asset) and uses an algorithm to estimate the composite risk indicator and determine whether to activate an alarm for passing vehicles.

The vehicle-to-pedestrian CAS detects the characteristics of the passing vehicle (risky object) and pedestrian who work in the roadway (police officer) (asset) and uses an algorithm to estimate the composite risk indicator and determine whether to activate an alarm to alert the pedestrian. The pedestrian-to-pedestrian collision avoidance (monitoring) system detects the characteristics of the pedestrian (risky object) and pedestrian (asset) and uses an algorithm to estimate the composite risk indicator and determine how well physical distancing is being achieved.

The air defense systems combine multiple input indicators to create a composite risk indicator in real-time. Input indicators includes military object behavior (e.g., military aircraft speed) and the spatial and temporal interaction between the military object and the asset (e.g., direct distance and time to hit). The system then applies a risk analysis algorithm using AI (e.g., a fuzzy rule-based algorithm) and produces a composite risk indicator ranging from zero (the lowest risk) to one (the highest risk) (Liang, 2007). Figure 1-5a shows a typical example of the positions and trajectories of two potential risky objects (a high-speed aircraft and a low-speed aircraft) and an asset in an air defense system. Figure 1-5b shows the risk values (i.e., value of the composite risk indicator) generated in real-time. The high-speed aircraft is shown as a red arrow with a red trajectory and a red risk value. The low-speed aircraft is shown as a yellow arrow with a yellow trajectory and a yellow risk value. In Figure 1-5, the risk value gradually increases as the high-speed aircraft approaches the asset, but at second 12 , the trajectory of the aircraft suddenly changes, and the risk value suddenly increases from 0.41 at second 12 to 0.58 at second 14 and then to 0.70 at second 17 . The risk value for the low-speed aircraft is steady until second 9 when the aircraft changes direction and flies closer to the asset, but as the aircraft is not close to the asset, the risk
value increases only slightly. It is clear form the Figure that the behavior of a military object and the spatial and temporal interaction between the military object and the asset are reflected in the composite risk indicator second by second. By using reviewed studies in the literature of surrogate safety indicators and air defense systems, we try to develop risk analysis using AI algorithms in the three selected CAS in our study. We try to clearly illustrate how our proposed risk analysis algorithms could capture road user behavior and spatial and temporal interaction similarly to air defense system.


Figure 1-5: An example of real-time composite risk indicator in air defense system (Johansson and Falkman, 2008)

### 1.5. Research Goal and Objectives

The goal of this thesis was to explore the development of composite risk indicators for different CASs by conducting various risk analyses using different AI algorithms. We selected three CASs to demonstrate the whole process of developing risk analysis algorithms from selecting safety indicators to combining multiple indicators into a composite indicator to estimating risk by taking into account road user behavior and the spatial and temporal interactions between road users.

We had four objectives (See Figure 1-6). Objectives 2 and 3 were part of the same CAS study:

1. Develop a fuzzy rule-based algorithm for a next generation roadside animal detection system (NG RADS);
2. Develop a fuzzy rule-based algorithm for a smart protection system to prevent collisions with police officers on duty on the roadway;
3. Develop a semi-supervised machine learning algorithm for a smart protection system to prevent collisions with police officers on duty on the roadway; and
4. Developing a risk analysis approach to evaluate physical distancing on urban sidewalks.


Figure 1-6: Flow chart showing the four objectives of the thesis

Objective 1: Develop a fuzzy rule-based algorithm for a next generation roadside animal detection system (NG RADS). This objective focused on avoiding animal-to-vehicle collisions. The study developed a framework for a NG RADS. The framework used a risk analysis algorithm (fuzzy rulebased algorithm) to create a composite risk indicator. The algorithm combined multiple indicators that can estimate the varying levels of risk posed by animals on the roadway by assessing real-time data on animal behavior, driver behavior and the spatial and temporal interactions between animal and driver.

Objective 2: Develop a fuzzy rule-based algorithm for a smart protection system to prevent collisions with police officers on duty on the roadway. This objective focused on avoiding vehicle-topedestrian collisions. The study proposed a smart protection system for pedestrians who work on the roadway (police officer in our case). The system used a risk analysis algorithm (fuzzy rule-based algorithm) to create a composite risk indicator. The algorithm combined multiple indicators to provide police officers on duty on the road with an accurate warning of the risk of being hit by an approaching vehicle by assessing real-time data on officer behavior, driver behavior and the spatial and temporal interactions between the police officers and approaching vehicle.

Objective 3: Develop a semi-supervised machine learning algorithm for a smart protection system to prevent collisions with police officers on duty on the roadway. Like Objective 2, this objective focused on avoiding vehicle-to-pedestrian collisions. The study designed a semi-supervised machine learning algorithm that included multiple processes for learning in a semi-supervised fashion. The study used a large amount of unlabeled data and a small amount of data for near miss collisions, and used driver braking behavior to identify near miss collisions. The study also applied an unsupervised machine learning algorithm to compare with the proposed semi-supervised machine learning algorithm.

Objective 4: Develop a risk analysis approach to evaluate physical distancing on urban sidewalks. This objective focused on avoiding pedestrian-to-pedestrian collisions. The study proposed a
risk analysis to evaluate and monitor sidewalks in terms of the level of physical distancing using a more sophisticated approach than the current binary distance threshold approach based only on a simple physical distance cut off. The study developed two input indicators to capture pedestrian density and pedestrian exposure time. These inputs were used to create a level of pedestrian physical distancing (LPPD) ranging from A to F. The LPPD was designed to help decision makers to select and implement appropriate mobility interventions. The study went on to develop a mathematical process (fuzzy rulebased algorithm) to estimate the relative risk of viral transmission between pedestrians under different pedestrian walking conditions.

As shown in Figure 1-6, we designed a consistent four-step process to achieve the study's goal of exploring the development of composite risk indicators for different CASs. The four-steps were:
(1) input indicator selection. This step involved screening and selecting or developing appropriate indicators representative of the different factors affecting the possibility of a collision occurring. The factors included referred to road user behavior and spatial and temporal interactions between road users;
(2) risk analysis algorithm. This step involved developing appropriate algorithms for combining multiple indicators into a composite risk indicator;
(3) study area and data. This step involved determining the location of study, the type of data (e.g., real-world data/simulation data), and the data specifications; and
(4) results of analysis: This step involved attempts to conduct sensitivity analysis and compare the proposed CAS performance with existing/past systems or studies. Also, we applied validation approaches (mentioned in Section 1.3.1) to validate the results of our studies.

### 1.6. Thesis Outline

The thesis has six chapters organized as follows:

Chapter 1 introduces and highlights the limitations of risk analysis in CASs for the segment collisions. The chapter includes a brief literature review of existing CASs for animal-to-vehicle collisions, for pedestrian-to-vehicle collisions and for, pedestrian-to-pedestrian collisions, the limitations of using of only one input indicator in the CAS risk analysis, and the research gaps in CAS studies. The chapter also discusses risk algorithms used in existing CAS and considers the similarities between air defense system and the CASs selected for this study. The chapter then presents and discusses the research goal and objectives of this thesis.

Chapter 2 is concerned with animal-to-vehicle collisions. It provides a detailed explanation of the limitations of risk analysis algorithms in existing RADS. It then presents a framework for a proposed next generation roadside animal detection system (NG RADS). The framework uses a sophisticated risk analysis algorithm to create a composite risk indicator. The development of the risk analysis algorithm is discussed in terms of selecting/developing four input indicators to capture animal behavior, driver behavior, and the spatial and temporal interaction between animal and vehicle. The chapter goes on the explain the processes involved in developing the NG RADS's risk analysis algorithm (a fuzzy rule-based algorithm). The chapter discusses how the proposed NG RADS was tested using real-world data from a RADS that covers a 1.4 km section of a two-lane rural highway (Trans-Canada HWY 1) in the Glacier National Park, British Columbia, Canada. The real-time data obtained included the positions (i.e., $x$ - and $y$-coordinates) of animals and passing vehicles and the second by second speeds of passing vehicles. The chapter continues with an analysis of the results and findings and a discussion of the potential benefits of the NG RADS over existing RADS.

Chapter 3 is concerned with pedestrian-to-vehicle collisions. It provides a literature review of the limitations of risk analysis algorithms in existing pedestrian protection systems designed to prevent pedestrian-to-vehicle (the pedestrian being a police officer in our case) collisions. The chapter proposes a smart protection system that uses a risk analysis algorithm to create a composite risk indicator, and discusses the four input indicators (selected to capture pedestrian behavior, driver behavior and spatial and temporal interaction between pedestrian and vehicle) and the fuzzy rule-based algorithm used to integrate the input indicators into a single composite indicator. The chapter discusses the real-world data obtained from a radar installation on a section of Highway 416 near Kemptville, Ontario, Canada. The real-time (second by second) data obtained include the positions (x- and y-coordinates) of pedestrians working on the roadway and the position and speed of passing vehicles. The chapter discusses the estimation of the composite risk indicator and compares the results of the study with other studies to demonstrate how well the model estimates the risk associated with a police officer's roadway activities.

Chapter 4 is also concerned with pedestrian-to-vehicle collisions. It provides a literature review of the limitations of risk analysis algorithms in existing pedestrian protection systems designed to prevent pedestrian-to-vehicle (the pedestrian being a police officer in our case) collisions. The chapter discusses the large amount of data obtained from a radar installation on a section of Highway 416 near Kemptville, Ontario, Canada. The real-time (second by second) data obtained include the positions ( $x$ - and $y$ coordinates) of pedestrians working on the roadway and the position and speed of passing vehicles. The proposed protection system relies on a risk analysis algorithm. The chapter explains how, to develop the risk analysis algorithm, the analysis uses driver braking behavior to identify near miss collision. The four input indicators (selected to capture pedestrian behavior, driver behavior and spatial and temporal interaction between pedestrian and vehicle) are discussed. The chapter continues by discussing the development of a semi-supervised machine learning algorithm (that uses near miss collisions) and an
unsupervised machine learning algorithm. The chapter concludes by presenting a sensitivity analysis and by comparing the results of the semi-supervised and unsupervised machine learning algorithms.

Chapter 5 is concerned with pedestrian-to- pedestrian collisions. It presents a literature review of the limitations of conducting a risk analysis based on a single indicator (pedestrian physical distancing) for sidewalk CASs. The chapter then discusses two input indicators designed to capture density and exposure in order to develop a quantitative evaluation of how well physical distancing is being achieved on sidewalks. The chapter explains how the evaluation of different levels of physical distancing can help decision makers to select and implement appropriate mobility interventions. The chapter also discusses the development of a fuzzy rule-based algorithm designed to estimate the relative risk of viral transmission between pedestrians under different pedestrian walking conditions. This chapter presents different scenarios on a virtual sidewalk in VISSIM simulation software. The chapter concludes by presenting a sensitivity analysis that is used to asses the results of study.

Chapter 6 summarizes the conclusions for each of the four objectives (i.e., for Chapters 2 to 5). The chapter also discusses the limitations of each study that contributed to the thesis, and makes recommendations for future research.
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## CHAPTER TWO

## 2. DEVELOP A FUZZY RULE-BASED ALGORITHM FOR A NEXT GENERATION ROADSIDE ANIMAL DETECTION SYSTEM


#### Abstract

Some North American jurisdictions have installed a roadside animal detection system (RADS), a collision avoidances system designed to warn drivers of the possible presence of large animals on a section of rural highway. This study firstly provides a framework for the system to develop a next generation (NG) RADS. The framework has three phases: I) detection, II) risk analysis, and III) communication. This study focuses on the second phase, i.e., developing a risk analysis that can estimate the varying levels of risk posed by animals on the roadway using real-time data on animal behavior, driver behavior and other factors. To estimate the level of risk, the study developed a fuzzy rule-based algorithm that combines four input indicators (e.g., direct distance between animal and vehicle, and stopping sight distance required). The methodology was investigated using real-world traffic and animal data collected from a conventional RADS in British Columbia, Canada. The results showed that the proposed risk analysis in NG RADS has significant advantages over the conventional RADS. In particular, the NG RADS uses varying levels of warning according to the estimated level of the risk rather than the constant level of warning generated by a conventional RADS. The proposed NG RADS can also be designed to use vehicle-to-infrastructure communication technology to establish direct wireless communication with vehicles at risk. In a high-risk situation, this communication could, for instance, automatically control a vehicle's speed to avoid a collision with a large animal.


Keywords: Animal collision, Vehicle-to-Infrastructure, Roadside animal detection system, Fuzzy algorithm, Road safety

### 2.1. Introduction

Animal-to-vehicle collisions are a challenging safety concern that threatens human lives and leads to economic and ecological losses. The statistics in North America highlight the seriousness of animal-tovehicle collisions and show that effective methods for reducing the number of collisions involving animals are crucial to improving road safety. For example, the United States recorded 1,739,687 animal-to-vehicle collisions during the four years from 2014 to 2017 (National Insurance Crime Bureau, 2018). Collisions involving large animals (e.g., deer), accounted for 584,165 of the collisions and $\$ 2$ billion of direct insurance claims each year. In 2017, 194 deaths were associated with collisions involving animals in the United States (NHSTA, 2018). In 2019 in Michigan, 55,531 (17.6\%) of the state's 314,377 reported collisions involved large animals. These collisions resulted in 12 fatalities and 1,265 injuries (Michigan State Police, 2020).

In Canada, Vanlaar et al. (2019) reported 474 fatalities due to collisions involving large animals between 2000 and 2014 (15 years). In Ontario, the three most recent years (2016-2018) of collision data include 10,351 collisions involving animals per year, $15 \%$ of Ontario's collisions. Animal-to-vehicle collisions were the third largest type of collision in the province (after inattentive driving collisions (13,663 collisions per year (20\%)) and speed-related collisions (11,296 collisions per year (16\%)) (Ontario Provincial Police, 2018). The Traffic Injury Research Foundation (2017) reported that 28\% of Canadian drivers experienced one or more near-miss animal collisions in 2016.

### 2.1.1. Traditional Animal-To-Vehicle Collisions Mitigation Methods

More than 40 mitigation methods (roadway lighting, roadside clearing, etc.) have been proposed to reduce the number of animal-to-vehicle collisions (Huijser et al., 2007). Each approach has its advantages and disadvantages. The most widely used mitigation methods are static animal warning signs, animal fencing, underpasses, and overpasses (e.g., eco-bridges).

Static animal warning signs are the most affordable method, but their effectiveness appears limited (Bond and Jones, 2013). Rogers and Premo (2004), for instance, reported that the installation of static animal warning signs did not significantly reduce the number of animal-to-vehicle collisions. Animal fencing is highly effective, reducing the number of animal-to-vehicle collisions by around $87 \%$. Initial installation costs are around $\$ 112,500$ (2006 USD) for a 1.5 km section of highway, but animal fencing is considered ecologically unfriendly and environmentally undesirable as it blocks crossing opportunities for animals and may destroy continuity of animal habitat. Crossing structures such as underpasses and overpasses are expected to reduce animal-to-vehicle collisions by around $86 \%$ when combined with fencing. Ecologically, underpasses and overpasses can provide continuity of animal habitat, but where traffic is heavy, effectiveness may be reduced by traffic noise deterring animals from using the structures especially underpasses. In addition, underpasses and overpasses are the most expensive mitigation methods. For example, a 60 m wide overpass crossing a two-lane rural highway in Banff National Park, Alberta, Canada cost $\$ 3.76 \mathrm{M}$ in 2007 (Huijser 2008).

### 2.1.2. Roadside Animal Detection System (RADS)

A conventional Roadside Animal Detection System (RADS) is an alternative mitigation approach. A RADS is a relatively modern ITS technology designed to detect the presence of large animals near or on the road and to warn approaching drivers of their presence by activating dynamic flashing warning lights (Huijser et al., 2006). When the warning lights of a RADS flash, drivers usually decrease speed which increases the time available to react to animals on the roadway (Huijser et al., 2006; Grace et al., 2017). In principle, animal fencing and crossing structures attempt to change animal behavior to improve road safety whereas a RADS attempts to increase drivers' awareness of the presence of animals and change human drivers' behavior by providing a timely warning message. Providing a warning that changes human behavior appears to be an easier goal than changing animal behavior.

A typical RADS has two phases. In the first phase, the system uses a sensor (e.g., perimeter surveillance radar) to detect the presence of one or more animals near or on the roadway. In the second phase, the system uses an alarm (e.g., flashing warning lights) to warn approaching vehicles of the animal presence. The collision reduction effect of a RADS is reported as $87 \%$ for collisions involving large animals such as moose and deer (Huijser et al., 2008).

A RADS has important advantages. The cost is around $\$ 130,000$ (2014 CAD) for a 1.5 km section of highway. This is similar to the cost of animal fencing and very much less expensive than crossing structures. As a RADS does not restrict animal movements, the system is far more ecologically friendly than animal fencing or crossing structures (Grace et al., 2017). An additional advantage is that the system can be used to collect and monitor real-time 24/7 traffic flow data (e.g., traffic volume, vehicle speed and vehicle classification) (Mukherjee et al., 2013). The data collected may provide valuable inputs for road safety or other transportation projects.

Several studies have investigated conventional RADS installed on rural highways in Europe and North America, Huijser et al. (2006) reviewed 34 RADS sites (22 in Europe and 12 in North America). All the sites reviewed were conventional RADS that produced a binary output (on/off warning lights) based on a binary input (presence/absence of an animal), i.e., all the installations simply activated the flashing warning lights during the time that the system detected the presence of an animal within the detection area, and simply turned off the warning lights shortly after the animal moved outside of the detection area. Other studies reporting on such systems include Grace et al. (2017), Mukherjee et al. (2013), Sharafsaleh et al. (2010), Druta et al. (2018), Antônio et al. (2019) and Druta et al. (2020).

A conventional RADS system does not consider possible differences in factors such as the animal's behavior (e.g., unpredictable jumping, moving slowly, stopping, etc.), the vehicle(s) (e.g., leading/following vehicle(e)), the position of the animal relative to the roadway (on/off the roadway), the
spatial and temporal interactions between the animal and the vehicle (in meters or time), driver behavior (aggressiveness), etc.

Situations where animals are encountered may differ considerably. For example, we can imagine that 1) an animal may be walking or running parallel to the roadway a few meters away from the edge of a roadway, or 2 ) the animal may be walking or running on the roadway or crossing the roadway. It can be reasonably assumed that the latter situation is the riskier situation for approaching vehicles and that it needs more immediate attention for drivers than does the first situation. We can imagine another example in which two or more vehicles are traveling closely behind each other. In this case, it can also be reasonably assumed that the leading vehicle would be in a riskier situation than the following vehicle(s) when animals are on the roadway assuming all other conditions (e.g., vehicle type and speed) are the same for each vehicle. The current RADS does not tailor the warning to the different levels of risk facing the vehicles involved. This limitation is due mainly to the fact that a current RADS' warning relies on a simple binary input/output regardless of different and changing animal and/or traffic situations.

### 2.1.3. Study Goal and Objectives

This study aims to create a framework for a Next Generation Roadside Animal Detection System (NG RADS). The framework relies on developing a risk analysis algorithm to create a composite risk indicator from a combination of multiple input indicators. The study has three objectives:

1) Identify appropriate input risk indicators associated with animal' diverse activities, and traffic situations;
2) Develop an advanced algorithm for a NG RADS to estimate the composite risk indicator of a collision with an animal and disseminate levels of warning for each approaching vehicle on a realtime basis; and
3) Demonstrate the possible usefulness of the proposed algorithm using a real-world study.

Section 2.2 of this chapter addresses the framework for the NG RADS. Section 2.3 presents the proposed framework and its application in the case study. Section 2.4 discusses the results of the case study. Section 2.5 discusses the study's findings and recommendations for future work.

### 2.2. Proposed Framework for a Next Generation Roadside Animal Detection System

Figure 2-1 shows the three-phase framework of our proposed NG RADS. The framework is adapted from the framework for a military air defense system (Johansson and Falkman, 2008). The three phases are I) detection, II) risk analysis, and III) communication.
I. Phase I (detection): The system uses radar sensors to detect the characteristics of the animal (e.g., position, direction of movement, and speed) and the vehicle on a real-time (second by second) basis. The characteristics are used as seed information for Phase II.
II. Phase II (risk analysis): In the input indicator selection, the system uses the seed information from Phase I to develop various input indicators to capture animal behavior, driver behavior, and the spatial and temporal interaction between the animal and the vehicle. These indicators include, but not limited to the magnitude of speeding (the difference between the driver's speed and the posted speed limit), and the direct distance between the animal and the vehicle. The system then estimates various levels of risk using a fuzzy rule-based algorithm that combines all the information into a composite risk indicator.
III. Phase III (communication): The system can use advanced Vehicle-to-Infrastructure (V2I) communication technologies to broadcast different levels of warning according to the estimated risk. Different levels of warning can be directed to different vehicles on a real-time basis to alert drivers to the need to take appropriate action to avoid a collision. One possibility is that we can use different colors representing different levels of warning. Another possibility is to broadcast
audible and/or visual warnings via the built-in audio and/or visual display system of the approaching vehicles.


Figure 2-1: Proposed framework of NG RADS

This study focuses on addressing Phase II (risk analysis). As a conventional RADS system can already detect seed information such as the animal and vehicle positions and velocities second by second, the technology needed for Phase I (detection) already exists. Phase III (communication) requires advanced V2I communication technologies (e.g., wireless, bi-directional communication using short- and mediumrange frequencies) to transfer data and deliver the alarm of a potential risk. With the rapid and on-going development of V2I technology and wireless communication technology (e.g., 5G), communication between a NG RADS system and vehicles approaching within a considerable distance (e.g., 2 km with two sets of RADS installed) is an achievable goal in the foreseeable future (Rahman and Tepe, 2014).

Section 2.2.1 (input indicator selection) and Section 2.2.2 (risk analysis algorithm) discuss the Phase II issues in detail.

### 2.2.1. Input Indicator Selection

The purpose of the input indicator selection is to capture animal behavior, driver behavior, and the spatial and temporal interaction between animal and vehicle through the selection and measurement of appropriate indicators.

A review of research into collisions that involved an animal found that the indicators used to trigger the warning messages of conventional RADS systems (Grace et al., 2017; Mukherjee et al., 2013; Sharafsaleh et al., 2010; Druta et al., 2018; Antonio et al., 2019; Druta et al., 2020) were limited to the presence/absence of an animal within a detection area. As safety indicators are usually designed to analyze vehicle-to-vehicle collisions (Mahmud, et al., 2017) rather than animal-to-vehicle collisions, additional indicators were required. This study proposed four indicators for the input indicator selection: 1) Indicator A (lateral distance from animal to roadway), 2) Indicator B (magnitude of speeding), 3) Indicator C (stopping sight distance; SSD), and 4) Indicator D (direct distance). The indicators are shown in Figure 22.

1) Indicator A (lateral distance from animal to roadway). Animals may attempt to cross a roadway at any time and at any location (Lima et al., 2015). In principle, a conventional RADS simply uses Indictor A as its sole input indicator, i.e., if a RADS detects the presence of an animal within a pre-set lateral (i.e., perpendicular) distance (e.g., 5 meters) from a roadway, the system turns on the flashers installed on the roadside (see Figure 2.1). Figure 2-2a shows Indicator A. As the lateral distance from an animal to the roadway decreases, the situation's risk increases. Notice, however, that this distance cannot capture all the possible risks to vehicles using the road. If, for example, an animal is moving parallel to the roadside, Indicator A will hardly change although such a situation clearly includes the possibility of a greatly increased level of risk if the distance between vehicles and animals decreases. A conventional RADS does not consider this possibility although animals in such a situation may clearly become nervous, and suddenly change course. A conventional RADS cannot differentiate between drastically different risky situations such as "animals are walking on the roadway and moving towards a vehicle" and "animals are walking off the roadway and moving away from vehicles."
2) Indicator B (magnitude of speeding). Driver behavior plays an important role in the collisions.

It is reasonable to assume that aggressive driving may increase the probability of a collision with an animal. This study used magnitude of speeding to assess a driver's aggressiveness. The study assumed that drivers traveling under the posted speed limit tend to be conservative drivers (with a reduced chance of any kind of collision) and that drivers who exceed the posted speed limit tend to be aggressive drivers (with an increased chance of any kind of collision) (Castignani, et al., 2015; Eftekhari and Ghatee, 2018).

Magnitude of speeding refers to the difference between the driver's speed and the posted speed limit. Figure. 2-2b and Equation (2-1) explain Indictor B. As the magnitude of speeding increases, the situation's risk increases.
$M S_{i}=T S_{i}-P S L$
where:
$M S_{i}=$ magnitude of speeding for vehicle $i(\mathrm{~km} / \mathrm{h}) ;$
$T S_{i}=$ travel speed for vehicle $i(\mathrm{~km} / \mathrm{h})$; and
$P S L=$ posted speed limit on the highway segment considered $(\mathrm{km} / \mathrm{h})$.

A higher driving speed requires a longer stopping sight distance to allow for braking and avoiding a collision. In the United States, speeding accounted for $29 \%$ of traffic fatalities, $13 \%$ of injury crashes, and $10 \%$ of property-damage-only collisions in 2020 (NHSTA, 2020). We used magnitude of speeding (speed higher than posted speed limit) to capture aggressive driver behaviour.

Several studies have clearly shown the impact of changes in the posted speed limit on the number of animal-vehicle collisions (Zachary and Danks 2010; Meisingset et al., 2014). For example, Zachary and Danks (2010) showed that an $8-\mathrm{km} / \mathrm{hr}$ increase in the posted speed limit increased the chance of a moose-to-vehicle collision by $35 \%$, and Meisingset et al. (2014) showed that an increase in the speed limit from 50 to $70 \mathrm{~km} / \mathrm{hr}$ increased the relative risk of an animal-vehicle collision by a factor of 6.8 , and that an increase from 50 to $80 \mathrm{~km} / \mathrm{hr}$ increased the relative risk by a factor of 14.4.

Indicators A and B do not assess the spatial and temporal interaction between the animals and the vehicles. These interactions are assessed using Indicators $\mathrm{C}(\mathrm{SSD})$ and D (direct distance).
3) Indicator $C$ (stopping sight distance; $\operatorname{SSD}$ ). SSD is an estimate of the minimum distance at which a driver notices an object (in this study, an animal) on the roadway and can make a complete stop to avoid the collision with the object (AASHTO, 2018; TAC, 2019). See Fig. 2-2c. SSD is an important highway design parameter that considers a variety of safety elements including perception-reaction time, speed, and friction coefficient as shown in Equation (2-2). In this study, Indicator C represents a binary condition. If the distance between the vehicle and the nearest point of conflict is less than the SSD , the situation is considered risky. If the distance is longer than the SSD , the situation is considered safe.

$$
\begin{equation*}
S S D=V t_{p r}+\frac{V^{2}}{2 \mu(f \pm g)} \tag{2-2}
\end{equation*}
$$

In Equation (2):
$S S D=$ stopping sight distance (m);
$V=$ vehicle speed $(\mathrm{m} / \mathrm{s})$;
$t_{p r}=$ perception-reaction time (s);
$\mu=9.8 \mathrm{~m} / \mathrm{s}^{2} ;$
$f=$ friction coefficient; and
$g=$ roadway grade.
4) Indicator D (direct distance): In certain situations, Indicators A, B and C cannot capture the risk and will not trigger a warning for approaching vehicles. For example, if an animal is located outside the pre-set distance from a roadway, an approaching vehicle is traveling at less than the posted speed limit, and the SSD estimated for the vehicle appears to be adequate, the RADS may not trigger a warning. However, animal behavior is largely unpredictable, and an animal's speed and direction of movement may
suddenly change. For example, animals such as moose and deer sometimes unexpectedly jump directly towards a moving vehicle as if attacking the vehicle. Frid and Dill (2002) explained this behavior using the "fight-or-flight theory" originally introduced by Cannon (1916), more than a century ago. Indicator D (see Figure 2-2d) was used to assess the level of risk related to unpredictable behavior by taking into account the actual distance between an animal and a vehicle to capture the varying level of risk associated with an animal suddenly changing course and other movements that reduce the distance between an animal and a vehicle. As direct distance decreases, the situation's risk increases.


Figure 2-2: The four indicators used for input indicator selection

Although the study did not include a separate indicator for the running speed of a moving animal, three of the four proposed indicators (Indicators A, C and D) indirectly reflect the speed of a moving animal as the estimated values are updated every second. As an example, Indicator A (lateral distance from animal to roadway) will be decreasing faster for an animal each second that is moving towards the
roadway faster than an animal that is moving slowly towards the roadway.

Also, although this study did not use the traveling speed of vehicles as a separate indicator, Indicators $C$ (SSD) and $D$ (direct distance) indirectly capture the impact of travel speed of vehicle. Equation (2-2) shows that the SSD required increases with higher vehicle travel speed. Higher vehicles speeds will produce a higher level of risk than do lower vehicle speeds. As the proposed system analyzes the situation second by second, the direct distance captures the changing effect of vehicles' traveling speed.

### 2.2.2. Risk Analysis Algorithm

Artificial intelligence algorithms used in risk analysis require combination of the various input indicators to estimate varying levels of risk. Algorithms that combine multiple input indicators include statistical algorithms, machine learning algorithms, and fuzzy rule-based algorithms (Ding et al., 2019). The choice of an appropriate algorithm depends largely on the nature of the problem and issues such as the complexity of the interrelationships, the causes of uncertainty, the availability of data, the type of data (qualitative or quantitative), etc. (Balmat et al., 2011). Teodorović (1994) noted that a collision avoidance system (CAS) in intelligent transportation systems often needs to deal with traffic flows in situations where data are very uncertain and/or scarce. RADS installations are usually on highway segments with little traffic where limited and missing observed data are major constraints particularly when creating a rural CAS (as in this study).

Most algorithms require a relatively large volume of input data to calibrate the system, and some input parameters may involve a range of uncertainty (e.g., the driver perception-reaction time used in Equation (2-2) varies and is affected by a driver's health age, quality of vision, etc.). Calibrating a RADS requires consideration of the number of actual or near miss collisions between vehicles and animals, but as these collisions are rare, it is not possible to observe and record the large amount of data required for
system calibration. In addition, collecting detailed driver information in the field can be costly and/or impossible due to the privacy by-laws of some jurisdictions.

Fuzzy rule-based algorithms are designed to capture and analyze uncertainty without requiring a large amount of data. They were originally proposed by Zadeh (1965). A fuzzy rule-based algorithm uses a membership function to determine a membership degree between 0 and 1 for each input indicator. The membership function can be changed into a "fuzzy set" designed to capture the uncertainty of the input and output variables. These fuzzy sets can be defined as linguistic variables (safer or riskier in our case) and can evaluate binary situation such as yes/no, true/false, etc. Notice that fuzzy rule-based algorithms have been widely used for many different transportation safety studies (Shrinivasan, et al., 2007; Shrinivasan, et al., 2018). A fuzzy rule-based algorithm has three main stages: 1) fuzzification, 2) rule evaluation, and 3) deffuzication (Mendel, 1995). In the fuzzification stage, we used fuzzy linguistic variables to convert the four indicators defined in Section 2.2.1 into input fuzzy sets and we determined the shape of the membership functions for each input indicator. In the fuzzy rules stage, we defined linguistic IF-THEN rule constructions. For example, a fuzzy rule can be defined as: if distance from animal to roadway (indicator A) is "safer," and magnitude of speeding (Indictor B) is "safer," and SSD (Indicator C) is "safer," and direct distance (Indictor D) is "safer," then output fuzzy set is "very low."


Figure 2-3: Input indicator selection and risk analysis algorithm

The defuzzification stage converts the fuzzy output set to risk. Figure 2-3 shows the concepts involved in the input indicator selection and the risk analysis algorithm.

### 2.3. Application of the Proposed Algorithm to a Real-World Case

### 2.3.1. Study Data

In this study, an "event" was defined as a situation in which the movement of one or more animals and the movement of one or more vehicles were detected during the same time window for at least 10 seconds. To demonstrate the application of the proposed fuzzy rule-based algorithm to a real-world situation, the study analyzed two months of RADS data (June, 2018 to July, 2018) from a RADS that covers a 1.4 km section of a two-lane rural highway (Trans-Canada HWY 1) in the Glacier National Park, British Columbia, Canada. The posted speed limit of the highway section is $90 \mathrm{~km} / \mathrm{h}$. During the data collection period, the RADS detected 35 events. For all the events, animals were detected close to the roadway (lateral distance from animal to roadway was less than 15 meters).

### 2.3.2. Calibration of the Fuzzy Rule-Based Algorithm

A five-step calibration process was required to localize the fuzzy rule-based algorithm to our study location: 1) determination of input fuzzy set, 2) determination of membership function for input fuzzy set, 3) determination of boundary values for membership function, 4) determination of output fuzzy set and fuzzy rule, and 5) clarification of stopping criterion in fuzzy rule-based algorithm.
2.3.2.1. Determination of Input Fuzzy Set: This study assigned the most basic number (two) of input fuzzy sets for each indicator (see Table 2-1).

Table 2-1: Input fuzzy sets for indicators

| Input Indicator | Input Fuzzy Set |
| :--- | :--- |
| A. Lateral distance from animal to roadway | Safer, Riskier |
| B. Magnitude of speeding | Safer, Riskier |
| C. SSD | Safer, Riskier |
| D. Direct distance | Safer, Riskier |

2.3.2.2. Determination of Membership Function for Input Fuzzy Set: An appropriate shape for the membership function is then determined for each input fuzzy set. We used a "trapezoid" membership function as this is the most commonly used functional form in most practical applications (Barua et al, 2014).
2.3.2.3. Determination of Boundary Values for Membership Function: The boundary values of a membership function play an important role in a fuzzy rule-based algorithm. In this study, the boundaries were determined by using information published in the relevant literature and by analyzing field data collected from the RADS installed in the study area.

The British Columbia clear zone regulations were consulted to establish the boundary values for Indicator A. Table 2-2 shows the clear zone width currently applied in British Colombia for rural highways where the average daily traffic is between 1,500 and 6,000 . Table 2-2 shows how the clear zone width increases as the design speed increases (BC MoTI, 2019).

Table 2-2: Clear zone width by design speed in British Colombia for rural highways with average daily traffic of $\mathbf{1 , 5 0 0}$ to $\mathbf{6 , 0 0 0}$

| Design Speed (km/h) | Clear Zone Width (m) |
| :---: | :---: |
| $<70$ | $3.5-4.5$ |
| 80 | $5.0-5.5$ |
| 90 | $6.0-6.5$ |
| 100 | $8.0-9.0$ |
| $>110$ | $8.5-10.0$ |

Fitzpatrick et al. (2003) analyzed a significant amount of field data to investigate the relationship between design speed, posted speed, and operating speed. The study found that "while a relationship between operating speed and posted speed limit can be defined, a relationship of design speed to either operating speed or posted speed cannot be defined with the same level of confidence." The study also found that design speed appears to have minimal impact on operating speeds unless a tight horizontal radius or vertical curve is present. The study further noted that the posted speed limit sometimes exceeds
the design speed which may result in liability concerns. Unfortunately, we did not have clear information about the design speed for our study section. As a result, this study used the minimum and maximum clear zone widths presented in Table 2-2 and set the boundary values for the input fuzzy set of Indicator A as 3.5 m and 10 m respectively.

The boundary values for Indicator B were estimated from the vehicle travel speeds collected by the RADS at the study site. Figure 2-4 is a boxplot showing the distribution of vehicle travel speeds. As the posted speed limit of the study section is $90 \mathrm{~km} / \mathrm{h}$, the boundary values for the fuzzy sets for Indicator B were $0 \mathrm{~km} / \mathrm{h}(90 \mathrm{~km} / \mathrm{h}$ - posted speed limit $(90 \mathrm{~km} / \mathrm{h})$ ) and $30 \mathrm{~km} / \mathrm{h}(120 \mathrm{~km} / \mathrm{h}$ - posted speed limit (90 $\mathrm{km} / \mathrm{h})$ ), i.e., the magnitude of speeding varied from $0 \mathrm{~km} / \mathrm{h}$ to $30 \mathrm{~km} / \mathrm{h}$.


Figure 2-4: Distribution of vehicle travel speeds

The boundary value for Indictor C was based on the SSD presented in the most recent North American geometric guidelines (AASHTO, 2018; TAC, 2019). This study estimated the distance from an approaching vehicle to the nearest point of conflict on the roadway and compared with the SSD. If the distance obtained was positive (higher than or equal to zero), the situation was considered safe. If the distance obtained was negative (lower than zero), the situation was considered risky. Therefore, SSD has a binary value of zero represents safer and one represents riskier.

To determine the boundary condition for Indicator D , this study used the maximum distance detectable by the RADS. This distance, approximately 1.4 km , was the distance used as the maximum boundary value representing the maximum direct distance between an animal and a vehicle. As the theoretical minimum direct distance between an animal and a vehicle is zero (the distance at which a collision occurs), the minimum boundary value for the input fuzzy set for Indicator D was zero.

Figure 2-5 shows the boundary values and functional form of the input fuzzy sets used for the study's four indicators.


Figure 2-5: The boundary values and membership function of input fuzzy sets
2.3.2.4. Determination of Output Fuzzy Set and Fuzzy Rule: The determination of fuzzy rules provides an important link between the four indicators and the composite risk indicator and allows us to apply IFTHEN rule constructions. As there are four indicators and each indicator has two input fuzzy sets (safer
and riskier), the total number of combinations becomes $16\left(=2^{4}\right)$. Each combination presents a distinct fuzzy rule.

To determine the 16 fuzzy rules, it was necessary to define the output fuzzy sets associated with the composite risk indicator. The procedure suggested in the literature was used to generate pre-defined output fuzzy sets (Phillis and Davis, 2009)

We assigned an integer value of 0 (safer) or 1 (riskier) to the two input fuzzy sets for each indicator. Each fuzzy rule maps each input indicator $(A, B, C, D)$ to the output fuzzy set for the composite risk indicator $(\varphi$,$) where (A, B, C, D) \in\{0,1\}$, and $\varphi=A+B+C+D$.

The minimum $\varphi$ value of $0(=0+0+0+0)$ occurs when all four input fuzzy sets are assigned as "safer," and the maximum $\varphi$ value of $4(=1+1+1+1)$ occurs when all four input fuzzy sets are assigned as "riskier." In this study, there were five output fuzzy sets as $\varphi$ could have one of five values $\{0,1,2,3,4\}$. The five output fuzzy sets were interpreted as ranging from a "very low $\{0\}$ " risk to a "very high $\{4\}$ " risk. The five output fuzzy sets were mapped evenly as shown in Figure. 2-6 to produce the composite risk indicator that varies from 0 to 1 .


Figure 2-6: Membership function for output fuzzy sets

Here, we explain the risk and the relationship between four input indicators and the composite risk indicator in detail. The risk of a collision is defined as the chance (probability) of a collision given the temporal and spatial interaction between road users (i.e., road user closeness in space and time) (Johnsson et al., 2018).

To capture the risk, we selected four input indicators each of which had two fuzzy sets ("riskier" and "safer"). Figure 2-5 shows each fuzzy set for input indicators together with the boundary values. Furthermore, the composite risk indicator (output) has five fuzzy sets: "very-low", "low", "intermediate", "high", and "very-high". Figure 2-6 shows each fuzzy set for the composite risk indicator together with the boundary values. Table 2.3 shows the 16 rules we defined to connect the four input indicators and their fuzzy sets with the five levels of the composite risk indicator. For example:

- If the fuzzy sets of the four input indicators are all "safer," then the fuzzy set of the composite risk indicator is "very low" (see rule\# 1);

Table 2-3 The fuzzy rule-based algorithm's 16 rules

| Rule ID | Indicator $_{\mathrm{A}}$ | Indicator $_{\mathrm{B}}$ | Indicator $_{\mathrm{C}}$ | Indicator $_{\mathrm{D}}$ | Composite Risk Indicator $^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Safer | Safer | Safer | Safer | Very Low |
| 2 | Riskier | Safer | Safer | Safer | Low |
| 3 | Safer | Riskier | Safer | Safer | Low |
| 4 | Safer | Safer | Riskier | Safer | Low |
| 5 | Safer | Safer | Safer | Riskier | Low |
| 6 | Riskier | Riskier | Safer | Safer | Intermediate |
| 7 | Riskier | Safer | Riskier | Safer | Intermediate |
| 8 | Riskier | Safer | Safer | Riskier | Intermediate |
| 9 | Safer | Riskier | Riskier | Safer | Intermediate |
| 10 | Safer | Riskier | Safer | Riskier | Intermediate |
| 11 | Safer | Safer | Riskier | Riskier | Intermediate |
| 12 | Riskier | Riskier | Riskier | Safer | High |
| 13 | Riskier | Safer | Riskier | Riskier | High |
| 14 | Riskier | Safer | Riskier | Riskier | High |
| 15 | Safer | Riskier | Riskier | Riskier | High |
| 16 | Riskier | Riskier | Riskier | Riskier | Very High |

- If the fuzzy sets of the four input indicators are all "riskier," then the fuzzy set of the composite risk indicator is "very high" (see rule\# 16); and
- If the fuzzy sets of two indicators are "safer" and the fuzzy sets of two other indicators are "riskier," then the fuzzy set of the composite risk indicator is "intermediate" (see rules \#6-11).

Figure 2-7 shows two examples of a risk value estimated by our fuzzy rule-based algorithm. The first example is the vertical blue line which intersects the "Intermediate" fuzzy set a 0.8 degree of membership (top horizontal blue line) and intersects the "Low" fuzzy set with a 0.2 degree of membership (bottom horizontal blue line) resulting in a risk value of 0.45 . The second example is the vertical red line which intersects the "Intermediate" fuzzy with a 1.0 degree of membership (top horizontal red line) and intersects the "Low" fuzzy set with a 0.0 degree of membership (bottom horizontal red line) resulting in a risk value of 0.50 .


Figure 2-7. An example of two risk values generated by fuzzy rule-based algorithm
2.3.2.5. Clarification of stopping criterion in fuzzy rule-based algorithm: We defined the fuzzy rule-based algorithm's stopping criterion as being when the algorithm generates a zero risk. The stopping criterion refers to the moment when a vehicle passes the nearest point of conflict with an animal (see Figure 2-2) and the animal cannot follow the vehicle even at its maximum running speed. As the collisions involved with animals were mostly with bear (max. running speed $=48 \mathrm{~km} / \mathrm{h}$ ), moose (max. running speed $=56$
$\mathrm{km} / \mathrm{h}$ ), or deer (max. running speed $=64 \mathrm{~km} / \mathrm{h}$ ) (The Wildlife Collision Prevention Program, 2019), we used $64 \mathrm{~km} / \mathrm{h}$ as the maximum speed of an animal. As all of the input data are provided and analyzed second by second, the estimated risk can suddenly become zero in the next second. Note that if the input data periods were less than a second (e.g., a tenth of a second), the estimated value of risk would decrease more gradually.

### 2.4. Results of Analysis of Case Study

The analysis used the Matlab Simulink package. This study randomly selected one of the 35 real-world events detected by the study area RADS to demonstrate the proposed approach. The event selected showed the movement of one animal and two vehicles over 13 consecutive seconds. See Figure 2-8. The leading vehicle was vehicle \#1 and the following vehicle was vehicle \#2. During the 13 seconds, vehicle \#1 increased its speed from $90.5 \mathrm{~km} / \mathrm{h}$ to $100.5 \mathrm{~km} / \mathrm{h}$, and vehicle \#2 decreased its speed from $106 \mathrm{~km} / \mathrm{h}$ to $87 \mathrm{~km} / \mathrm{h}$.


Figure 2-8: The movement of one animal and two vehicles over 13 consecutive seconds of the event.

Figure. 2-9 shows the changes in the four indicators (labeled a) to d)) and the changes in the estimated composite risk indicator (labeled e)) during the 13 seconds of the event.

1) Indicator $A$ (lateral distance from animal to roadway). Figure. 2-9a shows that an animal 10.9 m from the roadway moved closer to the roadway and was 1.9 m away at 13 seconds. Indicator A can be expected to contribute to increasing the value of composite risk indicator for both vehicles as time passes.
2) Indicator $B$ (magnitude of speeding). Figure $2-9 b$ shows that the magnitude of speeding increased from $0.5 \mathrm{~km} / \mathrm{h}$ at the start of the event to $10.5 \mathrm{~km} / \mathrm{h}$ for vehicle \#1 and decreased from $16.4 \mathrm{~km} / \mathrm{h}$ to $0 \mathrm{~km} / \mathrm{h}$ for vehicle \#2. Indicator B can be expected to contribute to increasing the value of composite risk indicator for vehicle \#1 and decreasing the value of composite risk indicator for vehicle \#2 as time passes.
3) Indicator C (stopping sight distance). For vehicle \#1, Figure 2-9c shows that the SSD increased from 0 to 1 m at 5 seconds, i.e., at 5 seconds, vehicle \#1 could not stop in time if the animal jumped onto the nearest point of conflict. For vehicle \#2, the same situation arose at 7 seconds. Furthermore, for vehicle \#1, SSD does not have value after second 8 when vehicle passes from animal. For vehicle \#2, the same situation arose at 12 seconds. Indicator $C$ can be expected to contribute to increasing the value of composite risk indicator at 5 seconds for vehicle \#1 and at 7 seconds for vehicle \#2.
4) Indicator D (direct distance). Figure. 2-9d shows that for vehicle \#1, the direct distance decreased until 9 seconds and then increased. For vehicle \#2, the direct distance decreased until 11 seconds and then increased. For the first 9 seconds for vehicle \#1 and for the first 11 seconds for vehicle \#2, Indicator D can be expected to contribute to increasing the value of composite risk indicator. The risk can then be expected to decrease to zero (no risk) as the vehicles increase their distance after passing the animal.


Figure 2-9: Changes in the four indicators and the estimated composite risk indicator during the

## 13 seconds of the event

5) Figure $2-9 \mathrm{e}$ shows the estimated risk for the two vehicles over the 13 seconds. Vehicle \#1's composite risk values increased for the first 8 seconds largely because the vehicle was increasing speed. There was a relatively large increase in the value of composite risk indicator (from 0.34 to 0.53 ) from 4 seconds to 5 seconds. This increase occurred largely because Indicator $C$ changed from 0 to 1 indicating
that vehicle \#1 could not stop in time if the animal jumped onto the roadway. Fortunately, as the animal was still 7.5 m away from the roadway at vehicle \#1's peak risk of 0.63 at 8 seconds, the value of composite risk indicator remained well under the maximum risk of 1 . The risk for vehicle \#2 were similar to those of vehicle \#1 but peaked at 11 seconds rather than at 8 seconds because vehicle $\# 2$ 's was decreasing travel speed and because it was the following vehicle.
6) The value of composite risk indicator for vehicle \#2 was higher than the value of composite risk indicator for vehicle \#1 during the first four seconds. This might be unexpected as we normally expect a higher risk for the leading vehicle (vehicle \#1) because it is closer to the animal than is the following vehicle (vehicle \#2). In this case, however, vehicle \#2 had a much higher magnitude of speeding than did vehicle \#2 during the first four seconds (see Figure. 2-9b) resulting in a higher estimated risk for vehicle \#2. We consider these results to be appropriate as they imply that the proposed NG RADS takes a conservative approach by providing an opportunity for the following vehicle(s) to receive the same or even higher levels of warning as the leading vehicle. This approach will help to increase the reaction or evasion time available to the following vehicle to avoid a collision with a large animal ahead even when a leading vehicle ahead blocks sight of the animal.

In summary, the proposed model used the multiple inputs to produce varying risk as intended. We think that varying risk provide a clear advantage over a conventional RADS that relies on a binary input and a binary output.

### 2.4.1. Sensitivity Analysis

Sensitivity analysis is a common approach used to show the adequacy of a new product or model, particularly when observed data are scarce as in this study (Laureshyn et al., 2017). In the context of road safety, Laureshyn et al. (2017) explained that sensitivity analysis is a procedure designed to investigate whether a measure can indicate the direction of change (improvement or deterioration) in safety, but not
the absolute extent of the change. For example, a sensitivity analysis could show whether the proposed system generates outputs (risk in this study) in the direction expected from changes in the input values (the four indicators in this study).

Figure. 2-10 shows the results of the sensitivity analysis, i.e., how the composite risk values changed as the input indicators changed. The changes are shown as 3-D surfaces. In Figure 2-10a, the values of Indicators A (distance from animal to roadway from 0 m to 15 m ) and B (magnitude of speeding from 0 km to $30 \mathrm{~km} / \mathrm{h}$ ) change. In Figure 2-10b, the values of indicators C (SSD from 0 to 1 ) and D (direct distance from 0 m to $1,400 \mathrm{~m}$ ) change. Three examples of each pair of indicators are provided as shown in the tables under the surfaces. In general, the direction of change in the value of composite risk indicator is what we expect.

For instance, the three surface layers in Figure 2-10a present the three different composite risk indicator surfaces associated with the different input values for Indicators C and D shown in the tabulation below the surfaces. Regardless of changes in Indicators C and D, the value of composite risk indicator increases when Indicator A decreases and Indicator B increases, but the range of the value of composite risk indicator depends on Indicators C and D . The value of composite risk indicator changes from 0 (the minimum value) to 1 (the maximum value). These results are as expected.

Figure 2-10b shows three surface layers that present the three different composite risk indicator surfaces associated with the different input values for Indicators A and B shown in the tabulation below the surfaces. When indicator D decreases, the value of composite risk indicator increases regardless of the values for Indicators D and C. Indicator C is binary and shows a sudden increase in the value of composite risk indicator when its value C changes from zero to one. This result is as expected.

In general, the two lowest surfaces (surfaces 3 and 6) show combinations of indicator values that deliver a relatively low level of risk (highest risk value is 0.5 ), and the two highest surfaces (surfaces 1
and 4) represent combinations of indicator values that deliver a relatively high level of risk (minimum risk value is 0.5 ) that may require a strong and urgent level of warning for drivers.


|  | Indicator C | Indicator D | Composite Risk Indicator |
| :--- | :---: | :---: | :---: |
| Surface 1 | 1 | 0 | $(0.50,1.00)$ |
| Surface 2 | 0 | 0 | $(0.25,0.75)$ |
| Surface 3 | 0 | 1400 | $(0.00,0.50)$ |

a) Estimated composite risk indicator when Indicators A and B change

b) Estimated composite risk indicator when Indicators C and D change

Figure 2-10: Sensitivity analysis results

### 2.5. Discussion and Recommendations

### 2.5.1. Potential Benefits of NG RADS over Conventional RADS

As noted, this study can be viewed as a feasibility (proof-of-concept) study for developing a framework (algorithm) for an advanced NG RADS that can be integrated with V2I technology. The proposed NG RADS can produce a varying output (different levels of risk) and a varying output (different levels of warning).

Figure 2-11 shows the potential benefits of our proposed system compared with a conventional RADS. In the Figure, imagine a situation when a vehicle is traveling a section of highway during the time from time $i$ to time $n$. The vehicle passes an animal near the roadway at time $k$ (the nearest point of conflict).

As shown in Figure 2-11, a conventional RADS (the horizontal brown line) generates a fixed and constant level of warning (the brown line) over the entire duration of warning. The warning begins as soon as the system detects the presence of an animal within a pre-set area and the same level of warning continues for a certain period of time which may even include a period after the disappearance of an animal. The conventional RADS does not consider the intensity or duration of potential interactions between an animal and a vehicle.

The proposed NG RADS, however, can disseminate different levels of warning depending on the composite risk indicator generated for a particular circumstance. Figure 2-11 provides examples of two alternative approaches to the warnings disseminated by the NG RADS, \#01 (the purple curve) and \#02 (the orange curve).


Figure 2-11: Benefits of NG RADS versus the conventional RADS

In warning \#01, the NG RADS detects the presence of an animal at time $i$ and activates a medium
level of warning that then increases in intensity until the vehicle passes the nearest point of conflict with the animal (at time $k$ ) after which the vehicle is no longer under risk and the warning level quickly drops to zero (at time m). This approach has two important benefits over the conventional RADS: 1) relevantly timed warnings, i.e., a driver will receive a warning message only while necessary and will not be distracted and/or stressed by nuisance warning messages after the risk has passed; and 2) a stronger level of warning for emergency situations that require a driver's immediate attention, e.g., animals on roadway rather than roadside.

In warning \#02, the NG RADS also detects the presence of an animal at time $i$ and activates a warning that takes the risk level at time $I$ into account. In the example, the risk is low between time $i$ and time $j$ so the level of warning is not intense. If the value of composite risk indicator increases, the intensity of the warning increases as shown from $j$ to $k$. Approach \#02 is the favoured approach because it begins by disseminating relatively less intense warning messages and only disseminates stronger warning messages after time $j$ if necessary and therefore minimizes distracting and/or stressing drivers with nuisance warnings.

Although the proposed NG RADS can estimate the varying levels of risk second by second, the system should not automatically disseminate a stream of varying levels of warning message to drivers. Providing the most appropriate level of warning the most appropriate time in response to the estimated level of risk is expected to be a challenging issue that should be fully investigated in Phase III (communication). Too many different risk levels may be confusing and difficult for drivers to interpret and react to appropriately especially when time is limited. The system may decide to limit the number of warning levels to three (low, medium, and high).

Although the advanced V2I communication technology envisaged for investigation in Phase III (communication) is not a focus of this study, the auto industry is rapidly developing connected
autonomous vehicles (CAVs) which could deliver even greater benefits from the NG RADS. Future NG RADS could automatically and continuously trigger changes in the traveling speed of CAVs and could even completely stop one or more vehicles if the risk level is high.

It is also possible to imagine different ways for the NG RADS to disseminate varying levels of warning for human drivers. Firstly, it may be useful to consider additional warning lights and/or sound, for example, warning lights that can display multiple colors or LED lights that flash frequently with/without an extra sound warning similar to the warning sound at a grade-crossing. If the level of risk increases, light and/or sound can become more intense. Secondly, some near-future vehicles (still with human drivers) may be able to communicate directly with the NG RADS in which case many means of disseminating different levels of warning for human drivers could become available (e.g., vibrating steering wheels, warning messages on the vehicle's built-in display system, and/or alarm sounds broadcast through the vehicle's built-in audio system). Thirdly, multiple NG RADS could cover many kilometers of highway thereby detecting the presence and movement of large animals along much longer sections of highway than can the in-vehicle detection systems (e.g., radar or LIDAR) currently available on individual autonomous vehicles.

Although this study has highlighted the potential benefits of the NG RADS over a conventional RADS, decision makers need to know the effectiveness of the proposed system, i.e., the expected percentage reduction in the number of collisions (see US Highway Safety Manual, 2010). Unfortunately, the effectiveness of the NG RADS can only be estimated with a scientific before and after study of the change in the number and severity of collisions recorded at a site and such a study can only be conducted after an appropriate period of operation in the field. Uncertainty is a challenge when deciding to install any new system (including the proposed NG RADS).

### 2.5.2. Limitations of Current Study and Recommendations for Future Work

It is important to note the study's limitations and opportunities for future improvement. In terms of limitations, Indicator C (see Equation (2-2)), for example, includes the input parameters perceptionreaction time and friction coefficient. This study used a fixed value (taken from the AASHTO, 2018) for each one, but both are hard to observe in real-time in the field and in reality, both vary considerably. For example, perception-reaction times vary from one driver to another, and surface conditions associated with a roadway's friction coefficient change over time depending, on changing weather conditions, etc. Future work could include a sensitivity analysis to explore the impact of varying input parameter values for perception-reaction times and friction coefficients. Future work will also need to search for an appropriate wireless technology that provides realistic values for input parameters. The technology would, for example, need to connect to the closest weather station to collect data such as real-time rainfall to update the friction coefficient as required.

Future work needs to address many issues associated with Phase III (communication). For instance, future work needs to develop a process that can properly determine a range of thresholds and the appropriate level of warning including the threshold for triggering an intense or emergency level of warning. If the value for a threshold is too low, too many events may trigger a warning message that is stronger than needed causing unnecessary distraction/stress for drivers. If, on the other hand, the value for a threshold is too high, the system may not alert drivers to situations that require a driver to react.

Future work also needs to screen and select the most effective V2I technologies for disseminating varying levels of warning message. As outlined above, we can use a visual, audible or tactile type of communication or a combination of these. Future work needs to consider environmental factors (e.g., adverse weather conditions) that may affect the behavior and choices of an animal or driver. Such a study would probably require extensive and possibly costly data collection.

As the scope of this study did not include searching for the best mathematical approach to risk analysis, future work may need to consider improving the fuzzy rule-based algorithm applied in this study. It might be useful, for example, to investigate a potentially more appropriate type of membership function (e.g., a Gaussian function rather than the linear function used in this study). Future study could also test various other algorithms (e.g., machine learning, Bayesian inference, etc.) to compare the accuracy and efficiency of the approaches in generating more accurate composite risk indicator. Such tests could be costly as they may require collecting substantial amounts of detailed field data over a considerable period of time to calibrate the algorithms for various different situations.

Lastly, future work needs to design the most affordable NG RADS. As many collisions involving large animals occur in remote areas, connecting the NG RADS to the nearest electrical grid may require substantial construction and/or installation costs. Where feasible, solar power may be worth considering, but this approach also has costs such as the cost of the solar panels, installation and maintenance (e.g., regular solar power battery replacement).

Although careful further analysis is required, we trust that this study has provided good seed information for the eventual development of a NG RADS to increase safety on rural roads.
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## CHAPTER THREE

# 3. DEVELOP A FUZZY RULE-BASED ALGORITHM FOR A SMART PROTECTION SYSTEM TO PREVENT COLLISIONS WITH POLICE OFFICERS ON DUTY ON THE ROADWAY 


#### Abstract

Police officers on duty on the road for traffic stops, vehicle collisions, traffic direction, etc. are exposed to the risk of being hit or even killed by a passing vehicle. Very few studies have tried to develop a collision avoidance system (CAS) that can warn pedestrians or police officers on duty on the road to take proactive evasive action. This study proposes a smart protection system for police officers on duty on the road. The development of the system envisaged involves three essential phases: I) detection, II) risk analysis, and III) warning and communication. This study has focused on the risk analysis phase. We developed a fuzzy rule-based algorithm that combines four input indicators (lateral distance from police officer to traveled lane, magnitude of speeding, stopping sight distance, and direct distance) into a single composite risk indicator. The study used data from a real-world situation on Highway 416 in Ontario, Canada to demonstrate the application of the proposed algorithm. The results clearly demonstrate that the proposed algorithm could identify near miss collisions with $78 \%$ success rate and could be used to give timely warning of a possible collision risk to police officers at work on a road.


Keywords: Smart protection system, Fuzzy rule-based algorithm, Collision avoidance system, Police officers, Risk analysis algorithm, Pedestrian-to-vehicle collisions

### 3.1. Introduction

Police officers have a number of duties such as directing traffic and pedestrians, stopping traffic for speeding, assisting/investigating severe collisions, etc. that require officers to be on the road and exposed to the risk of being hit by a passing vehicle. Between 2003 and 2013, 138 police officers were struck and killed on US highways (NHTSA, 2013). Data for 2015 to 2019 showed that 50 police officer deaths resulted from being struck by a vehicle. During this five-year period, traffic stops accounted for $24 \%$ of the deaths and assisting/investigating vehicle collisions for $22 \%$ (FBI, 2020).

Although a lot of research has considered the road safety of the general public (Moudon et al., 2008; Hassein et al., 2018; Ka et al., 2019), but not much research has been paid attention about reducing the number of collisions involving police officers on duty. This study proposes a new mathematical algorithm for developing a real-time smart protection system to protect police officers who are on duty on the road. The smart protection system refers to a variety of wireless connected devices such as sensors, detectors, and computers that can be used to provide field officers with real-time situational awareness and early warning of a possible collision.

The adoption of smart technologies in road safety is creating new ways to improve situational awareness for people using the roads. Examples are built-in vehicle devices, such as an automatic pedestrian detection system, that use advanced sensing technologies (LiDAR or radar) (Tong et al., 2018). Another example is a prototype system called "WalkSafe" which aims to protect distracted pedestrians by alerting pedestrians who are using a smartphone. The system relies on phone cameras for detecting vehicles coming towards a pedestrian (Wang et al., 2012). Foerster et al. (2014) proposed a similar pedestrian protection system called "SpareEye". This system also uses smartphone cameras. The system alerts the pedestrian to vehicles along the pedestrian's walking path and alarms the pedestrian. Lin et al. (2017) developed a smart system called "pSafety" which uses a smartphone's GPS data to estimate the
position of a pedestrian and to provide warning of a potential collision with an approaching vehicle 3 to 4 seconds before the collision might occur. Tong and Jia (2019) developed augmented reality glasses (i.e., a wearable device) which activate a warning when there is a risk of a collision. The screen of the virtual reality glasses displays the remaining time to a collision and shows the expected path of the approaching vehicle.

Some studies have considered the safety of construction zone workers by investigating the possibility that wearable devices known as smart vests could reduce collision risk with approaching vehicles. The researchers embedded sensors into traffic cones to detect and analyze approaching risk and the sensors could then alarm construction zone workers by light emitting diode lights or by vibration in the case of a high-risk situation. The study technology warned the construction zone workers of a collision risk as soon as a single cone was hit by an approaching vehicle (Dayal et al., 2013; Roofigari-Esfahan et al., 2021).

In a smart protection system, a high-risk situation is generally estimated using surrogate safety indicators (Mullakkal-Babu et al., 2017). Surrogate safety indicators are performance measures used to assess the level of risk/safety in real-time. Many surrogate road safety indicators have been introduced (time to collision, post encroachment time, time headway, etc.). Mahmud et al. (2017) and Johnsson et al. (2018) provided comprehensive reviews of many surrogate safety indicators. The indicators can capture a portion of the risk associated with certain types of collision. For instance, time to collision and time headway are useful indicators if capturing the risk associated with rear-end collisions whereas post encroachment time better captures the risk associated with angle collisions at intersections. Currently, no single indicator can successfully capture all types of collisions on roadways.

The use of multiple indicators to assess collision risk requires a complex and sophisticated algorithm that can generate a composite risk indicator by combining different input indicators. An
integrated system that can produce a single composite indicator is obviously attractive for decision makers needing to set target goals and priorities. Arun et al. (2021) regarded the integration of outcomes from several surrogate indicators into a single composite indicator that estimates the risk associated with collisions as a promising approach, but their study focused on vehicle-to-vehicle collisions. No research has considered a composite indicator that could alert police officers to the risk of being hit by a vehicle.

Teodorović (1994) noted that a collision avoidance system (CAS) in intelligent transportation systems often need to deal with traffic flow situations where data are very uncertain or scarce to collect. As a result, the choice of an appropriate method for a study that aims to develop a new product often depends largely on the nature of the available data and missing observed data are often a major constraint. Many advanced algorithms (e.g., deep learning) require a fairly large volume of input data to calibrate the system and some data are inevitably uncertain. In this study, it is necessary to consider actual and/or near miss collisions between vehicles and police officers, but as these collisions occur only rarely, it is not possible to observe and record a large amount of relevant data for system calibration.

This study used a fuzzy rule-based algorithm to produce a single composite risk indicator. Zadeh (1965) proposed fuzzy rule-based algorithms as a tool for capturing and analyzing uncertainty without requiring a large amount of input data. A fuzzy rule-based algorithm uses a membership function to determine a membership degree between 0 and 1 for each input indicator. The membership function can be changed into a "fuzzy set" designed to capture the uncertainty of the input and output indicators. These fuzzy sets can be used to evaluate binary situation such as yes/no, true/false, etc. and defined as linguistic variables (e.g., safer or riskier). Fuzzy rule-based algorithms have been widely used for many different transportation safety studies (Xiao et al., 2006; Lee et al., 2006; Li et al., 2012; Liu et al., 2017).

### 3.1.2. Study Goal and Objectives

The goal of this study is to propose a smart protection system for pedestrian who works on roadway (police officer in our case) which relies on designing a risk analysis algorithm (fuzzy rule-based algorithm) to create a composite risk indicator. The study objectives are:

1) Identify appropriate input indicators of different risks associated with different risks associated with police officer' diverse activities, and traffic situations;
2) Apply a risk analysis algorithm that can combine outputs from multiple indicators, estimate varying levels of risk, generate a single composite risk indicator, and provide an opportunity for timely warning to the police officer; and
3) Validate the use of the algorithm in a case study involving field police officers on duty on the road.

### 3.2. Proposed Smart Protection System

Figure 3-1 shows the three phases of the proposed smart system: I) detection; II) risk analysis, and III) warning and communication.
I. Phase I (detection): A $360^{\circ}$ scanning radar sensor can be installed, for instance, on top of a police vehicle. This sensor can detect an object within the line of sight up to a maximum radius of 700 meters (Mukherjee et al., 2013). The outputs of the detection phase are the positions (i.e., x and y coordinates), trajectories and speeds of passing vehicles and police officers in real-time (e.g., second by second).
II. Phase II (risk analysis): The system uses the seed information from Phase I to develop multiple input indicators to capture police officer behavior, driver behavior, and the spatial and temporal interaction between the police officer and passing vehicle. The input indicators could include the
lateral distance from officers to traveled lane, the magnitude of speeding, the stopping sight distance, and the direct distance. The input indicators are similar to input indicators used in Chapter 2; however, the calibration (i.e., boundaries of membership functions) of risk analysis algorithm is different. A risk analysis algorithm using a sophisticated risk analysis algorithm is then developed to combine input indicator and to estimate a composite risk indicator. The composite risk indicator ranges from zero (lowest risk) to one (highest risk). The risk indicator is the outcome of the risk analysis phase and is used as an input to generate the appropriate level of warning in Phase III.
III. Phase III (warning and communication): If the risk generated in Phase II exceeds various pre-set thresholds, the system can generate the appropriate level of audio and/or vibration warning to the police officer. The warning can be disseminated to the police officer's equipment (e.g., mobile radio) or wearable device (e.g., wrist band) and the police officer can take evasive action.


Figure 3-1: Concept of the proposed smart protection system

Although we aim to develop a single-unit machine that can perform all three phases of tasks realtime and automatically, this study focuses primarily on Phase II (risk analysis). As a conventional radar system can detect input information such as the second by second position of police officers and vehicles, the technology needed for Phase I already exists and this study adopted a radar system similar to the system applied by Mukherjee et al., (2013). Phase III (warning and communication) will be investigated in future work.

### 3.3. Research Approach

The risk analysis phase comprises of five distinct sub-tasks:

1) Select input indicators - determine appropriate input indicators for capturing the possible collision risks associated with a police officer's field activities and traffic environment;
2) Apply a risk analysis algorithm - select and use an appropriate risk analysis algorithm (a fuzzy rule-based algorithm in this study) for combining the input indicators into a single composite indicator;
3) Calibrate the algorithm - collect real-world data and use the data on input indicators to calibrate the risk analysis algorithm to mimic the real-world;
4) Estimate the composite risk indicator - apply the calibrated algorithm to a scenario that reflects a typical situation for police officers to illustrate how the algorithm can be used to estimate the risk associated with the scenario; and
5) Validate the algorithm - compare the accuracy estimated by the proposed algorithm with the past study to demonstrate how well the algorithm estimates the risk associated with a police officer's field activities and traffic environment.

### 3.3.1. Task 1: Select Input Indicators

To select appropriate input indicators, the study investigated several collisions in which first responders including police officers were struck by a vehicle (U.S. Fire Administration, 2008; U.S. Fire Administration, 2012). We also thoroughly reviewed surrogate road safety indicators used in past studies (Mahmud, et al., 2017; Johnsson et al., 2018). We then selected and/or developed the four indicators shown in Figure 3-2. The four indicators are: 1) Indicator A (lateral distance from officer to traveled lane), 2) Indicator B (magnitude of speeding), 3) Indicator C (stopping sight distance (SSD)), and 4) Indicator D (direct distance).


Figure 3-2: The four input indicators

1) Indicator A (lateral distance from officer to traveled lane): When a pedestrian (a police officer in our case) is working on a roadway, there is a possibility of being hit by a passing vehicle.

Transportation engineers try to provide a safe lateral distance (minimum 0.6 m ) between pedestrians walking along the side of a roadway and the traveled lane (US Department of Transportation, 2020). Figure 3-2a illustrates the concept of Indicator A. As the lateral distance from the officer to the traveled lane decreases, the situation's risk increases.
2) Indicator B (magnitude of speeding): Aggressive driving (e.g., speeding, tailgating, running a red light, etc.) is known to be a key factor in collisions, and speeding (i.e., excessive speed) is known to be the most important aggressive driving behavior. Many North American studies have argued that reducing speeding is one of the most promising ways to reduce any type of collision (Hauer 2009; Schroeder et al., 2013; Castignani et al., 2015; Eftekhari and Ghatee 2018; NHSTA 2021) and it appears very reasonable to assume that aggressive driving will contribute to increasing the probability of a collision with a police officer on a roadway (Castignani et al., 2015). This study used the magnitude of speeding, i.e., the speed differential between a vehicle's travel speed and the posted speed limit, as a primary measure to assess an approaching vehicle's aggressiveness. Equation (3-1) and Figure 3-2b explain the concept of indictor B. As the magnitude of speeding increases, the risk increases.
$M S_{i}=T S_{i}-P S L$
where,
$M S_{i}=$ magnitude of speeding for vehicle $i(\mathrm{~km} / \mathrm{h}) ;$
$T S_{i}=$ travel speed for vehicle $i(\mathrm{~km} / \mathrm{h})$; and
$P S L=$ posted speed limit on the segment considered $(\mathrm{km} / \mathrm{h})$.

Note that Indicators A and B do not assess any spatial interaction between an officer and a passing vehicle. These interactions can be assessed using the following two indicators.
3) Indicator $C$ (stopping sight distance (SSD)): SSD is an estimate of the minimum distance at which a driver notices an object (in our case an officer) on the roadway and can make a complete stop to
avoid the collision with the object (AASHTO, 2018; TAC, 2019). See Figure 3-2c. SSD is an important highway design parameter that considers a variety of safety elements including perception-reaction time, speed and friction coefficient (see Equation (3-2)). In this study, the SSD indicator is presented as a binary indicator. If the distance between the vehicle and the nearest point of conflict is less than the SSD, the situation is considered risky. If the distance is longer than the SSD, the situation is considered safe.
$S S D=V t_{p r}+\frac{V^{2}}{2 \mu(f)}$
where,
$S S D=$ stopping sight distance (m);
$V=$ vehicle speed $(\mathrm{m} / \mathrm{s})$;
$t_{p r}=$ perception-reaction time (s);
$\mu=9.8 \mathrm{~m} / \mathrm{s}^{2}$; and
$f=$ friction coefficient.
4) Indicator $D$ (direct distance): In certain situations, indicators $A, B$, and $C$ cannot capture the potential risk and will not trigger a warning that a vehicle is approaching. For instance, if a police officer is located outside the threshold lateral distance from the roadway, an approaching vehicle is traveling at less than the posted speed limit, and the vehicle's estimated SSD for appears adequate, the system may not trigger a warning. However, there could be a rare but real circumstance when a police officer may suddenly move into the roadway without noticing an approaching vehicle. To take such a circumstance into account, this study used the direct distance between a vehicle and a police officer as an input indicator (see Figure 3-2d). As the direct distance decreases, the situation's risk increases.

Although this study did not use the traveling speed of vehicles as a separate and independent indicator, both Indicators C (SSD) and D (direct distance) indirectly capture the risk associated with an
approaching vehicle's travel speed. Equation (3-2) shows, for instance, that as a vehicle's approaching speed increases, the SSD required for a complete stop increases. It is clear that higher speeds increase the level of risk. In addition, as the proposed system analyzes the situation second by second, Indicator D (direct distance) also takes an approaching vehicle's traveling speed into account. As an approaching vehicle's speed increases, the direct distance rapidly decreases, and the estimated level of risk rapidly increases. In summary, we think it is redundant (double dipping) to consider approaching vehicles' travel speed as an independent indicator in our proposed algorithm.

### 3.3.2. Task 2: Apply a Risk Analysis Algorithm

Figure 3-3 shows a diagram of fuzzy rule-based algorithm with two main modules: 1) the knowledge base, and 2) the fuzzy inference unit (Mirabbasi et al., 2008). The knowledge base is the information that a modeler needs to provide for a fuzzy rule-based algorithm. This information can be collected using past studies and/or experts' opinions. The fuzzy inference unit refers to the consecutive processes which the algorithm follows to generate output. The fuzzy inference unit has three main stages: 1) fuzzification, 2) rule evaluation, and 3) defuzzification (Mendel, 1995). In the fuzzification stage, the input indicators (in this study, the four input indicators shown in Figure (3-2) are converted into input fuzzy sets using input membership functions. The number and shape of the membership functions for each input indicator are defined in the knowledge base module. In the rule evaluation stage, the four input indicators in the form of fuzzy input sets are combined using "IF-THEN" rule constructions. The output of this stage is fuzzy output sets. The IF-THEN rules should be defined in the knowledge base module. For example, a rule could be defined as: if lateral distance from officer to traveled lane (Indicator," and A) is "safer magnitude of speeding (Indictor B) is "safer," and stopping sight distance (Indicator C) is "safer," and direct distance (Indictor D) is "safer," then output fuzzy set is "very low."


Figure 3-3: Fuzzy rule-based algorithm

In the defuzzification stage, the fuzzy output sets are converted to estimated composite risk indicator using output membership functions. The number and shape of the membership functions for composite risk indicator are defined in the knowledge base module. A more detailed description of a fuzzy rule-based algorithm is provided by Mendel (1995).

### 3.3.3. Task 3: Calibrate the Algorithm

As the proposed smart protection system has not yet been implemented in a real-world circumstance, the study collected study data (e.g., second by second $x$ - and $y$-coordinates and speed data of pedestrians, traffic, etc.) from a radar system installed on a section of Highway 416 near Kemptville, Ontario. The radar covers a 1.4 km of section of a rural highway with four lanes (two lanes in each direction) and a grass median. The lane widths are 3.5 m and the shoulder widths are 3.5 m . The posted speed limit is 100 $\mathrm{km} / \mathrm{h}$. The static radar scans $360^{\circ}$ and can detect any moving objects within line of sight up to a maximum radius of 700 meters. The proposed smart protection system will have similar detection capabilities (see Mukherjee et al., 2013).

For the algorithm calibration, we used 51 real-world events collected on the Highway 416 section. In each situation, one or more people were performing activities outside of the vehicle (e.g., moving along a shoulder lane or even crossing a highway). Figure 3-4 shows a real-world event that can be considered
a risky circumstance. The left part of Figure 3-4 shows a truck driver (the white box) outside the truck while a vehicle is approaching (the blue arrow). The right part of Figure $3-4$ shows the bird's eye view of the situation with the truck driver standing on the roadway by the front of the truck with the vehicle about to pass him. From the moment that the truck driver stepped out of the driving cabin, it took 13 seconds for the approaching vehicle to pass the driver.

We think that this situation is comparable to a police officer ticketing a stopped vehicle. For this particular situation, we were able to access recorded data showing 13 consecutive seconds of second by second trajectories of the driver moving in the area by the truck and the vehicles passing by.


Figure 3-4: Real-world situation showing a pedestrian at risk

Figure 3-5 shows the three-step calibration process required to localize the fuzzy rule-based algorithm to a study location: Step 1) Fuzzification, Step 2) Rule Evaluation, and Step 3) Defuzzification.


Figure 3-5: Proposed fuzzy rule-based algorithm

## Step 1) Fuzzification

This step includes the following three sub-steps.

1) Determination of Input Fuzzy Set: We assigned the most basic number (two) of input fuzzy sets for each indicator, i.e., each indicator could be "safer" or "riskier."
2) Determination of Membership Function for Input Fuzzy Set: Several alternative types of membership function can be adopted including triangular, trapezoidal or bell-shape. As the trapezoidal shape function can uniformly discriminate between riskier situation and safer situation and was therefore considered the most suitable function for this study.
3) Determination of Boundary Values for Membership Function: The boundary values of a membership function play an important role in a fuzzy rule-based algorithm. In this study, the boundaries were determined by using existing knowledge obtained either from the relevant literature or from analyzing data in our study area.

For the boundary values for Indicator A, we used the lateral buffer space regulation suggested by the US Department of Transportation (2020). The lateral buffer space is a lateral area that separates traffic flow from the workspace or collision site (providing safe space for workers such as police officers to perform their duties on the road). The minimum lateral buffer space is usually 0.6 m and the maximum value is usually approximately 3.5 m (one full lane width) (Owens et al., 2010, US Department of Transportation, 2013; US Department of Transportation, 2019). This study set the boundary values of the input fuzzy sets of Indicator A as 0.6 m and 3.5 m , respectively.

The boundary values for indicator B were estimated from the data for vehicle travel speeds at the study site. Figure 3-6 is a boxplot showing the distribution of the travel speeds. As the posted speed limit of the study section is $100 \mathrm{~km} / \mathrm{h}$, the boundary values for the fuzzy sets for Indicator B are $0 \mathrm{~km} / \mathrm{h}$ and 35 $\mathrm{km} / \mathrm{h}(=135 \mathrm{~km}-100 \mathrm{~km})$, i.e., the magnitude of speeding varies from $0 \mathrm{~km} / \mathrm{h}$ to $35 \mathrm{~km} / \mathrm{h}$.


Figure 3-6: Distribution of vehicle travel speeds

The boundary value for Indictor C was based on the SSD presented in the most recent geometric guideline (AASHTO, 2018). We estimated the distance from an approaching vehicle to the projected location of police officer into the path of the vehicle and compared this distance with the SSD. If the
distance obtained was positive (higher than or equal to zero), the situation was considered safe. If the distance obtained was negative (lower than zero), the situation was considered risky. Therefore, SSD has a binary value of zero represents safer and one represents riskier.

To determine the boundary values for Indicator D , we used the maximum and minimum distance between a police officer and a vehicle. The maximum distance was the maximum distance covered by the radar, i.e., approximately 700 m . The minimum distance was zero (the distance at which a collision occurs).

## Step 2) Rule Evaluation

The rules provide an important bridge between the four indicators and the composite risk indicator and allow us to apply "IF-THEN" rule constructions. As there are four indicators and each indicator has two input fuzzy sets (safer and riskier), the total number of combinations becomes $16\left(=2^{4}\right)$. Each combination presents a distinct rule.

## Step 3) Defuzzification

For each of the 16 rules, we needed to define the output fuzzy sets associated with the composite risk indicator. This study followed the procedure suggested in previous studies to generate pre-defined output fuzzy sets (Kouloumpis et al., 2008, Phillis and Davis, 2009). We assigned an integer value 0 (safer) or 1 (riskier) to the two input fuzzy sets for each indicator. Each rule maps each input indicator ( $A, B, C, D$ ) to the output fuzzy set for composite risk indicator $(\varphi$,$) where (A, B, C, D) \in\{0,1\}$, and $\varphi=A+B+$ $C+D$. The minimum $\varphi$ value of $0(=0+0+0+0)$ occurs when all four input fuzzy sets are assigned as "safer", and the maximum $\varphi$ value of $4(=1+1+1+1)$ occurs when all four input fuzzy sets are assigned as "riskier." In our case, we had five output fuzzy sets as $\varphi$ could have one of five values $\{0,1$, $2,3,4\}$. The five output fuzzy sets were interpreted as ranging from "very low $\{0\}$ " risk to "very high $\{4\} "$ risk. We mapped these five output fuzzy sets evenly to produce the composite risk indicator. The
value of composite risk indicator varies from 0 to 1.

### 3.3.4. Task 4: Estimate the Composite Risk Indicator

We used data from the real-world situation shown in Figure 3-4 to illustrate the proposed approach. The data included 13 consecutive seconds of trajectories of a human and an approaching vehicle. Figure 3-7 shows the four input indicators and the estimated composite risk indicator during the 13 seconds. We used the Matlab Simulink package to produce the composite risk indicator.

1) Indicator $A$ (lateral distance from officer to traveled lane). Figure 3-7a shows that the person is positioned between 1.0 m and 1.5 m from the shoulder-side traveled lane for the entire 13 seconds. Indicator A is expected to contribute to an increase in the value of composite risk indicator if the person moves towards the traveled lane.
2) Indicator $B$ (magnitude of speeding). Figure $3-7 \mathrm{~b}$ shows that the magnitude of speeding is $0 \mathrm{~km} / \mathrm{h}$ at each of 13 seconds except second 10 when the vehicle increases its speed to 102 giving a magnitude of speeding of 2 km . Indicator B can be expected to contribute to an increase in xrisk indicator at time 10 .
3) Indicator $C$ (stopping sight distance). Figure 3-7c shows that the SSD increases from 0 for the first 7 seconds, but increases to 1 from time 8 onwards. The value of 1 for SSD means that the vehicle could not stop in time if the person moves into the traveled lane or if the driver loses control of his vehicle. Indicator $C$ can be expected to contribute to an increase in the value of composite risk indicator from time 8.
4) Indicator $D$ (direct distance) Figure 3-7d shows that the direct distance between the person near the truck and the approaching vehicle decreased until time 11 and then increased after passing the person. Indicator D is expected to contribute to gradually increasing the value of composite risk
indicator as the vehicle came closer to the person up to time 11, to become 7 meters (highest risk) at time 11 and then decrease as the vehicle increases distance after passing the person at time 11.


Figure 3-7: Changes in the four indicators and the estimated composite risk indicator during the 13 seconds of the event

Figure 3-7e shows the estimated composite risk indicator for the person near the truck as the vehicle passes during the 13 seconds. As expected, the composite risk indicator increases for the first 11
seconds. At time 8 , the composite risk indicator jumps from 0.43 to 0.67 . At this point, a collision may occur if the passing vehicle cannot stop in time to miss someone positioned within the traveled lane or if the driver loses control of the vehicle (see Indicator C). The highest value of composite risk indicator was estimated as 0.69 at time 11 when the vehicle is passing the person. At this second, the human is only 1.3 $m$ away from the roadway.

The appropriate interpretation of the composite risk indicator and the matching appropriate warning strategy are part of Phase III (warning and communication system) and not a focus of this study, but can be briefly considered here. A warning message can be delivered to a police officer if the value of composite risk indicator is higher than a certain pre-set threshold (e.g., 0.67 or higher). The warning can be made using audio and/or vibration equipment. If the level of risk increases, audio and/or vibration equipment level can be increased.

In the particular example described in this paper, a warning would be initiated at around time 8 only if the threshold value is 0.67 . Phase III will need to deepen and broaden the analysis of the questions of the warning threshold and warning level and will need to take into account additional issue such as police officers' perception and reaction times.

### 3.3.5. Task 5: Validate the Algorithm

The algorithm validation investigates how well the proposed system can estimate the risk involved in real-world situations (e.g., near miss collisions). Many past studies (Wang et al., 2015; Kluger et al., 2016; Xiong et al., 2019) argued that a high-risk situation can be identified by investigating vehicles' braking behavior. A hard braking behavior (indicated by a severe deceleration rate) generally indicates the possibility of risk. For example, if a passing vehicle decelerates sharply when approaching a police officer on duty, it can be assumed that the driver of the vehicle realized that there was a high level of risk of hitting the officer and braked to avoid a collision. Different studies have suggested different thresholds
for defining hard braking in a high-risk situation. For example, Wang et al. (2015), Moon et al. (2009) and Xiong et al. (2019) suggested a deceleration rate of $1.5 \mathrm{~m} / \mathrm{s}^{2}, 2.0 \mathrm{~m} / \mathrm{s}^{2}, 3.0 \mathrm{~m} / \mathrm{s}^{2}$ respectively. This study applied $2.17 \mathrm{~m} / \mathrm{s}^{2}$ (the average of the three values suggested) as the threshold for validating a highrisk situation using the proposed model.

To validate our algorithm's ability to identify high-risk situations, we analyzed the 51 real-world situations collected and found that 29 suggested a potentially risky situation, e.g., a vehicle traveling on the shoulder-side travel lane while a person is moving on the same lane ahead. Following Xiong et al.'s (2019) approach, we further investigated these 29 risky situations to see whether a vehicle had shown a hard brake (i.e., $2.17 \mathrm{~m} / \mathrm{s}^{2}$ or higher) in the last two seconds before reaching to a person to avoid collisions. Almost half (14) of the 29 situations included a vehicle that hard braked. According to the braking behavior model, these 14 real-world situations could be described as high-risk situations.

To determine the threshold for defining a situation as high risk using our fuzzy rule-based algorithm, we followed an approach used by Wang et al. (2015) and Xiong et al. (2019). Both studies used three categories (low, medium and high-risk). The estimated composite risk indicator generated by the fuzzy rule-based algorithm varies from 0 and 1 . We divided this range into three equally sized categories (low ( 0 to 0.33 ), medium ( 0.33 to 0.67 ) and high ( 0.67 to 1.00 )) and applied the categories to the 14 high risk situations identified by the braking behavior model.

The fuzzy rule-based algorithm identified 11 of the 14 as high risk, i.e., $78 \%$. This level of validity compares well with the results of other studies that validated their models' assessments of the risk of a collision. For instance, Wang et al. (2015) applied a K-Means clustering approach to analyze the risk of collisions and detected $66 \%$ of high-risk situations. Kluger et al. (2016) used the discrete Fourier transform algorithm combined with a K-Means clustering approach. Their study detected 78\% of high-
risk situations. Xiong et al. (2019) proposed a fuzzy rule-based algorithm combined with K-Means clustering and detected $87 \%$ of high-risk situations.

We are aware, however, that the braking behavior model does not identify all high-risk situations. For example, some drivers suddenly and/or rapidly change lane to avoid a collision with an obstacle ahead (e.g., a pedestrian) without braking severely. This is also a high-risk situation, but it is missed by the driver braking behavior model. We were unable to include such situations in our algorithm's validation exercise, and must leave the issue of the fuzzy rule-based algorithm's detection of additional sources of risk to future research.

### 3.4. Discussion and Recommendations

To further illustrate the impact of the four input indicators on the estimated composite risk indicator, this study created two 3-D surfaces (See Figure 3-8). For each surface, only two of the four input indicators vary while the other two remain constant. For instance, Figure 3-8a shows how the estimated composite risk indicator changes as Indicators A (lateral distance from officer to traveled lane) and B (magnitude of speeding) change (constant values of Indicator $\mathrm{C}=0$ and Indicator $\mathrm{D}=700 \mathrm{~m}$ ).


Figure 3-8: Varying values of composite risk indicator in 3D surfaces

When Indicator A decreases and/or Indicator B increases, the composite risk indicator increases. This yields what we expect. Figure 3-8b shows how the composite risk indicator changes as Indicators D (direct distance) and $C(S S D)$ change (constant values of Indicator $A=5 \mathrm{~m}$ and Indicator $\mathrm{B}=0 \mathrm{~km} / \mathrm{h}$ ).

When Indicator D decreases, the composite risk indicator increases. Note that indicator C is binary. We see a sudden increase in the value of composite risk indicator when Indicator C changes from zero to one. These results are also what we expect.

The main focus of this study was on improving the safety of police officers, but the proposed approach can easily be expanded to target other groups of people whose duties require activities on public roadways. Such groups include, but are not limited to, public roadway maintenance crews in temporary work zones and heavy commercial vehicle drivers who park at the side of roadways for vehicle checks or short-term rests. Police officers have numerous duties on the roadway and these duties may absorb their attention and increase the risk of a collision with an approaching vehicle. This study developed a three-phase real-time risk assessment framework for a smart protection system designed to improve the safety of police officers performing duties on a roadway. This study focused on the risk analysis phase (Phase II) and used a fuzzy rule-based algorithm to combine four input indicators to generate a single composite risk indicator. Although the algorithm was based on only a limited amount of data, a validation exercise showed that the approach successfully identified many high-risk situations (defined as situations that included a hard braking vehicle).

If more data on the four input indicators can be collected, it would be possible to apply a more advanced method than the fuzzy rule-based algorithm used in this study. For example, future work may require collecting different types of high-risk situations (e.g., sudden lane change) in the field. If such data are available, a more advanced method (e.g., machine learning) might significantly improve the performance of the proposed smart protection system. Such a study might consider applying different
weights to the different input indicators instead of the equal weights used in this paper. This study collected the data for pedestrians who parked their vehicle and did activities similar to police officers; however, presence of police officers may largely affect the behavior of approaching driver. Future studies need to collect real-world data where police officers doing activities on the roadway. Searching for optimal weight values for the different input indicators would be an important objective of the study. The use of additional input indicators (e.g., weather conditions, time of day (nighttime/daytime), and work zone information regarding presence/absence of temporary traffic control devices) may increase the accuracy of risk estimates. Although our study did not consider the impact of environmental factors (e.g., weather and road condition) on the risk directly; however, the proposed risk analysis algorithm can indirectly capture the environmental factors using Indicator C (SSD). Weather and road condition will affect Indicator C (SSD) indirectly by affecting the road friction coefficient and perception and reaction time of driver. However, we did not conduct any direct or indirect analysis to capture the impact of weather and road condition due to data unavailability. Identifying a valid method for an early warning system designed to save the lives of police officers on duty on the roadway is a critically important issue. This study focuses on braking behavior, but additional data analysis from possible other data source (e.g., dashboard camera video clips showing near-miss collisions) would allow for broadening the validation approach to include, for example, steering and fast lane changing. Such studies would, however, require extensive and costly data collection. This study used 700 m as the maximum distance detectable by radar. Radar coverage is largely associated with the cost of the radar system. In general, a larger detection area involves higher cost.

Future research could consider some of the limitations of this study. For example, the Phase II analysis assumed that Phase I (detection) used an advanced radar system that delivered flawless data. In reality, occlusions of moving objects due to blocking of lines of sight are a well-known challenge
affecting the continuous tracking of multiple moving objects by any existing radar system. Improvements in Phase I detection are important as our system requires reliable and simultaneous detection of the presence and approaching speed of one or more vehicles. Future work needs to resolve the many issues related to Phase III (warning and communication system). These issues include the selection of the most effective warning technologies to disseminate the varying levels of warning, and the determination of appropriate composite risk indicator thresholds for each level of warning. If the threshold is too low, a high number of warnings could cause unnecessary distraction/stress for police officers, but if the threshold is too high, the system may miss an emergency situation that requires a police officer to react. Eventually, the communication capability of the proposed smart protection system should be enhanced to create a real V2I system that could, for example, communicate with approaching vehicles and automatically reduce their speed and/or change path to avoid possible collisions with police officers working on a road.
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## CHAPTER FOUR

## 4. DEVELOP A SEMI-SUPERVSIED MACHINE LEARNING ALGORITHM FOR A SMART PROTECTION SYSTEM TO PREVENT COLLISIONS WITH POLICE OFFICERS ON DUTY ON THE ROADWAY


#### Abstract

Current smart protection systems designed to prevent vehicle collisions with police officers, work zone workers, and other pedestrians working on roadways have major limitations: the systems use only one input indicator; they apply a simple risk analysis algorithm based on a fixed threshold to identify risky situations; they cannot simultaneously capture a variety of important collision contributing factors; and the simple risk analysis algorithm cannot combine multiple contributing factors into a single composite risk indicator. This study screened and selected four input indicators to capture officer behavior, driver behavior, and the spatial and temporal interaction between an officer and a vehicle. The study used real-world data from Highway 416 in Ontario, Canada to develop a semi-supervised machine learning algorithm. We successfully used driver braking behavior to detect the small number of probable near miss collisions in the dataset. These near miss collisions provided labeled data. We used a heuristic approach based on a fuzzy rule-based algorithm to give labels to the unlabeled data in our dataset. The semi-supervised algorithm then combined the labeled and unlabeled data and estimated the level of risk (low, medium and high). The study also developed an unsupervised machine learning algorithm to compare with the developed semi-supervised algorithm. The results showed that the semi-supervised machine learning algorithm accurately estimated $94 \%$ of the risk labels, successfully identified $88 \%$ of the near miss collisions, and provided warning of the risk of a collision three to four seconds in advance. Keywords: Collisions with police officers, Semi-supervised machine learning, Work zone, Risk analysis, Pedestrian-to vehicle collisions.


### 4.1. Introduction

This study is concerned with the development of a semi-supervised machine learning algorithm as part of a smart protection system designed to prevent collisions between vehicles and police officers performing duties on a roadway. The study was conducted using real-world data from Highway 416 in Ontario, Canada. This study relies on the results of Chapter 3.

### 4.1.1. Number of Collisions between Vehicles and Pedestrians Working on Roadways in the United States

Police officers are exposed to the risk of being hit by a passing vehicle while they perform duties such as speed enforcement, overseeing work zones, assisting/investigating vehicle collisions, etc. Other workers exposed to similar risks include work zone workers, first responders and mining workers. In only two years, (2018 and 2019), the United States recorded 252 worker deaths in work zones (126 deaths per year) (NHSTA, 2020).

Being struck by a vehicle is the second most common hazard affecting police officers' lives, i.e., a very serious issue (Tofighi et al., 2021). During the ten years from 2011 to 2020, 92 police officers were struck and killed in the United States while performing road related duties. Traffic stops accounted for $24 \%$ of the 92 deaths and assisting/investigating stopped vehicles accounted for 20\% (FBI, 2021).

### 4.1.2. Existing Systems for Preventing Vehicle Collisions with Pedestrians Working on

## Roadways

Research has shown that detecting drivers who take risks and providing early warning to people working on foot on roadways are important ways to reduce the number of collisions (Montgomery 2019; Mollenhauer et al., 2019). Smart protection systems such as smart vests, smart cones and smart helmets can be equipped with sensors (e.g., radar, lidar and Bluetooth) which can identify risk taking drivers and
disseminate early warning to pedestrian roadway workers (Nnaji et al., 2018).

Existing systems use only one input indicator (e.g., an intrusion of a passing vehicle into a work zone/safety area) to identify risk taking passing drivers and to disseminate early warning. For example, Mollenhauer et al. (2019) developed "Work Zone Intrusion Alarm Technology" which aims to warn workers in work zones about a potentially dangerous passing vehicle. The system relies on smart cones to identify intrusions by passing vehicles into a work zone. Another example is the "Traffic Accident Warning System" which aims to warn police officers at the site of a collision about a potentially dangerous passing vehicle in order to prevent a secondary collision (Confucian, 2022). If a smart cone is hit by a passing vehicle, the cone immediately sends out a signal which alerts the police officer. In the mining industry, sensors (e.g., Bluetooth) embedded into mining equipment and a worker's smart helmet detect intrusions by a potentially dangerous passing vehicles such as an excavators or dump trucks into defined safety areas (e.g., a circle with radius of 10 m ). The system immediately alerts affected pedestrian mining workers (Baek and Choi 2018).

### 4.1.3. Gaps in Current Protection Systems and Research

Existing systems use one input indicator (intrusion of a passing vehicle into an area of pedestrian workers) and apply a simple risk analysis algorithm (i.e., compare input indicator with a fixed threshold) to differentiate a safe situation from a risky situation. There are clear gaps in the research into input indicator selection and into risk analysis algorithms.

### 4.1.3.1. Gaps in Input Indicator Selection

Existing systems use one input indicator (intrusion of a passing vehicle into an area of pedestrian workers) as inputs for risk analysis. This input indicator is an example of a surrogate safety indicator. Surrogate safety indicators are used to estimate the risk of a collision between road users in real-time (Zheng et al., 2021). A typical transportation engineering surrogate safety indicator is time-to-collision (TTC) (Li et
al., 2022). TTC represents the time required for two road users to collide if they continue at their present speed and on the same path. Researchers assign different risk thresholds to the surrogate safety indicator to classify the risk of a collision as, for example, low, medium or high (Nadimi et al., 2016; Xiong et al., 2019). Li et al. (2022), for example, classified a collision risk as high if TTC was less than 1.1 s , medium if TTC was 1.9 to 2.9 s , or low if TTC was greater than 2.9 s .

Transportation engineers have created numerous surrogate safety indicators to consider different aspects of a collision and assess the level of collision risk in real-time. Surrogate safety indicators can be divided into two groups:

1. Surrogate safety indicators that attempt to capture the spatial and temporal interactions between two road users by measuring the distance or time between the road users (Johnsson et al., 2018). These indicators include TTC, post encroachment time, braking time, lateral distance, etc.
2. Surrogate safety indicators that attempt to capture the behavior of road users (e.g., aggressiveness) (Terzi, 2018). These indicators include magnitude of speeding (the speed differential between the actual speed and the posted speed limit), sudden lane change, sudden brake force during deceleration, etc.

It is clear that no single indicator can simultaneously capture the various aspects of a collision, i.e., the spatial and temporal interactions between two road users in distance or time and the road behavior of the road users (Johnsson et al., 2018). Although a pedestrian roadside worker is at risk from different types of collision including a head-on collision, a crossing the road collision, and side-swipe collision, the use of a single indicator in existing protection systems means that the systems can capture only one type of collision (Johnsson et al., 2018). For example, in the case of a rear-end or head-on collision, TTC, time headway, braking time are useful (Mahmud et al., 2019). In the case of a pedestrian crossing
collision, PET and time to line crossing are useful (Mahmud et al., 2019). In the case of a side-swipe collision, lateral distance between two road users is useful.

An additional issue is that simply introducing multiple indicators and conducting a separate risk for each indicator does not solve the problem as indicators can result in different conclusions (Chen et al. 2015). The assessment of collision risk requires a sophisticated algorithm that can integrate multiple input indicators into a single composite risk indicator. The next sub-section addresses gaps in existing risk analysis algorithms.

### 4.1.3.2. Gaps in Existing Risk Analysis Algorithms

Existing systems apply a simple risk analysis algorithm and use a fixed threshold. This approach is straightforward, but it cannot combine multiple input indicators.

To find a risk analysis algorithm that could combine input indicators, we investigated risk analysis algorithms that have been used to combine multiple input indicators for other types of collision. Many studies have applied statistical algorithms to combine multiple input indicators. These algorithms include the binary logit algorithm (Xing et al., 2019), the ordered logit algorithm (Tageldin and Sayed, 2019), the multinomial logit algorithm (Dimitriou et al., 2018), and the nonlinear regression algorithm (Gu et al., 2019). The algorithms use a statistical function (applied to a logistic/normal distribution) to link the independent variables (e.g., input indicators) to a dependent variable (composite risk indicator). Although statistical algorithms are popular, easy to perform, and simple to understand, they need a large amount of data including actual collision and near miss collision data to calibrate the algorithm, and they cannot capture uncertainty.

In our study, we faced data uncertainties and limited availability as no dataset (including our dataset from Highway 416) provides position data ( $x$ - and $y$-coordinates) or the speed of road users in the seconds leading up to a collision or near miss collision. Our dataset also lacked data for a large number of
collisions or near miss collisions. As we did not know the independent variables (e.g., input indicators) and the dependent variable (composite risk indicator), we could not simply use a statistical algorithm for our study.

Several studies have developed machine learning algorithms. Machine learning algorithms learn from past historical data, and can be used to combine several input indicators into a single composite risk indicator to estimate the risk associated with collisions, but the studies available focused on vehicle-tovehicle collisions (Wang et al., 2015; Xiong et al., 2019).

The historical data used in machine learning algorithms are classified into labeled and unlabeled data. Data are considered labeled if the outcome of certain combinations of input indicators can reasonably be considered to indicate a certain risk level (e.g., low, medium or high). Data are considered unlabeled data if the risk level is unknown.

Machine learning can be supervised, unsupervised or semi-supervised (Wang et al., 2015).

In supervised machine learning, all data are labeled. The algorithms create a risk analysis by finding relationships between the labels and the input indicators. The most widely used algorithms are Artificial Neural Networks (ANNs) (Firat et al., 2010).

In unsupervised machine learning, the data are unlabeled. The algorithms classify the data for the input indicators into multiple risk labels based on patterns/structure (e.g., closeness to the centre) in the data. Unsupervised algorithms include K-Nearest Neighbor, K-Means, and Fuzzy C-Means (Tang et al., 2020).

Semi-supervised machine learning uses a combination of a limited amount of labeled data (e.g., near miss collision data) and a larger amount of unlabeled data (Cusick et al., 2021), but as the labeled data are insufficient for training the machine learning algorithm, researchers use a heuristic approach to
give labels to the larger amount of the unlabeled data. When all the data have labels, it is possible to train the machine learning algorithm and develop the risk analysis.

As we had a combination of a small amount of labeled data (e.g., for near miss collisions) and a larger amount of unlabeled data, we included an evaluation of the possibility of developing a semisupervised machine learning algorithm. To the best of our knowledge, there has been no research into the development of a semi-supervised machine learning algorithm that can provide the risk analysis required for a smart protection system that can alert pedestrian roadway workers to the risk of being hit by a passing vehicle.

### 4.1.4. Developing a Smart Protection System for Police Officers Working on Foot

Figure 4-1 shows the three high level tasks involved in a smart protection system designed to provide early warning for police officers working on foot on a roadway:
I. Detection: a radar system installed in a police officer's car detects the positions (e.g., x-and ycoordinates) of passing vehicles and police officers in real-time;
II. Risk analysis: a machine learning algorithm uses multiple input indicators to estimate a composite risk indicator which has three risk labels (low, medium, high); and
III. Warning and communication: the system provides early warning of high-risk situations to police officers working on foot on a roadway.

Although our ultimate aim is the development of a single-unit machine that performs all three tasks simultaneously and automatically, this study focused primarily on Task II, the risk analysis. For Task I, conventional radar systems that can detect required input indicators such as the second by second positions of police officers and vehicles are available. We adopted a radar system that is very close to the system
developed by Mukherjee et al. (2013). We consider that Task III requires additional separate studies as warning and communication are outside the scope of this study.


Figure 4-1: Proposed smart protection system

### 4.1.5. Study Goal and Objectives

The goal of this study was to develop a semi-supervised machine learning algorithm can produce the risk analysis required for an advanced smart protection system that provides police officers working on foot on a roadway with an early warning that they are at risk being hit by a vehicle.

This study had three objectives:

1) Perform the labeling for a portion of the data in a dataset of unlabeled data. This approach identifies near miss collisions which can be used as small number of labeled data in the risk analysis;
2) Develop a semi-supervised machine learning algorithm that combines labeled and unlabeled data and estimates levels of composite risk indicator into three categories (low, medium and high); and
3) Apply an unsupervised machine learning algorithm that classifies data based on their similarities into three risk categories (low, medium and high). Using a real-world dataset, evaluate the performance of the semi-supervised machine learning algorithm and compare the performance to the performance of an unsupervised machine learning algorithm.

### 4.2. Study Data

We used second by second position data ( x - and y -coordinates) for passing vehicles and pedestrians obtained from a radar system installed on a section of Highway 416 near Kemptville, Ontario, Canada. The study used three months of data collected from December 2019 to February 2020.

The section of Highway 416 is 1.4 km of a rural highway with four lanes (two lanes in each direction), a grass median and shoulder lanes. The lanes are 3.5 m wide, the grass median is 25 m wide, and the shoulder lanes are 3.5 m wide. The posted speed limit is $100 \mathrm{~km} / \mathrm{h}$.

The radar scans $360^{\circ}$ and can detect any moving object within the line of sight up to a maximum 700 meters of radius. We expect that the proposed smart protection system will have similar capabilities in terms of the detection area.

In this study, an "event" was defined as a situation in which the simultaneous movement of one (or more) pedestrian(s) and the movement of one (or more) vehicle(s) was detected within the detection area. During the data collection period, the radar system detected 70 events which produced 931 data points (one data point referred to one second of detection period).

The four thermal images on the left side of Figure 4-2 show examples of potentially risky events. The right side shows a bird's eye view of the detection area. In the thermal images, vehicle drivers are walking along the shoulder lane to look into possible mechanical issues in their vehicles. We assumed that
pedestrian movements in these situations were comparable to police officers' activities on the roadways, for example, investigating and ticketing a stopped vehicle, etc.


Figure 4-2: Pedestrian activities on the road/roadside in the study area

### 4.3. Methodology

Figure 4-3 shows the study's four sub-tasks: 1) identify labeled and unlabeled data, 2) screen, select, estimate, and normalize input indicators 3) develop a semi-supervised machine learning algorithm and apply an unsupervised machine learning algorithm, and 4) propose evaluation measures.


Figure 4-3: Study methodology

### 4.3.1. Identify Labeled and Unlabeled Data

As mentioned in section 4.1. Introduction, data are considered to be labeled if the data can be used to assess risk levels. To identify labeled data, we used driver braking behavior to identify near miss collisions. Driver braking behavior was also used to identify near miss collisions by, for example, Moon et al. (2009) and Wang et al. (2020).

A hard brake (indicated by a severe deceleration rate) generally indicates the possibility of high risk. Indeed, Bagdadi (2013) showed a high correlation between the frequency of hard braking events and the frequency of actual collisions. Studies have suggested various thresholds for defining hard braking behavior. For example, Moon et al. (2009), Xiong et al. (2019), and Wang et al. (2020) suggested a deceleration rate of $2.0 \mathrm{~m} / \mathrm{s}^{2}, 3.0 \mathrm{~m} / \mathrm{s}^{2}$, and $1.5 \mathrm{~m} / \mathrm{s}^{2}$ respectively. In this study, we used at least $2.1 \mathrm{~m} / \mathrm{s}^{2}$ (the average deceleration rate suggested by these three studies) as the threshold defining a hard brake.

We identified two conditions for identifying a near miss collision:

1) A vehicle was traveling on the shoulder-side travel lane while a pedestrian was walking along the same lane or shoulder lane ahead; and
2) A driver took a hard brake (at least $2.1 \mathrm{~m} / \mathrm{s}^{2}$ ) in the last two seconds before passing the pedestrian. This condition assumed that the hard-braking behavior was related to pedestrian activity on the roadway.

We analyzed the 70 real-world events in our dataset and found that 15 of the events met our conditions. These 15 events were identified as near miss collisions and were considered as labeled data representing high-risk.

Each of 15 identified events included approximately 12 seconds of data for the position of passing vehicles, the speed of passing vehicles, and the speed of pedestrians walking on the roadway. We need to select the seconds (datapoints) in which the near miss collision happened and give high-risk label to the datapoints. Drivers perceive a near miss collision and react by hard brake. According to AASHTO (2018), the perception and reaction times for a normal driver is usually considered to be 2.5 seconds. This value can accommodate $90 \%$ of drivers. In fact, a driver feels the possibility of a near miss collision about 2.5 seconds before a hard brake. Thus, we consider the moment of hard braking and 2 seconds before the hard brake.

The 15 events provided 46 high-risk labeled data points.
The remaining $55(70-15=55)$ events presented 885 unlabeled data points. We later on used a heuristic approach (a fuzzy rule-based algorithm) to give labels (low, medium, and high) to the unlabeled data points.

### 4.3.2. Screen, Select and Normalize Input Indicators

Input indicators were screened by reviewing the surrogate safety indicators discussed in the literature (e.g., Johnsson et al., 2018; Arun et al., 2021). As road user behaviors have been shown to be involved in $90 \%$ of collisions on roadways (Terzi, 2018), we selected two road user behaviors as input indicators

We also selected two input indicators based on the spatial and temporal interactions between a pedestrian
and a vehicle (see Indicator C and D in Figure 4-4). Indicator C could also capture environmental factors (e.g., road conditions).


Figure 4-4: The four input indicators

1) Indicator $A$ (lateral distance from officer to traveled lane) referred to pedestrian (police officer) behavior which was measured as the perpendicular lateral distance between an officer and a traveled lane. When a pedestrian is working on a shoulder lane, there is a possibility of being hit by a passing vehicle. Highway designers try to provide a safe lateral distance between pedestrians working on roadways and the traveled lane (US DOT, 2020). This distance is based on the concept of lateral buffer space which refers to the lateral area that separates traffic flow from the workspace or collision site and provides a safe space for workers such as police officers to perform their duties on the road. The minimum lateral buffer space is usually 0.6 m and the maximum value is usually approximately 3.5 m (one full lane-width) (US DOT, 2020). As the lateral distance decreases, the risk increases.
2) Indicator B (magnitude of speeding) referred to aggressive driving behavior, a major concern in road safety research especially due to the association between aggressive driving behavior and severe collisions (Fountas et al., 2019). An aggressive driver increases a collision chance by $55 \%$ (Song et al., 2021). The magnitude of speeding was used to measure aggressive driving behavior, a commonly used approach (Castignani et al. 2015). The magnitude of speeding is the speed differential between a vehicle's
travel speed and the posted speed limit. As the magnitude of speeding increases, the risk increases.
3) Indicator C (Stopping Sight Distance (SSD)) provided an estimate of the spatial and temporal interactions between a pedestrian and a vehicle by considering the minimum distance at which a driver notices an object (in our case a police officer) on the roadway and can make a complete stop to avoid a collision with the object (AASHTO, 2018). Stopping Sight Distance (SSD) was used to measure this distance. SSD is an important highway design parameter that considers a variety of safety elements including perception-reaction time, speed, and the friction coefficient (see Equation (4-1)). In this study, the SSD indicator was interpreted as a binary indicator. If the distance between a vehicle and the nearest point of conflict was less than the SSD, the situation was considered risky. If the distance was longer than the SSD, the situation was considered safe. Equation (4-1) shows that
$S S D=V t_{p r}+\frac{V^{2}}{2 \mu(f)}$
where:
$S S D=$ stopping sight distance ( m );
$V=$ vehicle speed $(\mathrm{m} / \mathrm{s})$;
$t_{p r}=$ perception-reaction time (s);
$\mu=9.8 \mathrm{~m} / \mathrm{s}^{2}$; and
$f=$ friction coefficient.

Like Indicator C, Indicator D (direct distance) provided an estimate of the spatial and temporal interactions between a pedestrian and a vehicle, but Indicator D was simply the direct distance between the pedestrian and the vehicle. This indicator was selected because in certain situations, Indicators A, B, and C cannot capture the potential risk of a situation and would not trigger a warning that a vehicle was approaching. For instance, if a police officer was located outside the threshold lateral distance from the roadway, an approaching vehicle was traveling at less than the posted speed limit, and the vehicle's estimated SSD appeared adequate, the system would not trigger any warnings. As the direct distance
decreases, the risk increases.

Interquartile range filtering was used to detect and remove outliers in our data (Coifman and Kim, 2009). The upper and lower limits of the valid data range for each input indicator were determined as Upper Limit $=Q_{3}+I Q R \times 1.5$ and Lower Limit $=Q_{1}-I Q R \times 1.5$ where $Q_{1}$ and $Q_{3}$ are the first and third quartiles of the datapoint respectively. $I Q R$ is the interquartile range. Datapoints which lay outside of the upper and lower limits were considered outliers.

Figure 4-5 provides a histogram and box plot of each indicator. The blue boxes are box plots showing the $I Q R$.

For Indicator A (lateral distance from officer to traveled lane), a value higher than 15 m was considered an outlier. Removing values higher than 15 m is logical as this threshold is high enough for a police officer to be safe.

For Indicator B (magnitude of speeding), a value higher than $30 \mathrm{~km} / \mathrm{h}$ was considered an outlier. The posted speed limit in this corridor was $100 \mathrm{~km} / \mathrm{h}$ and Figure $4-5 . \mathrm{b}$ shows that few drivers in this corridor drove at speeds of greater than $130 \mathrm{~km} / \mathrm{h}$.

For Indicator C (stopping sight distance (SSD)), the assessment was a binary value and there were no outliers.

For Indicator D (direct distance), a value higher than 900 m was considered an outlier. Removing values higher than 900 m is logical as this threshold is high enough for a police officer to be safe.

Singh (2020) noted that data normalization could improve the performance of machine learning algorithms. We used linear the Max-Min method which is the most widely used method of normalization (Vafaei et al., 2018). Equation (4-2) shows the equation for the Max-Min method:

Normalized Measure $=\frac{\text { Measure value }- \text { Min value }}{\text { Max value }- \text { Min value }}$
where Min Value is the minimum value of the input indicator, and Max Value is the maximum value of the input indicator. Each normalized indicator has a value between zero and one.


a) Indicator A: lateral distance from officer to
b) Indicator B: magnitude of speeding traveled lane

c) Indicator C: stopping sight distance (SSD)

d) Indicator D: direct distance

Figure 4-5: Estimating input indicators and removing outliers

### 4.3.3. Develop Semi-Supervised and Unsupervised Machine Learning Algorithms

### 4.3.3.1. Semi-Supervised Machine Learning

A semi-supervised ANN is a cellular information processing system designed and developed on the basis of perceived notions of the human brain and brain's neural system (Firat et al., 2010). The system has flexible mathematical structures that can identify complex nonlinear relationships or patterns.

We developed a semi-supervised ANN that could identify relationships between our four input indicators and the composite risk indicator. Figure 4-6 is divided into six sections to show the multiple processes involved in developing our semi-supervised ANN.

To give labels to the large amount of unlabeled data, we adopted a heuristic approach based on a fuzzy rule-based algorithm. Figure 4-6.a represents our original unlabeled data. The letter under each graph refers to the input indicator. Note that input indicator C is a binary value (safer (0), and riskier (1)). Figure 4-6.b represents our fuzzy rule-based algorithm. A fuzzy rule-based algorithm is based on the concept of fuzzy logic and a rule-based system that can take uncertainty in limited data into account (Dimitriou et al., 2015). The fuzzy logic concept captures uncertainty by defining a "membership degree" that ranges from 0 to 1 rather than the usual "true or false" binary ( 1 or 0 ) approach. For example, in terms of input indicator A, highway designers determine a minimum of 0.6 m and a maximum of 3.5 m for the lateral distance. Fuzzy logic could define two fuzzy sets, one for safer and one for riskier, and assign a membership degree to each fuzzy set. For example, 2.05 m (the average value for the lateral distance) can be considered a member of the "riskier" fuzzy set with the membership degree of 0.5 , and considered a member of the "safer" fuzzy set with the membership degree of 0.5 .

A rule-based system captures limited data availability by condensing the opinions of experts into IF-THEN statements that can be in quantitative of linguistic form. For example, IF "indicator A" is "riskier" and, "indicator B" is "riskier," and "indicator C" is "riskier," and "indicator D" is "riskier,"

THEN "the composite risk indicator (output)" is "very high." A fuzzy rule-based algorithm has four main stages: fuzzifier, inference engine, rules, and defuzzifier. In the fuzzifier stage, we converted the four input indicators into fuzzy sets.

Each indicator provided two input fuzzy sets (safer and riskier). In the inference engine stage, we determined the shape of the membership functions for each fuzzy set and assigned a membership degree to each input indicator. A trapezoidal shaped function was considered the most suitable function for this study because it can uniformly discriminate between riskier and safer situations. In the rules stage, we defined 16 linguistic IF-THEN rule constructions. For example, we defined fuzzy rule \#1 as: if Indicator A is "safer," and Indicator B is "safer," and Indicator C is "safer," and Indicator D is "safer," then the composite risk indicator (output) is "very low." In the defuzzifier stage, we converted the fuzzy relative risk outputs to numerical values describing the estimated composite risk indicator. The values of composite risk indicator ranged from 0 (lowest relative risk) to 1 (highest relative risk). Figure 4-6.b represents the fuzzy rule-based algorithm we developed.

Figure 4-6.c shows the three labels assigned to the composite risk indicator: low ( $0,0.33$ ), medium $(0.33,0.67)$, and high $(0.67,1)$. Figure $4-6 . d$ shows the unlabeled data changed to labeled data. The heuristic approach has assigned a low-risk (green dot), medium-risk (blue dot) or high-risk (red dot) label to each unlabeled data point. Figure 4-6.e shows an example of a near miss collision identified by driver braking behavior although only a small amount of labeled data was available in the original dataset. Figure 4-6.f shows the use of the semi-supervised ANN to progress from the four indicators we used in the input stage through a hidden layer to the three collision risk levels of the output layer.


Figure 4-6: Semi-supervised ANN based on driver braking behavior

An ANN is usually composed of the three layers (i.e., stages) shown (Basheer and Hajmeer, 2000) in Figure 4-6.f. The hidden layer includes several neurons and the output layer includes three neurons (as we have three labels). A neuron is a computational component composed of a weighted sum of the input indicators, a bias (similar to the bias in a regression model), and a transfer to the next layer using an activation function. The activation functions can have different shapes (e.g., sigmoid or SoftMax). We needed to determine the activation function for the neurons in the hidden and output layers. Figure 4-7 shows the structure of a neuron in the hidden layer (Figure 4-7a) and in the output layer (Figure 4-7b).

In the hidden layer, we used the sigmoid activation function (as it performs rapidly resulting in less training time (Liu et al., 2018). See Equation (4-3):
$f(\xi)=1 /(1+\exp (-\xi))$

Where $\xi=\sum_{h} w_{h 2}$ ind $_{h}+b . w_{l 2}$, the weight between input indicator $h$ and a neuron in the hidden layer; ind $_{h}$ is the value of input indicator $h$; and b is the bias. In the hidden layer, the neuron received a weighted sum of the four input indicators, a bias (similar to the bias in a regression model), and the sigmoid activation function.

In the output layer, we used the SoftMax activation function (Dunne and Campbell, 1997). This function is usually used when we have a multiple number of labels (e.g., low, medium, and high) and is shown in Equation (4-4):

$$
\begin{equation*}
g(\delta)=\exp (\delta) / \sum_{c=1}^{3} \exp \left(\delta_{c}\right) \tag{4-4}
\end{equation*}
$$

where $\delta=\left(\sum_{r} w_{r 3} n e_{r}+b b\right), w_{r 3}$ is the weight applied between the neuron with index $r$ in layer 2 (the hidden layer), $n e_{r}$ is the value of neuron $r$, and bb is the bias.

Figure 4-7.b shows the structure of a neuron in the output layer neuron that used a SoftMax activation the neuron received a weighted sum of the 15 neurons in the hidden layer, a bias (similar to the bias in a regression model) and the SoftMax activation function.


Figure 4-7: Structure of a neuron in hidden layer and output layer

The learning process in an ANN is equivalent to minimizing cross entropy (the error between the risk label and the estimated risk label). Equation (4-5) shows cross-entropy:

$$
\begin{equation*}
\text { Cross Entropy }=-\sum_{c=1}^{3} t_{c} \log \left(p_{c}\right) \tag{4-5}
\end{equation*}
$$

where $t_{c}$ is the binary truth state for label $c$ (if the label estimated by the semi-supervised ANN is matched with labeled data, the binary truth state is 1 ; otherwise, 0 ), and $p_{c}$ is the SoftMax probability (the output value obtained from Equation (4-5)). A major concern regarding semisupervised ANNs is the overfitting problem in which the network seems to improve considerably during training, but becomes worse during the actual application. To overcome the overfitting problem, the total available data are randomly divided into a training set ( $60 \%$ ), a validation set (20\%) and a test set (20\%) (Kocadagli, 2015). The training set is used in the ANN model development, the validation set is used in the determination of the stopping point of the training process to avoid the overfitting problem, and the test set is used to evaluate the estimation ability of the ANN.

In our study, we used a maximum of 100 iterations to train the network, and the training stopped when the ANN's performance failed to improve for six consecutive validation runs which prevent the network begins to overfit the data, memorising the training data rather than to maximize the generalization capability of the ANN (Lei et al., 2014; Slavici et al., 2016; Yang et al., 2019).

In the ANN training process, the weights of a network are initialized by random numbers between -1 and +1 . The weights are modified iteratively to minimize the cross-entropy, but the procedure does not guarantee an optimal solution (Kocadagli, 2015). To alleviate this problem, we trained the network 30 times using different initial random weights. We then selected the most desirable solutions for the weights on the basis of evaluation measures such as accuracy.

We determined the number of neurons by analyzing the result. See Section 4.4, Results of Analysis.

### 4.3.3.2. Unsupervised Machine Learning

We selected Fuzzy C-Means for our unsupervised machine learning algorithm. Fuzzy C-Means is based on fuzzy logic and a distance based objective function. The algorithm discovers significant patterns in the input indicators by classifying the input indicators into labels such that the datapoints assigned to the same label are as similar as possible and each label is as a different as possible (Nayak et al., 2015). Fuzzy C-Means first considers the number of labels (three risk labels in our study) and then randomly assigns the initial label centers (i.e., the initial mean value of the labels). A membership degree is then assigned to each datapoint in each label. For example, a datapoint could belong to a low-risk label with 0.3 membership degree and belong to a mediumrisk label with 0.7 membership degree. The label centers and corresponding membership degrees
of each datapoint are updated iteratively by minimizing the objective function of Fuzzy C-Means as shown in Equation (4-6):

$$
\begin{equation*}
J_{m}(U, V)=\sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{i j}^{m} d_{i j}^{2} \tag{4-6}
\end{equation*}
$$

where $U$ is the matrix of membership degree, $V$ denotes the matrix of label center, $n$ is the total number of datapoints, $c$ is the number of labels which is three (low, medium and high) in our study, $m$ is the fuzziness parameter (uncertainty degree), $v_{i}$ is the center of label $i, \mu_{i j}$ represents the membership degree of the datapoint $x_{j}$ to label $v_{i}, d_{i j}^{2}$ is the Euclidean distance of the datapoint $x_{j}$ to the label center $v_{i}$, and $d_{i j}^{2}=\left\|x_{j}-v_{i}\right\|^{2}$.

The iterative procedure updates the membership degree $v_{i j}$ and the label centers $v_{i}$ using Equations (4-7) and (4-8):

$$
\begin{align*}
& \mu_{i j}=1 / \sum_{k=1}^{c}\left(d_{i j} / d_{j k}\right)^{2 /(m-1)}  \tag{4-7}\\
& v_{i}=\sum_{j=1}^{n} \mu_{i j}^{m} x_{j} / \sum_{j=1}^{n} \mu_{i j}^{m} \tag{4-8}
\end{align*}
$$

where $\mu_{i j} \epsilon[0,1]$. The iterative process continues until the objective function of the previous iteration and the current iteration are equal.

A value has to be selected for $m$, the fuzziness parameter (uncertainty degree). Little theoretical guidance and few generally accepted criteria are currently available to support the selection of $m$. A range of $m$ based on experience, $1.1 \leq m \leq 5.0$ was proposed by Bezdek (1981). As all input indicators in the Fuzzy C-means algorithm should be continuous values, we changed the binary indicator for input indicator C (SSD) to used continuous values. We determined
the most appropriate parameter of $m$ (the fuzziness parameter) by analyzing the results. See Section 4.4, Results of Analysis.

### 4.3.4. Propose Evaluation Measures

We proposed evaluation measures by using a confusion matrix to compare the performance of the semi-supervised machine learning algorithm and the unsupervised machine learning algorithm.

Table 4-1 shows a confusion matrix for a three-label (risk) classification problem. The matrix shows how a machine learning algorithm approaches the problem of correctly estimating three risk labels (Ballesteros and Riquelme, 2014).

Table 4-1: A confusion matrix for a three-label classification problem

|  |  | Estimated risk labels by machine learning <br> algorithm |  |  | Recall |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | High-risk | Medium-risk | Low-risk |  |
| Risk label | High-risk | a | b | c | $a /(a+b+c)$ |
|  | Medium-risk | d | e | f | $e /(d+e+f)$ |
|  | Low-risk | g | h | i | $i /(g+h+i)$ |
| Precision |  | $a /(a+d+g)$ | $e /(b+e+h)$ | $i /(c+f+i)$ |  |

The confusion matrix shown in Table 4-1 includes the letters "a" to " $i$." For example, the letter "a" represents the number of high-risk labels that a machine learning algorithm correctly estimated as high risk, the letter "b" shows the number of high-risk labels that the machine learning algorithm incorrectly estimated as medium-risk, and so on.

We used three common evaluation measures to evaluate the performance of machine learning algorithms. The evaluation measures were: accuracy, precision, and recall.

Accuracy is the most widely used evaluation measure (Ballesteros and Riquelme 2014). Accuracy in our study was defined as the ratio of correctly estimated labels to total datapoints. A higher value indicated a better network. The equation for accuracy is shown in Equation (4-9):

Accuracy $=(a+e+i) /(a+b+c+d+e+f+g+h+i)$

Precision was defined for each estimated label in our study, and was defined as the ratio of correctly estimated labels to total estimated labels. A higher value indicated a better network.

Recall was defined for each risk label and was the ratio of correctly estimated labels to total risk labels. A higher value indicated a better network.

Precision and recall are usually averaged into an F1 score. A higher value indicates a better network (Ballesteros and Riquelme 2014). See Equation (4-10):

F1 Score $=2 \times \frac{\text { Precision } \times \text { Recall }}{\text { Precision }+ \text { Recall }}$

When assessing the performance of the algorithms, the calculation of accuracy considered all the labels together. The calculation of precision, recall, and the F1 score considered each label separately.

### 4.4. Results of Analysis

### 4.4.1. Sensitivity Analysis

We conducted a sensitivity analysis on the number of neurons in the semi-supervised ANN algorithm and the parameter $m$ in the unsupervised Fuzzy C-Means algorithms. We developed six algorithms in the sensitivity analysis: (1) ANN (5 neurons), (2) ANN (15 neurons), (3) ANN (25 neurons), (4) Fuzzy C-Means (m=2), (5) Fuzzy C-Means (m=3.5), and (6) Fuzzy C-Means (m=5). We compared the six algorithms by calculating the proposed evaluation measures and selecting the algorithm that performed best.

Table 4-2 shows the evaluation measures for the six algorithms. The Table shows the six algorithms, each algorithm's accuracy, and each algorithm's precision, recall and F-1 scores for each of the three risk labels.

Table 4-2: The six algorithms and the performance measures

| Algorithms | Specification | Accuracy |  | High-Risk | Medium-Risk | Low-Risk |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm 1 | ANN (neurons = 5) | $91 \%$ | Precision | $89 \%$ | $93 \%$ | $94 \%$ |
|  |  |  | Recall | $75 \%$ | $92 \%$ | $98 \%$ |
|  |  |  | F1-Score | $81 \%$ | $92 \%$ | $96 \%$ |
| Algorithm 2 | ANN (neurons = 15) | $\mathbf{9 4 \%}$ | Precision | $91 \%$ | $90 \%$ | $96 \%$ |
|  |  |  | Recall | $74 \%$ | $93 \%$ | $98 \%$ |
|  |  |  | F1-Score | $\mathbf{8 1 \%}$ | $\mathbf{9 3 \%}$ | $\mathbf{9 7 \%}$ |
| Algorithm 3 | ANN (neurons = 25) | $90 \%$ | Precision | $91 \%$ | $96 \%$ | $91 \%$ |
|  |  |  | Recall | $81 \%$ | $82 \%$ | $95 \%$ |
|  |  |  | F1-Score | $85 \%$ | $88 \%$ | $92 \%$ |
| Algorithm 4 | Fuzzy C-Means | $33 \%$ | Precision | $100 \%$ | $2 \%$ | $48 \%$ |
|  | (m=2) |  | Recall | $11 \%$ | $4 \%$ | $92 \%$ |
|  |  |  | F1-Score | $21 \%$ | $2 \%$ | $63 \%$ |
| Algorithm 5 | Fuzzy C-Means | $31 \%$ | Precision | $88 \%$ | $3 \%$ | $46 \%$ |
|  | (m=3.5) |  | Recall | $10 \%$ | $5 \%$ | $83 \%$ |
|  |  |  | F1-Score | $18 \%$ | $3 \%$ | $58 \%$ |
| Algorithm 6 | Fuzzy C-Means | $30 \%$ | Precision | $91 \%$ | $1 \%$ | $44 \%$ |
|  | (m=5) |  | Recall | $12 \%$ | $3 \%$ | $81 \%$ |
|  |  |  | F1-Score | $21 \%$ | $1 \%$ | $56 \%$ |

The best algorithm was algorithm 2 (ANN 15 neurons) which is shown in bold in Table 42. This algorithm had an accuracy of $94 \%$, and F1 score of $81 \%$ for the high-risk label, $93 \%$ for the medium-risk label, and $97 \%$ for the low-risk label. The learning time for the algorithm was 4 seconds which shows rapid learning.

There was a big difference in terms of the evaluation measures for the ANN algorithms (algorithms 1-3) compared to the Fuzzy C-Means algorithms (algorithms 4-6). The more successful algorithms were the semi-supervised ANN machine learning algorithms which considered safety considerations (i.e., by using the fuzzy rule-based algorithm and the identification of near miss collisions). The less successful algorithms were the Fuzzy C-Means
algorithms which simply attempted to classify datapoints on the basis of the similarities between the datapoints (i.e., in terms of distance from center) and did not take safety considerations into account.

The precision of the three Fuzzy C-Means algorithms was high when estimating the highrisk labels, but far less successful when estimating the low-risk labels, and very low when estimating the medium-risk labels. This means that the three Fuzzy C-means algorithms tended to estimate many events as high-risk. Estimating many events as high-risk would generate a warning for a large number of events resulting in police officers possibly coming to neglect or ignore the system's warnings.

Figure 4-8 shows the cross entropy (error) curve of the best algorithm (algorithm 2) for the training, validation, and test data. The Figure shows that gradual learning (i.e., minimizing the error) and improvement occurred over 35 iterations.


Figure 4-8: Cross entropy (error) of the best algorithm (ANN with 15 neurons)

The training stopped on iteration 35 when using the validation data. At this point, the lowest error for the validation data was obtained (0.04), and the algorithm's performance failed to improve for six consecutive iterations. The gap between the curves for the testing, validation and training data was not large indicating that the best algorithm did not have an overfitting problem (Kocadagli, 2015).

Figure 4-9 provides four three-dimensional (3-D) representations of the results showing how the data points were classified into low, medium and high-risk labels by indicators $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D by one of the unsupervised Fuzzy C-Means algorithms (algorithm 4) and by the best performing semi-supervised machine learning algorithm, (algorithm 2).

The Fuzzy C-Means algorithm (Figure 4-9.a and Figure 4-9.b) tried to identify patterns in the datapoints and classified the datapoints on the basis of similarities between the datapoints. Many datapoints were classified as high-risk (the red points). The Fuzzy C-Means algorithm incorrectly estimated many low-risk and medium-risk datapoints as high-risk resulting a score of $11 \%$ for recall, but this algorithm scored $100 \%$ for precision (see algorithm 4 in Table 4-2). These results indicate that the high-risk labels estimated by the algorithm included all the genuinely risky situations such as the near miss collisions. The results also showed that datapoints were assigned a high-risk label when there was an indication of risk because the direct distance was small (Indicator D was less than 200 m ) and SSD was inadequate (Indicator C had a value of one). The values of Indicators A (lateral distance from officer to traveled lane) and B (magnitude of speeding), however, could vary indicating that the algorithm did not associate a decrease in Indicator A (pedestrian behavior measured as the lateral distance from officer to traveled lane) with an increase in risk, and did not associate an increase in Indicator B aggressive driving measured by the magnitude of speeding) with an increase in risk.

a) Classification by unsupervised Fuzzy CMeans showing on Indicators A, B, and C


c) Classification by semi-supervised ANN showing on Indicators $\mathrm{A}, \mathrm{B}$, and C
b) Classification by unsupervised Fuzzy CMeans showing on Indicators A, B, and D

d) Classification by semi-supervised ANN showing on Indicators A, B, and D

Figure 4-9: Examples of classification of data points into low, medium and high-risk by an unsupervised Fuzzy C-Means algorithm (algorithm 4) and by the best algorithm, a semisupervised ANN (algorithm 2)

The results for the semi-supervised ANN were very different. For example, Figure 4-9.c and Figure 4-9.d show that almost all the datapoints with a high-risk label (the red points) refer to situations in which a pedestrian was close to the traveled lane (Indicator A was less than 3.6 m ), the magnitude of speeding was positive (Indicator B > 0), SSD (Indicator C) implied risk (a value
of one), and Indicator D showed that the pedestrian and vehicle were very close to each other (Indicator D < 100 m apart).

The results clearly show that the semi-supervised ANN could capture pedestrian behavior (Indicator A), driver behavior (Indicator B), and spatial and temporal interactions between pedestrian and vehicle (Indicators C and D).

The number of datapoints assigned a high-risk label by the semi-supervised ANN was significantly less that the number of datapoints assigned a high-risk label by the Fuzzy C-Means algorithm. This is because the semi-supervised ANN was only alerted to warn police officers when there was a high-risk event (e.g., a near miss collision).

### 4.4.2. Performance of Best Semi-Supervised ANN

The study included using a real-world dataset to evaluate the performance of the semi-supervised machine learning algorithm. For the semi-supervised machine learning algorithm, we used the best performing algorithm (algorithm 2). We randomly selected a near miss collision event which included hard braking by the driver and analyzed how algorithm 2 used the four indicators to estimate the event's risk label over a period of 10 consecutive seconds. The hard braking occurred at second 8. Figure 4-10 shows the data for the four input indicators for the 10 seconds of the event selected and the combination of the four input indicators into the estimated composite risk indicator.

Indicator A (lateral distance from officer to traveled lane). Figure 4-10a shows that the pedestrian was positioned between 0.20 m and 3.30 m from the shoulder-side traveled lane for the entire 10 seconds. At second 8, Indicator A was only 0.35 m . Indicator A is expected to have contributed to an increase in risk when the pedestrian moved towards the traveled lane.

Indicator B (magnitude of speeding). Figure 4-10b shows that the magnitude of speeding had a positive value (i.e., the vehicle's speed exceeded $100 \mathrm{~km} / \mathrm{h}$ ) until the moment of hard braking (i.e., second 8). Just after this moment, the magnitude of speeding became zero. Indicator B can be expected to have contributed to an increase in risk for the seconds before second 8 .


Figure 4-10: Analysis of algorithm 2's combination of the four input indicators into the estimated composite risk indicator (risk label)

Indicator C (stopping sight distance). Figure 4-10c shows that the SSD increased from 0 for the first 4 seconds to 1 from second 5 onwards. The value of 1 for SSD means that the vehicle could not stop in time if the pedestrian moved into the traveled lane or if the driver lost control of his vehicle. Indicator $C$ can be expected to have contributed to an increase in risk from second 5.

Indicator D (direct distance) Figure 4-10d shows that the direct distance between the pedestrian and the approaching vehicle decreased until second 9 and then increased after the vehicle had passed the pedestrian. Indicator $D$ is expected to have contributed to a gradually increasing level of risk as the vehicle came closer to the pedestrian up to second 9 (at which point the direct distance was 15 m ) and then to have contributed to a decrease in the level of risk after passing the pedestrian and traveling away.

Figure 4-10e shows the risk labels estimated by algorithm 2 during the 10 seconds. As expected, the risk label was low (green) for the first 3 seconds while the approaching vehicle was not close to the pedestrian (Indicator D, direct distance, was 186 m at second 3). At second 3, a warning that a vehicle was approaching was not required as a warning would distract the police officer for no real reason.

The risk label changed from low to medium (blue) at second 4 when the approaching was closer (Indicator D, direct distance, was 186 m at second 3, but 156 m at second 4). At second 5, the SSD increased from 0 to 1 indicating that the vehicle could not stop in time if the pedestrian moved into the traveled lane or if the driver lost control of his vehicle. At second 5, the algorithm continued to assign a medium-risk label as the pedestrian was not close to the traveled lane (Indicator A, lateral distance from officer to traveled lane, was 2.5 m ) and the direct distance remained adequate (Indicator D, direct distance, was 125 m at second 5).

At second 6, the risk label changed from medium to high (red). This was when the
pedestrian moved toward the traveled lane (Indicator A, lateral distance from officer to traveled lane, decreased from 2.5 m in second 5 to 1.1 m to second 6 ), and the vehicle's driver had a positive magnitude of speeding ( $105 \mathrm{~km} / \mathrm{h}$ ), but did not change his behavior. The algorithm was able to identify a high-risk driver two seconds prior to a hard brake. At second 7, the pedestrian was 0.2 m from the traveled lane, the driver had a magnitude of speeding of $3 \mathrm{~km} / \mathrm{h}$, and the direct distance was only 47 m . From second 8 to second 9 , the driver applied a hard brake decreasing the vehicle's speed from $103 \mathrm{~km} / \mathrm{h}$ in second 8 to $92 \mathrm{~km} / \mathrm{h}$ in second 9 . The risk label remined high from second 6 to second 9 .

At second 10, the risk label is shown as low although the algorithm assigned no risk to the situation. The driver had passed the pedestrian and the algorithm responded immediately.

If we consider second 9 as the second of a potential collision, the algorithm could identify an approaching vehicle as high-risk at second 6. At second 6, the direct distance (Indicator D) was 99 m . Figure $4-10$ shows that the ANN could give a warning three to four seconds before a potential collision.

A warning given three to four seconds before a potential collision sounds appropriate. For example, Hines et al. (2015) analyzed collisions that involved pedestrians who were working on roadways and suggested that 2.5 s provided enough early warning time to avoid a collision. Lin et al. (2016) developed a pedestrian protection system ('‘pSafety'’) which provided a warning 3 s before a potential collision.

### 4.4.2. Performance of Semi-Supervised ANN when Identifying Near Miss Collisions

The semi-supervised ANN had a high score for accuracy (94\%) when estimating all three risk labels, and performed well when identifying near miss collisions. Our test data included nine
datapoints for near miss collisions. The semi-supervised ANN identified eight of the nine (88\%) near miss collisions correctly which shows that the algorithm performed well for validity.

This level of validity compares well with the results of other studies that validated a machine learning algorithm's assessment of the risk of a collision. For instance, Wang et al. (2015) applied a K-Means clustering approach to analyze the risk of collisions and detected $66 \%$ of near miss collisions. Kluger et al. (2016) used the discrete Fourier transform algorithm combined with a K-Means clustering approach. Their study detected $78 \%$ of near miss collisions. Xiong et al. proposed a fuzzy rule-based algorithm combined with K-Means clustering and detected $87 \%$ of high-risk situations (2019).

### 4.5. Study Conclusions, Limitations and Recommendations

The goal of this study was to develop a semi-supervised machine learning algorithm that can produce the risk analysis required for an advanced smart protection system that provides police officers working on foot on a roadway with an early warning that they are at risk being hit by a vehicle. A police officer working as a pedestrian on a roadway may be distracted by numerous duties which may prevent the officer from paying attention to a risk brought about by a passing vehicle.

Smart protection systems that provide a warning of possible risk from a passing vehicle are available for pedestrians working on roadways, but these systems are based solely on a single input indicator (for example, intrusion of work zone/safety area by a passing vehicle). The systems simply apply a fixed threshold to the single input indicator to differentiate a safe event from a risky event and cannot capture the variety of situations that may create a risk for a police officer. A more sophisticated approach that could combine more than one input indicator is clearly needed.

The first objective was to find an approach to label a portion of the data in a dataset of unlabeled data. This approach identifies near miss collisions which can be used as small number of labeled data in the risk analysis. No existing dataset for collisions between pedestrian roadway workers and vehicles provides data for pedestrian and vehicle trajectories in the seconds leading up to a collision, and as the system we propose has not yet been implemented, we cannot use our system to obtain the data. Our system was developed by collecting a large amount of data from a radar installation which included data for vehicle drivers who were walking along the road or shoulder lane (similar activities for police officers). We successfully used driver braking behavior to detect probable near miss collisions in the dataset. As the data for these near miss collisions were associated with high-risk, we considered the data for near miss collisions to be labeled data. The rest of the data obtained from the radar system remained unlabeled at this stage, i.e., the level of risk was completely unknown.

The second objective was to develop a semi-supervised machine learning algorithm that combines labeled and unlabeled data and estimates levels of risk into three categories (low, medium and high). As the labeled data were insufficient for algorithm development or testing, we used a heuristic approach based on a fuzzy rule-based algorithm to give labels to the unlabeled data in our dataset. We developed three semi-supervised ANN algorithms. By developing our semi-supervised machine learning algorithms, we were able to create a composite risk indicator with the three risk categories (low, medium and high).

The third objective was to apply an unsupervised machine learning that classifies data based on their similarities into three risk categories (low, medium and high). For this purpose, we developed three unsupervised Fuzzy C-Means algorithms. In addition to the three semi-supervised ANN algorithms, we developed three unsupervised Fuzzy C-Means algorithms. We evaluated and
compared the performance of the six machine learning algorithms. This objective used a real-world dataset.

The results showed that the best semi-supervised ANN algorithm could combine four input indicators, classify risk into low, medium and high, and successfully capture police officer behavior, driver behavior, and spatial/temporal interactions between pedestrians and vehicles. It showed a high level of performance, i.e., $94 \%$ accurate when estimating the three risk labels, and $88 \%$ successful when identifying near miss collisions. The Fuzzy C-Means algorithms did not perform well. They failed to simultaneously capture the four selected collision contributing factors, and the best Fuzzy C-Means algorithm was only $33 \%$ accurate when estimating the three risk labels. The semi-supervised ANNs gave only a small number of datapoints a high-risk label, i.e., the semi-supervised ANNs only warned warn police officers when there was a high-risk event (e.g., a near miss collision). The Fuzzy C-Means algorithms tended to give many datapoints a highrisk label, i.e., they generated a large number of warnings which could lead police officers to stop taking notice of the alarms. The best semi-supervised ANN algorithm showed $88 \%$ success to detect near miss collisions. It means that the algorithm is able to detect a near miss collision (the moment of the hard braking and 2 seconds before the hard brake) with $88 \%$ success rate. Therefore, the algorithm could generate a warning three to four seconds before a collision. This warning period is in line with the literature and provides an acceptable amount of time for a police officer react to potential collision risk.

We noted the following limitations in our study and make the following recommendations for future research:

- The proposed semi-supervised machine learning algorithm was based on a small numbers of near miss collisions identified by driver braking behavior. Other evasive actions
conducted by a driver (e.g., fast steering to avoid a collision) or by a police officer (e.g., rapidly changing position to avoid collision) could also provide appropriate means for identifying near miss collisions. Future research could consider different ways to collect data on these evasive actions to identify additional near miss collisions and improve the accuracy of the algorithm.
- We selected the most efficient functions/optimization algorithms for the proposed semisupervised ANN. These algorithms showed rapid learning (the learning time was less than 5 seconds for all of our algorithms), but the time required for training may increase as the number of datapoints increases, and this time increase might delay a warning of a possible collision. Further improvement of the training time is not possible unless we collect a larger number of datasets. A future study could use naturalistic driving or virtual reality technology to simulate real-world situations and collect the large amount of data required to improve training by designing meta-heuristic algorithms such as genetic or particle swarm optimization algorithms for use in the semi-supervised ANN learning process.
- We developed and compared one semi-supervised machine learning algorithm with another unsupervised machine learning algorithm. Future studies may consider the possibility of developing other semi-supervised machine learning algorithms (e.g., Random Decision Forest and Linear Regression) and other unsupervised machine learning algorithms (K-Nearest Neighbor and K-Means) to investigate which risk analysis algorithm is most appropriate for use in a smart protection system designed to protect police officers working as pedestrians on highways.
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## CHAPTER FIVE

## 5. DEVELOP A RISK ANALYSIS APPROACH TO EVALUATE PHYSICAL DISTANCING ON URBAN SIDEWALKS


#### Abstract

The COVID-19 outbreak has fundamentally changed how people move around and live in a city. It is reported that the virus spreads through transmission via large droplets and/or small aerosols when an infected individual coughs or sneezes or even breathes or talks near an uninfected individual. This study considers the implications of physical distancing requirements for pedestrian-to-pedestrian conflict using urban sidewalks. Pedestrian physical distancing can be described as a mobility intervention designed to limit virus infection by keeping people, for example, 2 meters apart. Physical distancing assumes that the risk of transmission declines with the distance between people, but a more sophisticated risk analysis algorithm than the current binary algorithm which is simply based on a single distance may help health agencies to evaluate and monitor how well physical distancing is being achieved. The study developed pedestrian physical distancing indicators to quantitatively evaluate different levels of physical distancing and proposed levels of pedestrian physical distancing that can be used to select and implement appropriate mobility interventions. This study also developed a fuzzy rule-based algorithm to estimate the relative risk of viral transmission between pedestrians under different pedestrian walking conditions. Finally, we demonstrated the application of the proposed study in a simulated virtual walkway environment using PTV Viswalk. We hope the study can help decision-makers in health agencies to select the most appropriate pedestrian mobility interventions for limiting spread of the virus on urban sidewalks.


Keywords: Pandemic, Levels of pedestrian physical distancing, Mobility interventions, Pedestrian-to-pedestrian conflict, Risk analysis algorithm

### 5.1. Introduction

As of June, 2022, the COVID-19 virus has infected almost 540 million people around the world and killed nearly 6.3 million people. The case and death toll are still growing (WHO, 2022). Interventions implemented to limit the pandemic include individual level interventions such as mask-wearing and hand-washing with soap or sanitizer, and community level interventions such as education, restricting public gatherings, maintaining physical distancing, and enforcement. To reduce the possibility of COVID-19 spread, public health agencies strongly recommend that people avoid crowded areas and maintain physical distancing (WHO, 2020; ECDC, 2020; Chen et al., 2020; Fong et al., 2020; Zhang et al, 2020a; Varotsos and Krapivin, 2020; Huynh, 2020).

This study proposes a measure to assess the level of pedestrian physical distancing (LPPD) on urban sidewalks during a pandemic. We also develop a risk analysis algorithm using a fuzzy rule-based algorithm (hereafter fuzzy algorithm) to help decision-makers understand how the risk of COVID-19 transmission between pedestrians may be affected by physical distancing between pedestrians.

It is reported that the virus spreads when an infected individual coughs or sneezes or even breathes or talks near an uninfected individual (Leung et al., 2020; Stadnytskyi et al., 2020). The virus is transmitted via large droplets and/or airborne transmission via small aerosols (Zhang et al., 2020b). If the infected person is not wearing a mask, transmission via large droplets typically occurs over a distance of up to 2 meters, but transmission via small aerosols can occur over a distance of up to 8 meters under certain temperature and moisture conditions (Bourouiba, 2020; Parshina-Kottas et al., 2020). Physical distancing assumes that the risk of transmission declines with the distance between people. Policies are implemented largely to avoid virus transmission via large droplets, but public health agencies apply different physical distancing thresholds. For
example, the United Kingdom, the United States and Canada use 2 meters ( 6 ft ), but Germany and Australia use 1.5 meters, and France and Demark use 1.0 meter (Shukman, 2020). Some health scientists have expressed concern about using a fixed value and have pointed out the wide range of circumstances that affect the distance threshold for COVID-19 transmission (Chu et al., 2020; Feng et a., 2020). Exposure time also plays an important role in the possibility of viral transmission. Increased exposure time increases the risk of virus transmission (Vuorinen et al., 2020; CDC, 2020; Parshina-Kottas et al., 2020). When modeling pedestrian physical distancing on urban streets, we can reasonably assume that pedestrian density and pedestrian exposure time are the two most important indicators affecting pedestrians' risk of contracting COVID-19.

### 5.1.1. Pedestrian Physical Distancing as a Mobility Intervention

Pedestrian physical distancing can be described as a "mobility intervention" designed to keep people apart. Public health authorities in North America have introduced several mobility interventions that support pedestrian physical distancing. The idea of "Slow Streets" is one of the most well-known programs in North America (NACTO, 2020; SFMTA, 2020; CoT, 2020). The Slow Streets program attempts to provide additional space for active transportation, i.e., pedestrians and bicyclists, by increasing the surface infrastructure capacity available. For example, the program might temporarily or permanently expand the space available to pedestrians and bicyclists by replacing curbside parking spaces or curbside lanes with pedestrian walkways and/or bicycle lanes. The Slow Streets program also suggests even stronger mobility interventions such as completely prohibiting non-essential vehicular traffic on designated urban streets to provide significantly more space for active transportation. Many North American municipalities have implemented similar programs, for example, Slow Streets (Denver), ActiveTo (Toronto), Open Streets (Brooklyn), and Stay Healthy Streets (Seattle) (NACTO, 2020). For trails, beaches and
public spaces where the lack of space is not necessarily a major issue, public health agencies typically encourage physical distancing through other types of mobility intervention. These include education (e.g., social media advertisements and outdoor signage) and enforcement (e.g., tickets and fines for physical distancing violators) (de Bruin et al., 2020).

Increasing sidewalk capacity does not always guarantee continuous physical distancing over time among pedestrians. If pedestrians violate physical distancing requirements (whether intentionally or not), it is clear that mobility interventions designed to provide additional capacity cannot be regarded as sustainable solutions to the problem and we need a better understanding of pedestrian space and the level of risk implied by pedestrians failing to maintain physical distance.

### 5.1.2. Understanding Levels of Pedestrian Physical Distance

We assume that the risk of viral infection increases with higher density and/or a lower rate of compliance with physical distancing guideline, but the distance between pedestrians is constantly changing. We need to understand how these (second by second) spatial and temporal changes affect the interventions we use to reduce the risk of virus transmission. Figure 5-1 provides a graphical example of how pedestrian density and compliance rate (inverse of exposure) are constantly changing.

To demonstrate the implications of differences in pedestrian density and compliance rate associated with the physical distancing, we developed four scenarios, one for each box with a colored border in Figure 5-1:

- In Scenario 1 (purple box), each pedestrian has enough walking space to maintain the exact physical distancing required (e.g., 2 meters). In this scenario, the space is operating at capacity, i.e., the whole space is being occupied by the maximum number of pedestrians
who can maintain physical distancing from each other.
- In Scenario 2 (green box), each pedestrian has more than enough walking space (e.g., 8 meters) to maintain physical distancing.
- In Scenario 3 (blue box), some pedestrians cannot maintain physical distancing as pedestrian volume has exceeded the capacity of the space.
- In Scenario 4 (pink box), some pedestrians do not maintain the required physical distancing although the space has more than enough space available.


Figure 5-1: Examples of changes in density/compliance rate over time

Understanding the different walking conditions shown in the four scenarios is important when choosing a mobility intervention. For example, Scenario 3 (blue box) clearly demonstrates a situation that requires increased capacity. The surface infrastructure changes proposed in the

Slow Streets program might be appropriate mobility interventions. On the other hand, Scenario 4 (pink box) would not require changes in surface infrastructure. A stronger education and/or enforcement program would probably be more appropriate.

### 5.1.3. Study Goal and Objectives

The goal of this study is to evaluate how well physical distancing is being achieved on urban sidewalks during a pandemic. We propose a risk analysis that can evaluate and monitor the sidewalks using a sophisticated algorithm rather than the current binary distance threshold approach (2-meter physical distancing) which is based only on a simple distance cut off. The study has three objectives:

1) Develop pedestrian physical distancing indicators that can quantitatively evaluate different levels of physical distancing;
2) Propose levels of pedestrian physical distancing (LPPD) that can be used to select and implement appropriate mobility interventions; and
3) Develop a risk analysis algorithm to estimate the relative risk of viral transmission between pedestrians under different pedestrian walking conditions.

The study involved two major assumptions:

1) None of the pedestrians on the sidewalk are not members of a household unit (e.g., family members).
2) Pedestrians are not using face masks.

Every pedestrian should, therefore, maintain the required physical distance.

Section 5.2 discusses literature review. Section 5.3 presents the three-step approach in relation to LPPD and risk analysis algorithm. Section 5.4 presents a simulation study to
demonstrate the results of our three-step approach. Section 5.5 discusses the findings of this study as well as the recommendations for future studies.

### 5.2. Literature Review

In the literature review, we focus on two existing approaches to measuring the quality of pedestrian walking environments: the pedestrian level of service (PLOS) set out in the US Highway Capacity Manual (HCM) (TRB, 2016), and the pedestrian comfort level (PCL) developed by the City of London, England (Finch et al., 2010). We adapted and combined some useful concepts in the PLOS and the PCL to develop our LPPD.

### 5.2.1. Pedestrian Level of Service (PLOS)

The HCM's PLOS is the measure most widely used to describe the operational conditions of pedestrian flows on urban sidewalks. The HCM's PLOS is based on two indicators, 1) pedestrian space (meter ${ }^{2} /$ pedestrian) and 2) pedestrian flow rate (pedestrian $/ \mathrm{min} / \mathrm{m}$ ), and lists six levels ranging from A (best condition) to F (worst condition). If the number of pedestrians per minute decreases, the space per pedestrian increases and the operational walking conditions for pedestrians improve. Transportation engineers use PLOS to improve pedestrian infrastructure by, for example, widening the sidewalk.

LOS A describes a walking condition in which all pedestrians can choose and vary their walking speed, and conflicts between moving pedestrians are unlikely. LOS B to D describe walking conditions ranging from minimal restriction on movement to increasingly restricted movement due to reduced space and slower walking speeds. LOS E describes a walking condition in which pedestrian volume is at capacity. Pedestrians have no space for passing other pedestrians, and often need to adjust their walking speed due to slow moving pedestrians ahead. LOS F describes a walking condition in which pedestrian flows and walking speeds are severely restricted
and queues develop on the walkway (TRB, 2016).

### 5.2.2. Pedestrian Comfort Level (PCL)

The City of London, England has very high numbers of pedestrians using some of its walkways for considerable periods of time each day. To assess whether a walkway was adequate for the pedestrian volume, the City developed a measure of pedestrian flow conditions known as the pedestrian comfort level (PCL).

The PCL is based on two indicators: 1) pedestrian crowding, and 2) restricted movement. As pedestrian crowding is based on the number of pedestrians per minute per meter (pedestrian $/ \mathrm{min} / \mathrm{m}$ ) (i.e., same as the pedestrian flow indicator in HCM's PLOS). Restricted movement is a measure of comfort derived from the percentage of pedestrians observed to experience restricted movement. If the percentage is high, the conditions are not comfortable as higher number of pedestrians need to change their route and speed to avoid problems like shoulder brushing and bumping into other pedestrians. The PCL lists five main levels ranging from A (very comfortable) to E (very uncomfortable). Levels A, B and C can be sub-divided (+/0/-) giving a total of 11 PCL levels (Finch et al., 2010).

### 5.3. Methodology

The study used three steps to propose a LPPD and estimate the risk of contracting a virus infection at different physical distances.

1) Developing Indicators: As pedestrian density and pedestrian exposure time appear to be the two most important indicators affecting the risk of pedestrians contracting COVID-19. To provide a quantitative measure each indicator, it was necessary to develop a mathematical expression for each indicator.
2) Developing LPPD: We develop LPPD similar to the PLOS and PCL using the two indicators developed. We explain the relationship between the two indicators and the proposed LPPD.
3) Developing Risk Analysis Algorithm: We develops a mathematical process that can measure the relative risk of viral infection due to the different physical distances between pedestrians. We then demonstrate the use of this algorithm using a simulation.

### 5.3.1. Developing Indicators

1) Developing Indicator I (pedestrian space): It refers to pedestrian space (PS), the average space available to each pedestrian area regardless of hitting other pedestrians expressed as square meters per pedestrian. Equation (5-1) shows the formula for PS:

$$
\begin{equation*}
P S=\frac{S_{p}}{V_{p}} \tag{5-1}
\end{equation*}
$$

where
$P S$ is Pedestrian space $\left(\mathrm{m}^{2} / \mathrm{p}\right)$,
$S_{p}$ is Pedestrian speed ( $\mathrm{m} / \mathrm{min}$ ), and
$V_{p}$ is Pedestrian flow per unit width (pedestrian $/ \mathrm{min} / \mathrm{m}$ ).
Pedestrian space is an indicator used in the HCM to define PLOS. The indicator involves estimating pedestrian speed in the study area for one minute and estimating the flow rate for one minute. The pedestrian speed is then divided by the flow rate to estimate the average space for each pedestrian. Predefined thresholds are used to determine the different PLOS. The PLOS thresholds are based on pedestrian comfort when walking on sidewalks and do not consider physical distancing. In this study, we used the pedestrian space indicator developed by HCM PLOS, but we used physical distancing to define the thresholds for LPPD.
2) Developing Indicator II (compliance rate): It is the compliance rate. The rate incorporates the physical distance threshold and can be viewed as a surrogate measure for exposure time: a higher compliance rate implies a lower exposure time. Figure 5-2a shows a space with four pedestrians. At any moment, there are six physical distances between the pedestrians in this particular example. We consider the minimum distance for each pedestrian. As an example, for pedestrian \#1, the physical distance with pedestrian \#2 (blue color line) is the minimum distance out of three distances need to be considered. The distance also becomes the minimum distance for pedestrian \#2. For pedestrian \#3 and \#4, the distance between themselves (blue color line) is the minimum distance for these two pedestrians. See Figure 5-2b. We repeat this observation each second for all pedestrians during a preset study period (e.g., 1 minute). The minimum distance each second obtained for all the pedestrians in the study area during the study period can then be used to build a cumulative frequency histogram. See Figure 5-2c. The total area under the cumulative frequency histogram represents the total time spent by all pedestrians in the study area regardless of physical distance between them. Using the histogram, we can then estimate the percentile of pedestrians who have maintained the required physical distancing (e.g., 2 m ) over the study period at the study area. See blue area in Figure 5-2c. We can argue that the greater the percentile values (that means larger the number of pedestrians who maintained the required physical distancing during a study period), less the possibility of viral transmission between pedestrians (e.g., less number of persons who exposed to the less than required physical distancing). Compliance rate is an indicator that can be viewed as the inverse of exposure time. This study defined the exposure time as the time span used to identify pedestrians who were continuously violating 2 meters of physical distancing. For example, exposure time might be defined as two pedestrians violating 2 meters of physical distancing continuously for 9 seconds
out of 10 seconds of the total trip duration of the two pedestrians in a study area. In this case, exposure time would be calculated as $0.9(90 \%)$, and the compliance rate as $0.1(10 \%)$, indicating that pedestrians could maintain physical distancing for $10 \%$ of the total trip duration (one second in this example).
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Figure 5-2: The concept of indicator II (compliance rate)

### 5.3.2. Developing LPPD

Figure 5-3 shows the concepts incorporated into the proposed LPPD. As an example, if we use 2 meters as our threshold for physical distancing, each pedestrian then requires a circle of space with a radius of 1 meter to ensure compliance with physical distancing requirements.

We developed six primary levels of LPPD ranging from A to F. These levels were based on Indicator I and are similar to the six levels in the HCM's PLOS. We also developed three sublevels (+, 0, -) for each LPPD (except level F). The based sub-levels were based on Indicator II and are similar to the three sub-levels used in the City of London's PCL (Finch et al., 2010).

1) Creating six Primary Levels based on Indicator I

Each primary level can be interpreted as follows:

- LPPD A represents a pedestrian walking environment in which pedestrians can maintain at least 8 meters of physical distance from other pedestrians without needing to alter their walking speed or path. LPPD A implies that pedestrians minimize the possibility of contracting with virus as they are maintaining a distance that exceeds the distance over which transmission can occur via small aerosols under certain temperature and moisture conditions (Parshina-Kottas et al., 2020). If a sidewalk can provide PS $\geq 50.24\left(\mathrm{~m}^{2} / \mathrm{p}\right)$, we consider the space to be operating under LPPD A.
- LPPD E represents a pedestrian walking environment in which pedestrians can maintain the required physical distancing, but the sidewalk is operating at or near capacity in terms of the pedestrian flows. Under LPPD E, pedestrians often need to restrict their normal walking speed and adjust their gait to maintain physical distancing. It is extremely hard for pedestrians to overtake slow moving pedestrians without violating the physical distancing requirement. If a sidewalk can provide $0.78\left(\mathrm{~m}^{2} / \mathrm{p}\right)<\mathrm{PS} \leq 3.14\left(\mathrm{~m}^{2} / \mathrm{p}\right)$, we consider the space to be operating under LPPD E.
- LPPD F represents a pedestrian walking environment that is operating beyond capacity. Some pedestrians need to restrict their walking speeds severely and it is not possible for the pedestrians to progress forward without violating the physical distancing requirement. If a sidewalk provides $\mathrm{PS} \leq 0.78\left(\mathrm{~m}^{2} / \mathrm{p}\right)$, we consider the space to be operating under LPPD F , and the pedestrians appear to be queuing rather than moving forward.
- To adopt the HCM's PLOS that describes six levels of pedestrian walking conditions, we have derived LPPD B to LPPD D by gradually changing PS constraint for each level (see Figure 5-3 for the proposed PS for each level). As an example, the LPPD D presents a situation when each pedestrian can maintain 2 meter $(r=1$ meter $)$ to 4 meter ( $\mathrm{r}=2$ meter $)$
of physical distance between each other and corresponding PS ranges between $3.14\left(\mathrm{~m}^{2} / \mathrm{p}\right)$ $<\mathrm{PS} \leq 12.56\left(\mathrm{~m}^{2} / \mathrm{p}\right)$.

| Radius ( $\mathbf{m}$ ) $=r$ | Pedestrian Space ( $\mathrm{m}^{2} / \mathbf{p}$ )$=\pi r^{2}$ | Compliance Rate |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 85\% | 15\% ~ $85 \%$ | 15\% |
|  |  |  |  |  |
| $(0)$ | $50.24<$ PS | A+ | A0 | A- |
|  | $28.26<$ PS $<50.24$ | B+ | B0 | B- |
| $\infty$ | $12.56<$ PS $<28.26$ | C+ | C0 | C- |
| $\bigodot_{1<r \leq 2}$ | $3.14<$ PS $<12.56$ | D+ | D0 | D- |
| $\bigodot_{0.5<r \leq 1}$ | $0.78<\mathrm{PS}<3.14$ | E+ | E0 | E- |
| $\theta$ $0.5 \geq r$ | PS < 0.78 |  | F |  |

Figure 5-3: Level of pedestrian physical distance (LPPD)
2) Creating 3 Sub-levels based on Indicator II

We used Indicator II to develop three sub-levels of pedestrian exposure. Transportation engineering often uses the $85^{\text {th }}$ and the $15^{\text {th }}$ percentile values as a threshold for design and operational parameters (Hou et al., 2012). This is especially true when safety (i.e., saving lives) is the main consideration. For example, the theoretical rationale for defining the maximum posted speed limit for highway segments is based on the $85^{\text {th }}$ percentile operating speed (Milliken, 1998).

The $85^{\text {th }}$ percentile values are also used to determine minimum stopping sight distance in relation to important geometric design parameters such as perception and reaction time (AASHTO, 2018). The $15^{\text {th }}$ percentile walking speed is used to determine pedestrian signal timing at pedestrian crossings (Knoblauch, 1996) and also provides the theoretical rationale for defining the minimum posted speed limit on high-speed highways in the United States that maintain a minimum speed limit as well as a maximum speed limit (Mussa, 2004).

As Figure 5-3 showed, if $85^{\text {th }}$ or greater percentile of pedestrians have complied with the required physical distancing over the preset study period (10 minutes), the sub-level will be specified as "+." If 15th percentile or less percentile of pedestrians have complied with the required physical distance during the study period, the sub-level will be specified as "-." Lastly, if the percentile values are positioned between these two thresholds, we defined the sub-level as " 0.1 Note that the $85^{\text {th }}$ and $15^{\text {th }}$ percentile values of compliance rate can be estimated from the cumulative frequency histogram of pedestrians in Figure 5-2. In summary, we applied the three sub-levels (high (+), medium (0) and low (-)) to LPPD A to E (See Figure 5-3).

From LPPD A to LPPD E, pedestrians maintain physical distancing of at least 2 meters. Under LPPD F, it is not possible for all pedestrians to maintain this level of physical distancing and the compliance rate is not calculated.

### 5.3.3. Developing Risk Analysis Algorithm

In the risk analysis algorithm, we use the two indicators explained in section 5.3.1 to quantitatively estimate the relative risk of viral infection (i.e., composite risk indicator). As the indicators involve uncertain, vague and/or subjective sets of data, we used a fuzzy algorithm for our algorithm development (Zadeh, 1965).

A fuzzy algorithm uses a membership function to determine a membership value between

0 and 1 for each input indicator. The membership function can be changed into a "fuzzy set" designed to capture the uncertainty of the input and output variables. These fuzzy sets can be defined as categorical variables (levels A to F in our case) or as binary situations such as yes/no, true/false, etc. (Mendel, 1995). A fuzzy algorithm has three main stages: a) fuzzification, b) rule evaluation, and c) defuzzification (Mendel, 1995) (see Figure 5-4).

In the fuzzification stage, we used fuzzy linguistic variables to convert the two input indicators into fuzzy sets. Indicator I provided six input fuzzy sets (A to F). Indicator II provided three additional fuzzy sets ( $+, 0,-)$. We also determined the shape of the membership functions for each fuzzy set. We used a "triangular" form for the membership function as this is the most commonly used functional form (Barua et al., 2013).

a) Fuzzification
c) Rule evaluation
d) Defuzzification

Figure 5-4: A fuzzy rule-based algorithm for risk analysis

In the rule evaluation stage, we defined 16 linguistic IF-THEN rule constructions. For example, we defined fuzzy rule \#1 as: if Indicator I is "LPPD A" and Indicator II is "+," then the relative value of composite risk indicator (output) is "very low." In the defuzzification stage, we
converted the fuzzy relative value of composite risk indicator outputs to numerical values describing the estimated composite risk indicator. These values ranged from 0 (lowest relative risk) to 1 (highest relative risk).

### 5.4. Simulation Study

### 5.4.1. Virtual Walking Environment

To demonstrate the application of the proposed LPPD and risk analysis algorithm, we created a virtual pedestrian walkway to mimic pedestrians' movement along an urban sidewalk. We investigated downtown Toronto sidewalks (e.g., Queen Street East between Parliament Street and Sackville Street along ) where the local jurisdiction implemented mobility interventions. As we found that most downtown Toronto sidewalks are about 3 meters wide and 20 meters long, we used 3 meters as the width and 20 meters as the length of the study's sidewalk study area. We used PTV Viswalk (see Figure 5-5) for the simulation. PTV Viswalk which is a popular pedestrian simulation tool used to track pedestrian walking trajectories (the $x-y$ coordinates of pedestrians in a study area) each second over a preset period of time (Das et al., 2014).

We used PTV Viswalk for the simulation. PTV Viswalk is a popular pedestrian simulation tool that can be used to track pedestrian walking trajectories (the x-y coordinates of pedestrians in a study area) each second over a pre-set period of time (Das et al., 2014). PTV Viswalk formulizes pedestrian motion using Equation (5-2):
$m_{a} \times \frac{d v_{a}}{d t}=F_{a}$

Equation (5-2) calculates the force required for pedestrian $a$ with mass of $m_{a}$ and speed of $v_{a}$ to change speed. However, Equation (5-2) is very simple and only considers the direction and desired speed of each pedestrian.

In addition to Equation (5-2), PTV Viswalk uses a mathematical equation known as the social force model to formulize other pedestrian behaviors. These behaviors include avoiding hitting other objects such as other pedestrians as shown in Equation (5-3) (Helbing and Molnar, 1995; PTV, 2020):

$$
\begin{equation*}
F_{\alpha \beta}=A \times \exp \left[\frac{\left(r_{\alpha \beta}-d_{\alpha \beta}\right)}{B}\right] \times n_{\alpha \beta} \tag{5-3}
\end{equation*}
$$

In Equation (5-3),
$F_{\alpha \beta}=$ the social force of pedestrian $\beta$ to pedestrian $\alpha$.
$A$ and $B=$ the strength coefficients.
$n_{\alpha \beta}=$ the unit vector of participant $\beta$ pointing to participant $\alpha$,
$d_{\alpha \beta}=$ the distance between pedestrian $\beta$ to pedestrian $\alpha$ (body surface to body surface)
$r_{\alpha \beta}=$ the additional required distance in meters between pedestrian $\beta$ to pedestrian $\alpha$.

If $r_{\alpha \beta}=0$, the social force model ensures that pedestrians do not to collide with each other.
If we set $r_{\alpha \beta}$ to 2 , the social force model ensures that pedestrians pass each other with more than 2 meters of distance, i.e., setting $r_{\alpha \beta}$ to 2 enables the model to apply the 2 meters of physical distancing rule. By multiple trial and error, we gave $A$ a value of 11 , and $B$ a value of 0.66. $d_{\alpha \beta}$ and $n_{\alpha \beta}$ were determined by the simulation in each unit of time (i.e., in each second). With these parameters, we found that on average, $90 \%$ of the pedestrians maintained 2 meters of physical distancing while walking along the sidewalk

The number of pedestrians (the pedestrian flow rate) is directly associated with the space available to each pedestrian (the pedestrian space). As the pedestrian flow rate increases, the pedestrian space decreases. The pedestrians can maintain the required physical distancing under LPPD A to C as long as all pedestrians are willing to make the necessary speed and direction
adjustments. On the other hand, it is not possible for pedestrians to maintain the required physical distancing under LPPD F due to lack of capacity.

a) Pedestrians walk randomly without attempting to maintain the required physical distancing

b) All pedestrians walk while maintaining the required physical distancing

Figure 5-5: Pedestrian simulation environment in PTV Viswalk

In this study, we simulated pedestrian flows for LPPD D ( $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$ ) and LPPD E (35 $\mathrm{p} / \mathrm{min} / \mathrm{m}$ ). Notice, however, that LPPD E is not considered a sustainable or stable walking environment as many pedestrians under LPPD E cannot continuously and consistently maintain the exact physical distancing required, and thus LPPD E can easily transition into LPPD F. We created three scenarios:

- Base Scenario: The base scenario was a default scenario that we could compare with scenarios 1 and 2. In the base scenario, pedestrians could walk randomly without attempting to maintain the required physical distancing. The flow rate set at $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$.
- Scenario 1: Scenario 1 was created to demonstrate the impact of change in Indicator I (pedestrian space). The flow rate was ( $35 \mathrm{p} / \mathrm{min} / \mathrm{m}$ ) which allowed all pedestrians to walk randomly without attempting to maintain the physical distancing.
- Scenario 2: Scenario 2 was created to demonstrate the impact of change in Indicator II (compliance rate). The flow rate was $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$ (the same as the base scenario). All pedestrians in this scenario were forced to maintain 2 meters of physical distancing.

We simulated each scenario twice for 10 minutes per simulation. All the pedestrians in each scenario walked in the same direction (movement to one direction) and each pedestrian's average desired walking speed was set at 1.3 meter per second with 0 standard deviation. In reality, pedestrians exhibit a wide range of desired walking speed, varying between 0.8 meter per second to 1.8 meter per second (TRB, 2020). We set a value of 1.3 meter per second (average value of 0.8 m and 1.8 m ) for pedestrian's desired walking speed. In the analysis, we extracted the $\mathrm{x}-\mathrm{y}$ coordinates for each pedestrian's second by second movement along the virtual walkway. This produced 3,600 raw datasets ( 10 minutes $\times 60$ seconds $\times 3$ scenarios $\times 2$ simulations per scenario). These datasets were converted into input indicators and used in the LPPD analysis and risk estimation. We used the Matlab Simulink package for the analysis (Mathworks, 2016).

### 5.4.2. Results of Analysis

Table 5-1 shows the average estimates Indicators I and II each over the 10 minutes of simulation for each of the three scenarios and the corresponding LPPD (see Figure 5-6).

Table 5-1: Estimation of indicators and LPPD

| Scenario | Indicator I (pedestrian space) | Indicator II (compliance rate) | LPPD |
| :---: | :---: | :---: | :---: |
| Base Scenario | $3.23 \mathrm{~m}^{2} / \mathrm{p}$ | $39^{\text {th }}$ Percentile | D0 |
| Scenario 1 | $2.36 \mathrm{~m}^{2} / \mathrm{p}$ | $22^{\text {th }}$ Percentile | E0 |
| Scenario 2 | $3.16 \mathrm{~m}^{2} / \mathrm{p}$ | $87^{\text {th }}$ Percentile | D+ |

If we compare the base scenario with scenario 1 , the increase in the pedestrian flow rate (from $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$ in the base scenario to $35 \mathrm{p} / \mathrm{min} / \mathrm{m}$ in scenario 1 has decreased Indicator I from $3.23 \mathrm{~m}^{2} / \mathrm{p}$ in the base scenario to $2.36 \mathrm{~m}^{2} / \mathrm{p}$ in scenario 1 . Indicator II has decreased from the $39^{\text {th }}$ percentile in the base scenario to the $22^{\text {th }}$ percentile in scenario 1 . The LPPD for the base scenario is D0, but the decrease in Indicator I reduces the LPPD to E0 in scenario 1.


Figure 5-6: Input indicators and estimated composite risk indicator for scenarios

The change in Indicator II does not change the LPPD as both percentiles are treated the same (i.e., both fall within the $15 \%$ to $85 \%$ area). If we compare the base scenario with scenario 2, Indicator I has decreased slightly (from $3.23 \mathrm{~m}^{2} / \mathrm{p}$ in the base scenario 1 to $3.16 \mathrm{~m}^{2} / \mathrm{p}$ in scenario 2, but Indicator II has increased significantly (from the $39^{\text {th }}$ percentile in the base scenario to the $87^{\text {th }}$ percentile in scenario 2.

The LPPD has changed from D0 in the base scenario to $\mathrm{D}+$ in scenario 2 due to the increase in Indicator II. The change in Indicator I did not not change the LPPD. The estimates of Indicators I and II (see Table 5-1) were used as inputs by the fuzzy algorithm to output the estimated relative risk during the 10 -minute simulation period for each scenario. Figure 5-6 shows the results. Scenario 1 had the highest average risk ( 0.81 ) followed by the base scenario ( 0.78 ) followed by scenario 2 (0.67).

### 5.5. Discussion and Recommendations

In this section, we discuss the implications of the proposed LPPD and the implications of the risk analysis algorithm.

### 5.5.1. Implications of LPPD

The purpose of the LPPD is to help decision makers select the most appropriate mobility interventions. In our simulation study, for example, to improve the LPPD of scenario 1 from E0 to the base scenario's D0, we can modify the surface infrastructure (e.g., the cross-sectional design of urban streets) to increase the space available (capacity) for pedestrians/bicyclists. The Slow Streets program mentioned in Section 5.1.1 includes various appropriate mobility interventions (temporarily or permanently replacing curbside parking spaces or curbside lanes with pedestrian
walkways and/or bicycle lanes, completely prohibiting non-essential vehicular traffic on designated urban streets, etc.).

If, however, we wish to improve the LPPD of the base scenario (D0) to scenario 2's D+, increasing walking space may not be the best approach. In this case, we need to focus on mobility interventions that influence pedestrian walking behavior. Such interventions include educational programs (e.g., advertisements via outdoor signage and social media) and/or enforcement programs (e.g., ticketing and fining people who violate the physical distancing requirement). Increasing the available pedestrian space is an appropriate solution to improve the level of pedestrian physical distancing only if pedestrian flow does not increase. Thus, it would be more effective to control pedestrian flow to prevent excessive pedestrian conflicts in the limited space.

The HCM's PLOS does not consider 2-meter physical distancing. Table 5-2 compares the thresholds for the HCM's pedestrian LOS with the thresholds for our LPPD which takes 2-meter physical distancing into account. The much higher thresholds required for our LPPD show the justification for using the proposed LPPD rather than HCM's PLOS when trying to maintain physical distancing during a pandemic. In addition, the HCM PLOS does not take exposure time into account whereas our proposed input indicator II (compliance rate) is designed to capture exposure time."

Table 5-2: Thresholds in HCM's pedestrian LOS and our proposed LPPD

| HCM without considering physical distance |  | Proposed LPPD considering physical distance |  |
| :---: | :---: | :---: | :---: |
| PLOS HCM | Pedestrian space (PS) $\left(\mathbf{m}^{2} / \mathbf{p}\right)$ <br> HCM thresholds | Proposed LPPD | Pedestrian space (PS) (m²/p) <br> Our study thresholds |
| A | $5.57<P S$ | A | $50.24<P S$ |
| B | $3.71<P S \leq 5.57$ | B | $28.26<P S \leq 50.24$ |
| B | $2.22<P S \leq 3.71$ | C | $12.56<P S \leq 28.26$ |
| D | $1.39<P S \leq 2.22$ | D | $3.14<P S \leq 12.56$ |
| E | $0.74<P S \leq 1.39$ | E | $0.78<P S \leq 3.14$ |
| F | $P S \leq 0.74$ | F | $P S \leq 0.78$ |

### 5.5.2. Implications of Risk Analysis Algorithm

Figure 5-7 uses a 3D format to show the estimated change in the relative value of composite risk indicator by changes in Indicators I and II. The location of the three scenarios is shown on the risk surface. The figure clearly shows that a decrease in Indicator I and/or Indicator II, increases the estimated value of composite risk indicator. A small decrease in Indicator I leads to a relatively large increase in the estimated composite risk indicator. Changes in Indicator II are less sensitive and do not lead to such dramatic changes in the estimated composite risk indicator. This analysis may imply that reducing density by improving capacity is the most effective way to reduce the relative risk of possible viral infection (although such approach is expected to be more expensive).


Figure 5-7: 3D representation of the estimated change in the relative value of composite

The violation of physical distancing rules may increase the chance of getting COVID-19, but the composite risk indicator in this study does not represent the risk of getting COVID-19. The composite risk indicator refers only to the risk of violating 2 meters of physical distancing between pedestrians.

### 5.5.3 Recommendations for Future Work

Our study considered an outdoor space where pedestrians are not required to wear masks. As wearing masks may reduce the physical distancing threshold to less than 2 meters, a study of indoor space would require different calibration. Future research could investigate the effect of mask wearing on physical distancing by recalibrating the approach developed in this study. The study would require a scientifically acceptable estimate of appropriate physical distancing (e.g., 0.5 meter) for pedestrians wearing masks, but this information is not yet clearly known. The results of a such study would provide estimates of the presumably reduced risk of viral infection. This study focused on pedestrian sidewalks on urban streets. Future work could consider developing a similar LPPD and/or risk analysis algorithm targeting for indoor places (e.g., commercial plazas, major shopping centers, factories, etc.) where people are often close together. Future work also needs to automate the process of data collection and data process to determine the LPPD and the relative risk associated with the two proposed indicators. Various vision technologies based, for example, on CCTV can detect the second by second movement of pedestrians and are already used in various areas in transportation engineering (Teknomo et al., 2016; Brunetti et al., 2018).

We conducted this study to combat the current spread of COVID-19, but the proposed approach is also relevant to the countless types of influenza and the possibility that another pandemic will occur. We clearly need to know as much as possible about the potential role of mobility interventions and other strategies designed to limit the future pandemic.
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## CHAPTER SIX

## 6. CONCLUSIONS AND FUTURE RESEARCH

### 6.1. Study Summary

Despite the high number of intersection collisions, collisions on roadway segments are a major concern. The development of collision avoidance systems (CASs) designed to reducing the risk of segment collisions needs a special attention as segment collisions often result in severe consequences especially if the collision occurs outside urban centers where vehicles may be traveling at high speeds. This study focused on developing advanced CASs based on advanced risk analysis algorithms and testing. The study considered three types of segment collision: 1) animal-to-vehicle collisions, 2) pedestrian-to-vehicle collisions, and 3) pedestrian-to-pedestrian collisions.

The currently available CASs for the three selected segment collisions are: roadside animal detection systems (RADSs) designed to reduce the risk of animal-to-vehicle collisions, pedestrian protection systems designed to reduce the risk of pedestrian-to-vehicle collisions, and pedestrian physical distance monitoring systems designed to reduce the risk of pedestrian-to-pedestrian collisions. These existing systems rely on one input indicator and apply a simple risk analysis approach by applying a fixed threshold to differentiate safe situations from risky situations.

As no single indicator can simultaneously capture the many factors (road user behavior, spatial and temporal interactions between two road users, etc) that contribute to a collision, collision risk assessment requires the use of multiple input indicators and a sophisticated algorithm that can combine the different input indicators into a single composite risk indicator. Simultaneously capturing important factors is a challenging task as we do not have the level of
understanding that would justify assigning certain combinations of input indicators to certain risk levels (e.g., low, medium, high). In addition, data are often limited or inadequate. For example, no data for the x - and y -coordinates and speeds of road users are readily available for the seconds building up to a collision or a near miss collision. We cannot simply access available data and apply statistical algorithms such as regression models to assess the statistical relationships between the multiple inputs in order to produce an output in the form of a composite risk indicator output.

To develop appropriate risk analyses for the three selected CASs, this thesis screened and selected or developed multiple input indicators designed to simultaneously capture the different behaviors and spatial and temporal interactions between road users. The study then applied artificial intelligence (AI) algorithms in the risk analysis. These algorithms combined multiple input indicators to create a composite risk indicator that could estimate the varying levels of risk posed by road users on the roadway using real-time data.

The thesis goal was to explore the development of composite risk indicators for different CASs by conducting various risk analyses using different AI algorithms. This goal was achieved by conducting the four studies discussed in Chapters 2 to 5 . The following subsections present the main findings for each study.

### 6.2. Conclusions for Chapter 2

A RADS is a modern CAS designed to detect the presence of large animals near the road and to warn approaching drivers of their presence by activating dynamic warning lights. The current systems available use the position of the animals as the only input indicator to activate the warning lights. As a result, existing RADSs simply produce a binary output (on/off warning lights) based on a binary input (presence/absence of animals) which results in several limitations (e.g., failure
to capture unpredictable animal behaviors such as sudden jumping, etc., and certain driver behaviors such as aggressiveness).

Firstly, we proposed a next generation roadside animal detection system (NG RADS) to reduce the risk of animal-to-vehicle collisions. The full version of the proposed system has three phases:

Phase I (detection): The system uses radar sensors to detect the characteristics of the animal (e.g., position and speed) and the vehicle on a real-time (second by second) basis;

Phase II (risk analysis): The system uses the seed information from Phase I to develop various input indicators to capture animal behavior, driver behavior, and the spatial and temporal interaction between the animal and the vehicle. The system then estimates various levels of risk using a sophisticated AI algorithm that combines all the information into a single composite risk indicator; and

Phase III (communication): The system uses advanced vehicle-to-infrastructure (V2I) communication technologies to broadcast different levels of warning according to the estimated composite risk indicator. Different levels of warning can be directed to different vehicles on a realtime basis to alert drivers to the need to take appropriate action to avoid a collision.

This study focused on Phase II (risk analysis). We selected/developed four input indicators (distance from animals to roadway, magnitude of speeding, stopping sight distance (SSD), and physical distance) to capture animal behavior, driver behavior, and spatial and temporal interaction between animal and driver. We then developed a fuzzy rule-based algorithm which combined the four input indicators and created a composite risk indicator with a value that varied from zero (lowest risk) to one (highest risk).

The main findings of chapter two included followings:

- Changes in input indicators are properly reflected in the composite risk indicator. The composite risk indicator increases as (1) Indicator A (lateral distance from animal to roadway) decreases, (2) Indicator $B$ (magnitude of speeding) increases, (3) Indicator C (SSD) changes from 0 (safest) to one (riskiest), and (4) Indicator D (physical distance) decreases.
- The risk analysis algorithm enables the NG RADS to capture the unpredictable behavior of the animal in real-time. As the estimated value of the composite risk indicator is updated every second, three of the four proposed indicators (Indicators A, C and D) indirectly reflect the unpredictable behavior of a moving animal. For example, Indicator A (lateral distance from animal to roadway) decreases faster each second for an animal moving at speed towards the roadway than for an animal moving slowly towards the roadway. This kind of factor cannot be captured by conventional RADSs.
- The proposed risk analysis algorithm captures driver behavior (aggressiveness/normal) in the composite risk indicator: Indicator B (magnitude of speeding) results in an increase in the value of the composite risk indicator for an aggressive driver (one who drives faster than the posted speed limit). A conventional RADS cannot take driver behavior into account.
- The proposed risk analysis algorithm can capture the risk difference between the leading/following vehicle by using Indicator D (physical distance). A leading vehicle has a lower value for Indicator D (physical distance) which results in an increase in the composite risk indicator. A conventional RADS does not differentiate risk for leading/following vehicle and produces a similar risk for both.
- Conventional RADSs compare the position of an animal relative to the roadway and apply a threshold (e.g., 5 meters) that assigns a binary risk. This approach results in a major deficiency. Assume two situations: (1) the animal is positioned 5.1 meters to the roadway, and (2) the animal is positioned 4.9 meters to the roadway. A conventional RADS produces an alarm for the second animal, but not for the first although the first animal may suddenly jump forward and be within the alarm threshold. Our proposed risk analysis algorithm is more logical because it allows risk to increase as an animal moves closer to the road.
- A conventional RADS produces a fixed and constant level of risk for the entire roadway segment even after the vehicle passes the animal and there is no risk. The proposed algorithm can generate different levels of risk in real time. For example, the proposed algorithm considers the interactions between an animal and a vehicle and the risk becomes zero after the vehicle passes the animal.


### 6.3. Conclusions for Chapter 3

Modern CASs include pedestrian protection systems designed to alert a pedestrian (e.g., a police officer) to a possible risk from an approaching risky vehicle and then warn the pedestrian to take proactive evasive action if necessary. Existing systems use only a single input indicator (e.g., time to collision (TTC)) and apply a simple risk analysis approach (comparing the indicator with a fixed threshold) to decide whether to alert the pedestrian or not. The limitations of this approach include failing to capture pedestrian behavior, driver behavior, etc.

Firstly, we proposed a smart protection system designed to reduce the risk of a pedestrian (officer)-to-vehicle collisions. The full protection system envisaged involves three phases:

Phase I (detection). A radar system installed in a police officer's car detects the positions (i.e., x - and y -coordinates), trajectories, and speeds of passing vehicles and police officers in realtime (i.e., second by second);

Phase II (risk analysis). The system uses the seed information from Phase I to develop multiple input indicators to capture police officer behavior, driver behavior, and the spatial and temporal interaction between the police officer and passing vehicle. A risk analysis algorithm using a sophisticated AI algorithm is then developed to combine input indicator and to estimate a composite risk indicator, and

Phase III (warning and communication). The system generates the appropriate level of audio and/or vibration warning according to the estimated level of risk. The warning can be disseminated to the police officer's equipment (e.g., mobile radio) or wearable device (e.g., wrist band) and the police officer can take evasive action.

This study focused on Phase II (risk analysis). We developed a fuzzy rule-based algorithm to combine four developed input indicators (lateral distance from police officer to traveled lane, magnitude of speeding, SSD, and direct distance) into a single composite risk indicator to estimate of level of risk of a collision. The value of the composite risk indicator in this study varied from zero (low risk) to one (high risk).

The main findings of chapter three included the followings:

- The 3-D surfaces developed in the study clearly show that when Indicator A (lateral distance from police officer to traveled lane) decreases, the composite risk indicator increases. When Indicator B (magnitude of speeding) increases, the composite risk indicator increases. We see a sudden increase in the composite risk value when the binary Indicator $\mathrm{C}(\mathrm{SSD})$ changes from zero (safer) to one (riskier). When Indicator D (direct
distance) decreases, the composite risk value increases. All these results are as we would expect.
- The proposed risk analysis algorithm appears to capture police officer behavior successfully. For example, if a police officer moves toward the traveled lane, the composite risk indicator increases. If a police officer moves away from the traveled lane, the composite risk indicator decreases. If police officer does not move at all, the composite risk indicator does not change (assuming that the other indicators are constant). All these results are as we would expect.
- The proposed risk analysis algorithm appears to capture driver behavior successfully. Indicator B (magnitude of speeding) directly reflects driver behavior as the value of Indicator B is higher for an aggressive driver (a driver traveling above the posted speed limit) and the higher value results in a higher composite risk indicator. Our algorithm also captures driver behavior indirectly. If a driver rapidly increases his speed, indicator D (direct distance) decreases rapidly and results in increased risk. These results are as we would expect.
- The proposed risk analysis algorithm appears to be successful in using indicator C (SSD) and indicator D (direct distance) to capture the spatial and temporal interaction between officer and vehicle. As a vehicle approaches a police officer, the composite risk indicator increases (indicator C changes from zero to one, and indicator D decreases) and when the vehicle passes safely, the composite risk indicator changes to zero. These results are as we would expect.
- The study used near miss collisions identified by driver braking behavior to validate the results of the proposed fuzzy rule-based algorithm. The proposed algorithm was $78 \%$ successful in detecting near miss collisions, a promising result.
- The proposed risk analysis algorithm successfully reflected slow and rapid changes in officer behavior, driver behavior, and the spatial and temporal interaction between officer and vehicle and successfully reflected the changes in the second by second values of the composite risk indicator.


### 6.4. Conclusions for Chapter 4

Most existing smart protection systems for pedestrians working on roadways (e.g., work zone workers and police officers) use only one input indicator (e.g., intrusion of work zone/safety area by a passing vehicle) and apply a simple risk analysis approach (compare with a fixed threshold) to identify approaching vehicles that create a risk for roadway based workers and then provide workers with an early warning. A few studies have developed sophisticated machine learning algorithms (a popular type of AI algorithm) to combine multiple input indicators into a composite risk indicator that estimates the risk associated with collisions, but these studies focused on vehicle-to-vehicle collisions rather than pedestrian-to-vehicle collisions (Wang et al., 2015; Xiong et al., 2019). No research has yet investigated the possible development of machine learning algorithms designed to conduct the risk analysis required for a smart protection system based on a combination of multiple input indicators.

Firstly, we proposed a smart protection system designed to reduce the risk of pedestrian-to-vehicle collisions (police officer in our case). The proposed system involves three phases:

Phase I (detection). A radar system installed in a police officer's car detects the positions (i.e., x - and y -coordinates), trajectories, and speeds of passing vehicles and police officers in realtime (i.e., second by second);

Phase II (risk analysis): The system uses the seed information from Phase I to develop multiple input indicators to capture police behavior, driver behavior, and the spatial and temporal interaction between the police officer and passing vehicle. A risk analysis algorithm using a sophisticated AI algorithm is then developed to combine the input indicators and estimate a composite risk indicator, and

Phase III (warning and communication). The system provides early warning of high-risk situations to police officers working on foot on the roadway.

This study focused on Phase II (risk analysis). We developed a semi-supervised machine learning algorithm to combine four input indicators (lateral distance from police officer to traveled lane, magnitude of speeding, stopping sight distance, and direct distance) into a single composite risk indicator to estimate the risk of a collision. The composite risk indicator in this study had three labels: low-risk, medium-risk, and high-risk. We also applied an unsupervised machine learning algorithm to compare with our semi-supervised machine learning algorithm.

The main findings of chapter four included the followings:

- No datasets exist for vehicle collisions to pedestrian roadway workers which provides trajectories of pedestrian and vehicle several seconds prior to a collision. Furthermore, our advanced protection system is not yet implemented to collect such data. This study collected a large amount of data from a radar where vehicle drivers were walking along the shoulder lane to look into possible mechanical issues in their vehicles. This study found an
approach (driver braking behavior) to identify several near miss collisions. We considered this data as labeled data. The rest of our data is unlabeled data where the risk label is unknown.
- The labeled data were insufficient to design an algorithm. It was necessary to develop semisupervised ANN algorithms (which used the proposed fuzzy rule-based algorithm discussed in Chapter 3) to give labels to the unlabeled data. We should state that earlier research used a simple risk analysis, i.e., they compared an input indicator with a fixed threshold to differentiate a safe event from a risky event. In the earlier research, it was not possible to combine more than one input indicator to capture the diverse possibilities involved in collision risk.
- Our study developed three semi-supervised ANN algorithms and three unsupervised Fuzzy C-Means algorithms. The results showed that the semi-supervised ANN algorithm could combine the four input indicators, classify the risk of a collision into low, medium and high, and successfully capture police officer behavior, driver behavior, and the spatial and temporal interaction between pedestrians and vehicles. This algorithm showed a high level of performance: $94 \%$ accuracy when estimating the three risk labels, and $88 \%$ success when identifying near miss collisions.
- The Fuzzy C-Means algorithm showed a low level of performance: $33 \%$ accuracy when estimating the three risk labels. The Fuzzy C-Means algorithm tended to estimate many datapoints as high-risk labels. Numerous alerts would result in many unnecessary alarms and police officers coming to ignore the warnings. Compared to the Fuzzy C-Means algorithm, the semi-supervised ANN assigned fewer datapoints as high-risk. As a result, the semi-supervised ANN only alerted police officers to high-risk events.
- The study found that the proposed semi-supervised algorithm could generate a warning three to four seconds before a near miss collision. This warning period is in line with the early warning period suggested in the literature and provides an acceptable amount of time for a police officer to react to a potential collision risk.


### 6.5. Conclusions for Chapter 5

Real time monitoring systems for physical distancing detection on segments such as urban sidewalks are a new CAS during COVID 19. The existing systems use only one input indicator (i.e., distance between two pedestrians) and apply a simple risk analysis approach (compare with a fixed threshold; for example, 2m) to identify a safe and risky situation and evaluate how well physical distance is being achieved on segments (level of pedestrian physical distancing (LPPD)). However, the existing studies neglect two other important factors which are density and exposure time. This study proposed a pedestrian physical distance monitoring system to reduce the risk of pedestrian-to-pedestrian collision. The study involved two phases:

Phase I (detection). The monitoring system (e.g., a camera) detects the positions (i.e., the x - and y -coordinates), trajectories, and speeds of passing pedestrians in real-time (second by second); and

Phase II (risk analysis). The system uses the seed information from Phase I to develop a risk analysis and develop a sophisticated AI algorithm that evaluates and monitors a segment (sidewalks in our case) in terms of level of physical distancing. The evaluation can be used to select the most appropriate mobility interventions.

This study focused on Phase II (risk analysis). The risk analysis involved three-steps. In the first step, Indicator A (pedestrian space) was developed to capture and quantify pedestrian
density, and Indicator B (compliance rate) was developed to capture and quantify pedestrian exposure time. In the second step, the indicators were combined to create LPPD includes six levels of density (ranging from "A" to "F") each level having three sub-levels ( $+, 0,-$ ) to capture exposure time. The goal of LPPD is to help decision makers to select and implement the most appropriate mobility interventions include slow streets program (completely prohibiting non-essential vehicular traffic on designated urban streets to provide significantly more space for active transportation), education program (e.g., social media advertisements and outdoor signage) and enforcement program (e.g., tickets and fines for physical distancing violators). Finally, in the third step, an artificial intelligence (AI) algorithm was developed to combine the two input indicators and estimate a composite risk indicator that could estimate the relative risk of viral transmission on the basis of the different physical distances between pedestrians. The value of the composite risk indicator in this study ranged from zero (low risk) to one (high risk).

The study used PTV Viswalk simulation software to develop a virtual pedestrian walkway with a base (default) scenario and two test scenarios (Scenarios 1 and 2).

In the base scenario, pedestrians could walk randomly without attempting to maintain the required physical distancing. The flow rate was set at $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$.

Scenario 1 was created to demonstrate the impact of change in Indicator A (pedestrian space). The flow rate was ( $35 \mathrm{p} / \mathrm{min} / \mathrm{m}$ ) which allowed all pedestrians to walk randomly without attempting to maintain physical distancing.

Scenario 2 was created to demonstrate the impact of change in Indicator B (compliance rate). The flow rate was $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$ (the same as the base scenario). All pedestrians in this scenario were forced to maintain 2 m of physical distancing.

The main findings of chapter four included followings:

- In the case of input indicator A (pedestrian space), comparing the base scenario with scenario 1 showed that the increase in the pedestrian flow rate from $25 \mathrm{p} / \mathrm{min} / \mathrm{m}$ in the base scenario to $35 \mathrm{p} / \mathrm{min} / \mathrm{m}$ in scenario 1 decreased Indicator A (pedestrian space) from 3.23 $\mathrm{m}^{2} / \mathrm{p}$ in the base scenario to $2.36 \mathrm{~m}^{2} / \mathrm{p}$ in scenario 1 . The LPPD for the base scenario was D0, but the decrease in Indicator A (pedestrian space) in scenario 1 reduced the LPPD to E0. We concluded that the LPPD properly reflected the changes we made in indicator A (pedestrian space).
- In the case of input indicator B (compliance rate), comparing base scenario with scenario 2 showed that forcing pedestrians to maintain 2 m of physical distancing significantly increased indicator B (pedestrian space) (from the 39th percentile in the base scenario to the $87^{\text {th }}$ percentile in scenario 2 ). The LPPD for the base scenario was D0, but the increase in Indicator A (pedestrian space) changed the LPPD to D+ in scenario 2. We concluded that the LPPD properly reflected the changes we made in indicator B (pedestrian space).
- We concluded that the LPPD could be used to evaluate and select the most appropriate mobility interventions. To improve the LPPD of scenario 1 from E0 to the base scenario's D0, we can modify the surface infrastructure (by introducing, for example, a slow street program) to increase sidewalk capacity, i.e., to increase the space available for pedestrians. If, however, we wish to improve the LPPD of the base scenario (D0) to scenario 2's $\mathrm{D}+$, increasing sidewalk capacity may not be the best approach. In this case, we need to focus on mobility interventions that influence pedestrian walking behavior, for example, educational programs or enforcement programs.
- We developed a 3-D risk surface that showed that a decrease in Indicator A and/or Indicator B increased the composite risk indicator. A small decrease in Indicator I led to a relatively large increase in the estimated risk. Changes in Indicator II were less sensitive and did not lead to such dramatic changes in the estimated risk. We concluded that reducing density by improving capacity was the most effective way to reduce the relative risk of possible viral infection (although such an approach is expected to be more expensive).


### 6.6. Thesis Contributions

This thesis makes a major research contribution to the improvement of existing risk analysis algorithms in collisions avoidance systems through its investigation of four objectives:

1) Develop a fuzzy rule-based algorithm for a next generation roadside animal detection system (Chapter 2);
2) Develop a fuzzy rule-based algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway (Chapter 3);
3) Develop a semi-supervised machine learning algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway (Chapter 4); and
4) Develop a risk analysis approach to evaluate physical distancing on urban sidewalks (Chapter 5).

The discussion that follows focuses on the differences in the research contributions made by each objective.

## Chapter 2: Develop a fuzzy rule-based algorithm for a next generation roadside animal detection

 system- The animal detection system study developed a rule-based AI risk analysis algorithm (a fuzzy rule-based algorithm) to assist drivers by providing a driver with warning of a potential animal-to-vehicle collision.
- The study collected real-world microscopic trajectory data (i.e., $x$ and $y$ coordinates and vehicle speed) of 35 events recorded by a RADS located on a two-lane rural highway (Trans-Canada HWY 1) in Glacier National Park, British Columbia, Canada. Each event included the movement of one or more animals and the movement of one or more vehicles and each event occurred during the same time window of at least 10 seconds.
- The study relied on past studies and/or expert opinion to build and train a fuzzy rule-based algorithm that could be applied to a limited amount of data.
- The study was designed to disseminate a continuous real-time warning using different levels of warning (e.g., low, medium, and high) as appropriate depending on the temporal and spatial interactions between animal and driver while the driver was driving through the monitored area.
- The study generated zero risk (a safe situation) where a stopping criterion met by fuzzy rule-based algorithm. The stopping criterion is the moment when a vehicle passes the nearest point of conflict with an animal (see Figure 2-2) and the animal cannot follow the vehicle even at the animal's maximum running speed. The stopping criterion eliminates unnecessary warnings and ensures that the driver receives only necessary warnings.
- The study used sensitivity analysis to show the adequacy of the proposed risk analysis algorithm by providing 3D surfaces representation of the estimated change in the relative value of risk by changes in input indicators.

Chapter 3: Develop a fuzzy rule-based algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway

- The study developed a rule-based AI risk analysis algorithm (a fuzzy rule-based algorithm) to warn a police officer to take evasive action to avoid a potential police officer-vehicle collision.
- The study used data from a section of Highway 416 near Kemptville, Ontario to obtain real-world microscopic trajectory data between pedestrians and vehicles for 51 events. Each event occurred during the same time window of at least 10 seconds.
- The study relied on past studies and/or expert opinion to build and train a fuzzy rule-based algorithm. The calibration of the algorithm was different from the calibration of the algorithm used for the animal detection system study in Chapter 2.
- The study did not aim to disseminate different levels of warning to the police officer. The level of warning might change based on temporal and spatial interactions between police officer; however, this study disseminated only the high-risk level event as a warning to police officer which reduces the level of distractions for police officers who are doing different activities on the road (e.g., ticketing, speed enforcement).
- The study generated zero risk (a safe situation) where a stopping criterion met by fuzzy rule-based algorithm. The stopping criterion was the moment when a vehicle passed by the from police officer.
- The study validated the proposed risk analysis algorithm by using driver hard braking behaviour (indicated by a severe deceleration rate) to identify near miss collisions. This approach identified 14 near miss collisions between a pedestrian (police officer) and vehicle. The fuzzy rule-based algorithm was $78 \%$ successful in identifying these near miss collisions.

Chapter 4: Develop a semi-supervised machine learning algorithm for a smart protection system to reduce the number of collisions with police officers on duty on the roadway

- The study developed a learning-based AI risk analysis algorithm (i.e., a semi-supervised machine learning algorithm) to warn a police officer to take evasive action to avoid a potential police officer-vehicle collision.
- The study used data from a section of Highway 416 near Kemptville, Ontario to obtain real-world microscopic trajectory data between pedestrians and vehicles for 70 events. Each event occurred during the same time window of at least 10 seconds.
- The study relied on input data and near miss collisions data to train and build the semisupervised machine learning algorithm.
- The study also applied an unsupervised machine learning algorithm that classified data into different risk levels according to similarities in the data. The results were compared with the results obtained from the semi-supervised machine learning algorithm.
- The system aimed to disseminate only the high-risk level event as a warning to police officer.
- The study clearly showed that the semi-supervised machine learning algorithm can provide warning of a potential near miss collision 3 to 4 seconds in advance, an adequate time for a police officer to take evasive action.
- The study used accuracy as a performance measure for validating the proposed machine learning algorithms. The unsupervised machine learning algorithm that classified data into different risk levels according to similarities in the data was only $33 \%$ accurate when estimating the risk levels. The semi-supervised machine learning algorithm had an accuracy of the $94 \%$ when estimating different risk levels and $88 \%$ when identifying near miss collisions. This was a $10 \%$ improvement compared to the animal detection system discussed under Chapter 2.


## Chapter 5: Develop a risk analysis approach to evaluate physical distancing on urban sidewalks

- The study developed a new level of pedestrian physical distancing (LPPD) measure to evaluate how well physical distance is maintained on urban sidewalks.
- The study developed a virtual walking environment in PTV Viswalk and collected microscopic trajectory data between pedestrians.
- The study took exposure time into account by proposing a new indicator (compliance rate) to capture the amount of time that pedestrians spent not maintaining physical distancing.
- The study used a 3D surface representation of the estimated change in the relative value of risk by changes in pedestrian space and compliance rate.
- The study provided decision makers with a basis for evaluating the effects of different mobility interventions (such as educational programs and temporarily or permanently replacing curbside parking spaces or curbside lanes with widened pedestrian walkways and such educational programs using outdoor signage and social media) on physical distancing and then selecting the most appropriate mobility intervention(s).


### 6.7. Limitations of this Study and Recommendations for Future Research

This section discusses limitations of this study and opportunities for future research to improve and extend the usefulness of risk analysis algorithms.

Studies designed to develop risk analysis algorithms to reduce the risk of a collision face the major challenge of limited data. The problem arises because, statistically, actual collisions and near miss collisions are rare and random events. As a result, this study selected and developed certain types of AI algorithm for the risk analysis largely on the basis of data availability and uncertainties.

This study was the first attempt to develop risk analysis for the three selected CASs. We selected and developed AI algorithms mainly due to lack of large number of datasets. We strongly encourage future studies to collect more data and conduct more research on developing other AI algorithms including approaches such as Bayesian Inference Network, Random Forest, Support Vector Machine, etc. to compare the performance of the different algorithms in generating a more accurate composite risk indicator.

This study did not include the impact of environmental factors (weather/road conditions) since our data did not include such information. We recommend future studies to consider environmental factors. One way to collect such information is using online sources, for example, OpenWeatherMap, but these sources provide real-time data making it difficult to access historical information.

As this study used equal weights for all input indicators, future studies may consider an improved approach (e.g., a multi-criteria decision-making approach) and produce different weights for different indicators.

The composite risk indicator in this thesis was generated second by second because of limitations in existing CASs. We believe that this interval it too coarse as the position of road users (e.g., vehicles and pedestrians) can change considerably within a second. We recommend future studies to collect data using fractions of a second (e.g., 0.1 second), perform the risk analysis and compare the results. Data provided by the fraction of a second could significantly improve the performance of the risk analysis algorithms.

We faced the shortage of real-world dataset, and the real-world dataset was the data for vehicle drivers who were walking along the road or shoulder lane. As traffic may behave different around police officers, we think that virtual reality (VR) technology can be used to generate a large number of datasets from a real-time virtual reality environment. VR uses computer technology to create a simulated environment where road users wear VR glasses to explore and react to the environment in 360 degrees. For example, in the study on pedestrian-to pedestrian collisions (Chapter 5), we could create a scenario in which a police officer is conducting roadside activities (e.g., ticketing) and a vehicle is approaching. Both police officer and driver need to wear VR glasses. Now, we could define many different scenarios and collect data some of which could potentially include collisions/near miss collisions. An interesting feature of VR technology is the 1:1 ratio between the virtual environment and the real-world, i.e., the object scales in VR are the same as in the real-world (e.g., one meter in VR is exactly one meter in real-world environment). This feature provides a realistic experience for the police officer and driver and produces precise data for researchers. The use of VR is also safer, cheaper and less time consuming than the use of field tests.

Future studies need to analyze the impact of other input indicators (e.g., weather conditions and road conditions) on the risk of a collision. We suggest that future studies might create
simulation scenarios in virtual reality to create a wide range of scenarios (e.g., different weather conditions) and a large number of datasets that include near miss and collisions data. With a large number of datasets, different techniques (e.g., regression) could be used to analyze the impact of other important indicators that might be incorporated into the algorithm

Defining the warning threshold for a smart protection system for police officers is very important and involves two challenges: i) defining an appropriate threshold for differentiating high-risk from medium/low-risk, and ii) understanding the issues involved in the perception and reaction time of a police officer.
i) Appropriate threshold for differentiating high-risk from medium/low-risk: In this study, we evenly dividing the estimated risk into three levels (low, medium, and high-risk). This assumption resulted in a $78 \%$ success rate when identifying near miss collisions using the fuzzy-rule based algorithm. We then applied a semi-supervised machine learning algorithm to further improve the performance. The semi-supervised machine learning algorithm had an $88 \%$ success rate in identifying near miss collisions. Collecting and adding additional near miss collisions data to the machine learning algorithm is expected to improve the performance even further. The auto industry is rapidly developing connected autonomous vehicles (CAVs) which could deliver even greater benefits in the proposed smart protection systems by using advanced wireless communication to automatically change the travel speed and trajectory of approaching vehicles and avoid possible collisions.
ii) Perception and reaction time of police officer: The smart protection system should disseminate an alarm only when a high-risk circumstance is expected, and must take into account the perception and reaction time of police officers. A few studies have evaluated the perception and reaction time required for work zone workers or other pedestrians to take evasive action to prevent a collision
(Hines et al. 2015; Lin et al. 2016). We suggest that future studies should be undertaken to determine police officer perception and reaction times and should consider a range of factors (e.g., day/night time).

Defining the warning threshold for a roadside animal detection system is not important since the goal of the system is to improve the situational awareness of drivers in the entire of the corridor. The system provides a driver with real-time feedback based on the temporal and spatial interactions between vehicles and animals.

Due to possibilities of large uncertainties in the estimated risk value, we suggest that future studies generate a composite risk indicator that shows a confidence interval instead of a single value. In this regard, the confidence interval approach can be interpreted as the lower and upper risk bounds (Moore, R. E. 1962; Yue, Z. 2011). Appendix B provides an example of demonstrate how the interval approach works in our problem.

Previous studies designed to estimate collision risk using machine learning algorithms allocated an equal weight to different levels of risk. For example, Wang et al. (2015) proposed a K-Means method to classify vehicle-to-vehicle interactions into three different risk levels (low, medium, high), and used equal weights for each risk level. Xiong et al. (2019) used a spectral clustering and K-Means method to classify vehicle-to-vehicle interactions into three risk levels (low, medium, high). They also used equal weights for estimating the accuracy of the machine learning algorithm. Similar to previous studies, we used equal weights for each risk level. As this study used equal weights for all risk levels (low, medium, high), future studies may consider an improved approach (e.g., a multi-criteria decision-making approach) and produce different weights for different risk levels.

This thesis did not consider the consequences (severity) of a collision (e.g., fatal, injury, property damage only). Potential indicators for capturing the consequences (severity) of a collision include speed differences, mass differences, relative angle, and fragility of the road users involved in the situation (Johnsson et al., 2018). Future studies could test these indicators to explore the consequences of collisions.

The results of this thesis could be helpful and beneficial in other transportation safety areas including CASs for commercial Unmanned Aerial Vehicles (UAV), road maintenance during the winter season, the determination of dynamic posted speed limits in smart cities, and the determination of pedestrian level of service (PLOS):

- CASs in commercial Unmanned Aerial Vehicles (UAV). Commercial (UAV), known as drones, have many applications including traffic and road monitoring, road construction, environmental monitoring, law enforcement, etc. UAVs can be controlled by a pilot on the ground or by computer systems in the case of a fully autonomous UAV (Barmpounakis et al., 2016). One of the most important challenges for UAVs is the risk of mid-air collisions (Skowron et al., 2019). Mid-air collisions can be with static obstacles such as buildings, trees, and mountains or moving obstacles such as other UAVs, tower cranes, birds, and even with airplanes. CASs have been developed for UAVs (Aswini et al., 2018). CASs installed in a UAV are equipped with sensors (radar or Lidar) to detect obstacles or objects. The systems use various approaches (probability flow, analytical, numerical, and Monte Carlo methods) in the risk analysis designed to predict the future path (and potential conflict) between the UAV and an object (Skowron et al., 2019). Predicting the future conflict between UAV and another object might be one the many contributing factors which needs to be considered. Some contributing factors (the type of object, the behavior
of the object, etc.) may require more than a prediction of the future path. For example, in the case of mid-air collisions with birds, UAV can not simply predict the future path of birds as the path is unpredictable. In the case of a UAV which has pilot, predicting the future path of a UAV is not easy. UAV research, like the research presented in this study, faces uncertainties and limited data availability especially drone technology is still new. We believe that the research presented in this thesis can help UAV researchers to develop risk analysis algorithms that combine multiple contributing factors.
- Road maintenance during the winter season. Road maintenance during the winter season is a safety critical and resource demanding operation. One of the key activities is determining the condition of the road surface in order to prioritize roads and allocate cleaning efforts such as plowing or salting. Two main approaches are currently used: (1) patrolling the roads to perform on-site inspections (old approach), and (2) visual examination of roadside camera images by trained personnel (advanced approach) (Carrillo et al., 2020). In the second approach (visual examination), trained personnel observe camera images and consider other factors including air temperature, relative humidity, pressure, and wind speed. Instead of using human (trained personnel) intelligence, we suggest designing an artificial intelligence algorithm which could combine different contributing factors and create a composite indicator to evaluate the condition of the road surface. This composite indicator could then be used to prioritize roads and allocate cleaning efforts.
- Determination of dynamic posted speed limits in smart cities. In smart cities where vehicles are fully autonomous, it would be possible for posted speed limits to be dynamic, i.e., to change with the situation. Several factors (input indicators) affect posted speed limit. They
include the number of lanes, traffic condition, road surface, existence of sidewalks, etc. As some factors may change in real-time, a dynamic posted speed limit may have value. Combining the factors (input indicators) and creating a composite indicator (a posted speed limit indicator) could be a promising approach.
- Pedestrian level of service (PLOS). Practitioners use (PLOS) to describe the operational conditions of pedestrian flows on urban sidewalks (TRB, 2016). The US Highway Capacity Manual (HCM) provides PLOS guidelines for practitioners. The guidelines use various separate indicators (e.g., pedestrian space, pedestrian flow rate, average speed, volume/capacity ratio). For example, a practitioner might start by using pedestrian flow rate to establish the HCM's PLOS for a sidewalk. Separately, in the second attempt, a practitioner might use average speed to establish the HCM's PLOS for the same sidewalk, but might find that the two indicators deliver different results. Future PLOS research could combine different input indicators (e.g., pedestrian space, pedestrian flow rate, average speed, volume/capacity ratio, etc) to create a composite indicator and may find the research presented in this thesis of value.
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## APPENDIX A

Table A-1 shows five indicators commonly used in the literature: time-to-collision (TTC), postencroachment time (PET), headway, gap acceptance, and time to accident.

TTC is one of the most widely used indicators (Kuang et al., 2015). TTC is "the time that remains until a collision between two road users (e.g., two vehicles) would have occurred if the collision course and speed difference are maintained (Hydén, 1996)." TTC is based on the assumption that two moving objects (e.g., vehicles) are on the path leading to a collision. If this assumption is met, TTC could capture collisions including rear-end and turning collisions. Notice that most studies that used TTC were evaluating safety at intersections.

PET is defined as "the time between the moment when the first road user leaves the path of the second and the moment when the second reaches the path of the first Allen et al. (1978)." PET has also been used to evaluate safety at intersections, largely for right angle or left angle.

Headway is defined as "the time between the front of the lead vehicle passing a point on the roadway and the front of the following vehicle passing the same point (Vogel, 2003)." Headway has been used mainly to evaluate rear-end collisions between two vehicles at or near intersections, for example, when the lead vehicle suddenly stops due to the red light displayed on traffic signals.

Gap acceptance is defined as "a safe opportunity or "gap" in the traffic which a driver looks to before deciding to enter the intersection (Robbins et al., 2018)." Gap acceptance has been used mainly to evaluate and right angle or left angle collisions at intersections.

Time to accident is defined as "time remaining to a collision when an evasive action is taken by the relevant road user (Hydén, 1987)". Time to accident has been mainly used for turning collisions at intersection.

Table A-1. Safety indicators in the literature

| $\#$ | Safety Indicators | Road configuration | References | Collision type |
| :--- | :--- | :--- | :--- | :--- |
| 1 | Time to collision <br> (TTC) | - T and 4-leg <br> intersection | (Sayed, 1992; Sayed et al., <br> 1994; Dijkstra et al., 2010; <br> Essa and Sayed., 2015) | Mainly for <br> turning, rear-end |
|  |  | - Intersection | (Eisele and Frawley, 2004; <br> Eisele and Toycen, 2005) |  |
|  | (Archer and Young, 2010b) |  |  |  |

In this study, we were aware that animals or pedestrians on roadway segments may be moving along the roadside and may be involved in various types of collision (e.g., a sideswipe collision). When we designed our risk analysis algorithm, we considered different types of collision that occur on road segments and selected appropriate input indicators.
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## APPENDIX B

If we use $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D to represent indicator $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D , respectively, we have four definitions of the interval:

Definition 1. The interval number for indicator A is defined as an ordered pair $\tilde{A}=\left[A^{-}, A^{+}\right]=$ $\left\{A \mid A^{-} \leq A \leq A^{+}, A^{-}, A^{+} \in R\right\}$, where $A^{-}$is the lower bound value and $A^{+}$is the upper bound value. If $A^{-}=A^{+}, \tilde{A}$ is obviously equal to a precise value.

Definition 2. The interval number for indicator B is defined as an ordered pair $\tilde{B}=\left[B^{-}, B^{+}\right]=$ $\left\{B \mid B^{-} \leq B \leq B, B^{-}, B^{+} \in R\right\}$, where $B^{-}$is the lower bound value and $B^{+}$is the upper bound value. If $B^{-}=B^{+}, \tilde{B}$ is obviously equal to a precise value

Definition 3. The interval number for indicator C is defined as an ordered pair $\tilde{C}=\left[C^{-}, C^{+}\right]=$ $\left\{C \mid C^{-} \leq C \leq C^{+}, C^{-}, C^{+} \in R\right\}$, where $C^{-}$is the lower bound value and $C^{+}$is the upper bound value. If $C^{-}=C^{+}, \tilde{C}$ is obviously equal to a precise value

Definition 4. The interval number for indicator D is defined as an ordered pair $\widetilde{D}=\left[D^{-}, D^{+}\right]=$ $\left\{D \mid D^{-} \leq D \leq D^{+}, D^{-}, D^{+} \in R\right\}$, where $D^{-}$is the lower bound value and $D^{+}$is the upper bound value. If $D^{-}=D^{+}, D$ is obviously equal to a precise value

Now consider matrix (B-1) as a dataset which includes a precise value for each of the four inputs.

$$
\left[\begin{array}{llll}
A & B & C & D \tag{B-1}
\end{array}\right]
$$

By considering the confidence interval approach, matrix (B-1) will change into matrix (B-2).
$\left[\left[A^{-}, A^{+}\right] \quad\left[B^{-}, B^{+}\right] \quad\left[C^{-}, C^{+}\right] \quad\left[D^{-}, D^{+}\right]\right]$

Risk value would be the interval value with a lower bound and upper bound generated by matrix (B-2)."
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