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Abstract

There are currently many efforts to use consumer-grade cameras for home-based health

and wellness monitoring. Such applications rely on users to use their personal cameras

to capture images for analysis in a home environment. When color is a primary feature

for diagnostic algorithms, the camera requires color calibration to ensure accurate color

measurements. Given the importance of such diagnostic tests for the users’ health and

well-being, it is important to understand the conditions in which color calibration may

fail. To this end, we analyzed a wide range of camera sensors and environmental lighting

to determine (1): how often color calibration failure is likely to occur; and (2) the under-

lying reasons for failure. Our analysis shows that in well-lit environments, it is rare to

encounter a camera sensor and lighting condition combination that results in color imag-

ing failure. Moreover, when color imaging does fail, the cause is almost always attributed

to spectral poor environmental lighting and not the camera sensor. We believe this finding

is useful for scientists and engineers developing color-based applications with consumer-

grade cameras.
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Chapter 1

Introduction

1.1 Motivation and Problem

While personal cameras are primarily used for photographic purposes, a growing number

of applications aim to use personal cameras for tasks related to health and wellness. In

such cases, the camera is treated as scientific instrument. Examples include applications

for monitoring blood glucose and pH levels [1, 2], measuring blood pressure [3], and skin

analysis [4, 5]. This trend is becoming increasingly popular as consumers now have easy

access to a camera integrated into their smartphones. When color is required by such

applications for image analysis, it is important to perform a color calibration procedure to

ensure accurate color measurements [6]. It is possible that the color calibration may fail

as shown in Fig. 1.1. When failure does occur, it is important for the mobile app to react

and direct the user towards corrective action.

To motivate our work, it is necessary to explain why color calibration is required. Con-
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Good color calibration Failed color calibration
Fit error (4.308%) Fit error (22.669%)

Synthetic raw-RGB Synthetic raw-RGBAfter calibration After calibration

Lighting spectral profile
Camera sensor

spectral sensitivities Lighting spectral profile Camera sensor
spectral sensitivities

Figure 1.1: Shown are an example of a successful color-calibrated image and an image
with failed color calibration. The images are synthetically generated X-Rite color charts
captured by a camera under two different lighting conditions: D65 lighting and red LED
lighting. Generation procedure of these images will be described in Sec. 3. The fit errors
describe the percent error of using a linear correction matrix on the raw-RGB image. This
paper is interested in determining how often such failures occur and the underlying reason
for failure—namely, the camera sensor spectral sensitivities, spectral properties of the light
source, or degenerate combinations of sensor and lighting).

sumer cameras apply a series of image processing steps to enhance the aesthetic quality of

the captured images. Such in-camera processing can be scene-specific and vary based on

camera settings [7, 8].

Fig.1.2-(A) shows a diagram where two cameras capturing a color chart under the

same illumination. In this example, the two cameras have sensors with different spectral

sensitivities. The image captured directly by the sensor is referred to as a raw-RGB image.

Due to the different spectral sensitivities, the raw-RGB images will be different.
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Consumer cameras further process the raw-RGB images using specialized hardware

called an image signal processor (ISP). The ISP applies image and color manipulation to

convert the raw-RGB image into a standard color space, namely standard RGB (sRGB).

However, the ISP also applies photo-finishing to enhance the visual appearance of the

image. As a result, the images outputted by the cameras will be visually different as

shown in Fig. 1.2-(B).

The color variations from different cameras is a problem for health and medical ap-

plications. As a result, it is necessary to bypass the onboard camera image manipulation

by directly capturing the sensor’s raw-RGB image [6]. However, the raw-RGB colors are

in a sensor-specific color space due to the sensors’ different spectral sensitivities. As a

result, a colorimetric mapping needs to be computed at capture time via a color calibration

procedure. This calibration not only compensates for the sensor’s spectral sensitivities

but also implicitly includes white-balancing to accommodate for different environmental

lighting. Color calibration is typically performed by placing a calibration chart with color

patches with known colorimetric values (e.g., in CIE XYZ) in the scene. By imaging

the color calibration chart, a colorimetric mapping for the entire image can be estimated

based on correspondences between the color patches and their observed raw-RGB values

using standard numerical methods. A typical camera calibration procedure is shown in

Fig. 1.2-(C).

Colorimetric calibration is a well-studied problem with many proposed solutions re-

garding the type of mapping used to convert from sensor-specific raw-RGB values to a

device-independent perceptual color space, such as CIE XYZ (e.g., [9, 10, 6]). Using a

color chart also makes it easy to detect when color imaging fails. This can be done by

3



simple analysis of the residual error between the transformed raw-RGB values using the

estimated mapping and target CIE XYZ values of the chart.

The work in this thesis is not focused on how to detect color imaging failure; instead,

the focus is on understanding how likely such failures are and the underlying cause when

failures occur. As previously mentioned, such analysis is important to direct users toward

corrective actions in the event that color calibration fails. For example, should the home-

care app direct a user to seek a different camera or another room with different lighting, or

both?

1.2 Thesis Contribution

Assuming a well-lit environment and proper exposure and focus settings, we perform anal-

ysis to determine what factors lead to color imaging failure. We are particularly interested

to determine if specific illumination-sensor pairs lead to unexpected color imaging failure

– namely, are there specific consumer sensors and environment lighting combinations that

result in poor color calibration.

To this end, we perform experiments that simulate color imaging using 97 consumer

camera sensors (DSLR and smartphone) whose spectral sensitivities have been measured.

We simulate these sensors’ ability to perform colorimetric calibration with 108 commer-

cial and environmental light sources with different spectral profiles. Our finding reveals

that consumer-grade sensors and typical lighting environments are suitable for color imag-

ing. When color imaging does fail, it is inevitably caused by unusual lights with narrow-

band spectral profiles (e.g., single color LEDs). For the sake of completeness, we em-
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Camera 1 Camera 2
raw-RGB sensor images

Questions:
(1) How often does color calibration fail?

(2) When it does fail, why?

Bayer processing
Demosaicing, White-balance, 

Factory color correction matrix

Proprietary photo-finishing
Tone-mapping, Color 
Manipulation, Local 

Adjustment

Conventional camera image signal processor (ISP)

Camera 1 Camera 2

Different ISP processing
makes colors unreliable

Camera 1 Camera 2

Known CIE XYZ values
of calibration chart

Compute custom color correction
Compute 3x3 correction matrix

Color calibration procedure

raw-RGB to CIE XYZ ensures colors
are more consistent

By-pass
ISP

Camera spectral
sensitivities (400-720nm)

calibration chart

Calibration chart
patches' spectral reflectance

Illumination spectrum

Camera 1

Camera 2

(A)

(B) (C)

Figure 1.2: This figure illustrates the need for colorimetric calibration. (A) Shows the
image formation for two different cameras. Since the spectral sensitivity of the sensors are
different, the resulting raw-RGB images are will be different. (B) While the conventional
image processing pipeline does apply color correction to account for the device-dependent
color space, it also applies proprietary photo-finishing. As a result, the images of the same
scene are still different. (C) Shows a colorimetric calibration procedure required to ensure
scenes from different camera sensors appear the same. We are interested in determining
when the process in (C) fails. 5



pirically examine the same phenomenon using a small sample of smartphone cameras and

commercial lighting using a custom calibration chart. Again, these real-world experiments

indicate that color calibration is typically successful and failure is attributed to unusual

spectral-poor lighting. This work in this thesis has been published in the Journal of the

Optical Society of America A (JOSA-A) [11].
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Chapter 2

Background

In this chapter, we provide a background on color and in-camera processing as it pertains

to our work. Related work, in regards to color calibration, is also discussed.

2.1 Color

To first understand how color failure occurs, it is necessary to establish a basic understand-

ing of color and how cameras interpret the color of a scene.

The physical world does not have color. Color is the human interpretation of the elec-

tromagnetic radiation that exists in the physical world. Human perception is sensitive to

wavelengths between 380nm and 720nm [12]. Fig. 2.1 shows how the range of human

perception is only a small range of the electromagnetic spectrum. Physical objects reflect

(or emit) light over the visible spectrum. This can be represented as a spectral power dis-

tribution (SPD) as shown in Fig. 2.1. In this example, the SPD of three items (candy, wool,

flower) are shown. It is important to note that Fig. 2.1 is assuming uniform illumination
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across the spectrum.

https://upload.wikimedia.org/wikipedia/commons/f/f1/EM_sp
ectrum.svg
https://freesvg.org/wool

https://freesvg.org/odysseus
https://publicdomainvectors.org/en/free
of-candy-in-a-wrapper-picture/31861.

400nm 720nm

Spectral Reflectance For 
Different Objects in the 
Physical World

Figure 2.1: This figure illustrates how color is electromagnetic radiation. We show the
visible spectra of three different objects: yellow candy, red wool, and a blue flower. Top
part of figure adapted from [13] under CC3.0. Pictures of objects are public domain or
CC1.0 [14–16].

Color is defined within the context of human perception [17]. The interpretation of

color starts from the biological response of the cone cells in the eyes to incoming scene

radiance. There are three types of cone cells in the eye: long, medium, and short (often

8



referred to as the LMS cones). The name of the cone represents the types of wavelengths it

is more sensitive to [18, 19] – e.g., a short cone is sensitive to the shorter wavelengths (that

we associate with blue). Each of the cone types integrates the wavelengths it is sensitive

too. The interpretation of color is based of the ratio of long, medium, and short responses

[19]. Fig. 2.2 of the sensitivity shows both the location of cones in the eye and also the

sensitivity functions of the cones. The LMS cone response to the SPD of the candy, wool,

and flower, produce the sensations that allow us to perceive the candy as yellow, the wool

as red, and the flower as blue.

Eye

Retina

Optical Nerve

Light From 
Scene

Short
Medium
Long
Cones

https://courses.lumenlearning.com/austi
ncc-ap1/chapter/special-senses-vision/

Cone Sensitivities

Figure 2.2: This figure illustrates the location of cones in the eyes and the sensitivity
functions of those cones.

The Commission Internationale de L’éclairage (CIE)1 is the long-standing body tasked

with establishing standards for color and illumination. Before the biology of the eye was

understood (i.e., the LMS responses), experiments were performed to develop a set of

standard sensitivity functions for human color perception known as the CIE 1931 XYZ

sensitivity functions.

1English translation: International commission on illumination
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Fig. 2.3 shows the sensitivity functions established by CIE XYZ. The XYZ matching

function have several desirable properties for colorimetric analysis. Two important prop-

erties of the XYZ space include non-negative values in the matching functions and that the

Y matching function corresponds to luminance (perceived brightness).

https://en.wikipedia.org/
wiki/CIE_1931_color_spa
ce#/media/File:CIE_1931
_XYZ_Color_Matching_Fu
nctions.svg

Figure 2.3: This figure shows he sensitivity curves for the CIE XYZ space.

We can think of the CIE XYZ curves as representing the spectral sensitivities of a "hu-

man" camera sensor. Essentially, CIE XYZ provides a device-independent color space that

can be used as a standard to tie together different devices, including camera sensors [17].

To mimic the tri-stimulus nature of human vision, camera sensors use three color filters

that are sensitive to different wavelengths. These are often referred to as red, green, and

blue (RGB). Different sensor make and models use different color sensitivities as shown

10



in Fig. 2.4. These means that the raw-in this exaues captured by a sensor are in a sensor-

specific color space defined by the filters used.

Figure 2.4: This figure shows the sensitivity functions from different cameras including
mobile phones and DSLR cameras.

Colorimetric mapping is the process of mapping a sensor-specific RGB responses to

the device-indepenent CIE XYZ color space [20]. Fig. 2.5 shows a camera response to the

SPD of the patches on standard X-Rite color rendition chart and the colorimetric mapping

to the common CIE XYZ space.
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Spectral Power Distribution of 
Color Patches on X-Rite chart

iPhone 
Specific 

Colorimetric 
Mapping

iPhone
Raw-RGB 
Response

CIE XYZ 
Response

Figure 2.5: This figure shows how the colorimetric mapping step must be computed from
a camera-specific RGB pace into the common XYZ space. The top of the figure shows
the power spectral density of the X-Rite standard color chart under a uniform illumination.
The camera specific RGB response to this input is shown using the iPhone XS Max sensi-
tivity curves. The XYZ response is also shown using the standard CIE XYZ curves.
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Computing a colorimetric mapping from a camera specific raw-RGB space to to col-

orimetric linear space like XYZ is a common problem that has been explored in [20, 21].

There are many methods to try to and find mappings between illumination and camera

specific raw-RGB spaces to CIE XYZ given a known color chart in the scene. This prob-

lem is primarily addressed using techniques including linear [22]/polynomial [10] fits and

look up table [23].

As mentioned in Chapter 1, the focus of this thesis is not computing a colorimetric

mapping, but understanding when such mapping fail. To this end, we need to examine

another factor related to color – scene illumination.

⨂ =

Illumination  (L) Reflectance (R) Scene Spectral Content (L ⨂ R)

Figure 2.6: This figure shows how the scene spectral content is a combination of illumina-
tion and reflectance.

The example of an object’s SPD shown in Fig. 2.1 was not entirely correct. The elec-

tromagnetic radiation that enters our camera or eye from a scene is a combination of both

illumination and reflectance. The example in Fig. 2.1 assumed an ideal condition of pure

white-light. In reality, we observe the physical world under a wide variety of scene illumi-

nation. We can factor in scene lighting by multiplying the lighting’s SPD, denoted by L,

13



and the object’s SPD recording reflectance, denoted as R, as follows:

Scene Spectral Content = L ·R, (2.1)

where · represents pointwise multiplication of each wavelength. Fig. 2.6 shows an exam-

ple with two different illuminations L1 and L2.

One might expect an observer to perceive the colors differently under varying illumi-

nations. However, the human vision system has the impressive ability to view objects as

the same color regardless of the illumination; this ability is known as color constancy [24].

However, camera sensors do not perform color constancy. As a result, the scene illumina-

tion will need to be compensated for via a white-balance procedure. White balance is part

of the camera pipeline which is described in the following section.

Looks the same 
to human

⨂ =

⨂ =

L1 R L1 ⨂ R

L2 R L2 ⨂ R

Figure 2.7: This figure (Adapted from [25]) shows the spectral content of a flower under
two different illuminations. Although two different spectrums reach a human’s eye, they
are interpreted as the same color by a human observer due to our ability of color constancy.
Image of face and flower are public domain images [26, 14].
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2.2 Camera Imaging Pipeline

In the previous section, we established the basics of how humans interpret color, and stan-

dard representations, such as CIE XYZ. We also saw that for a camera, the the colorimetric

mapping problem has two components: scene illumination and camera spectral sensitivity.

This thesis tries to understand how illumination and camera sensitivity can effect the col-

orimetric mapping problem through simulation and real-life imaging. However, it is also

necessary to understand how commodity cameras process images via what is commonly

referred to as the camera imaging pipeline.

There are many steps in the camera imaging pipeline to convert the initial sensor re-

sponse to the final image outputted for viewing. Cameras have dedicated hardware known

as image signal processors (ISPs) that manipulate the image in a pipeline fashion to pro-

duce an image that is typically used for human viewing. An overview of the camera

pipeline (i.e., an ISP) is shown in Fig. 2.8.

The basic ISP starts with a sensor raw-RGB image that contains the values right after

they have passed through the colour filter array (CFA) and are captured by the sensor: a

one-channel raw image that is in mosaiced format. The first step to process the image is to

perform a black level subtraction. The black level is the value recorded by the sensor if no

light is received. The image is then normalized between [0−1] using the white level value

(the largest possible value captured by the camera) [29]. Usually this number depends on

the bit depth of the raw image; for example a 12 bit image has a white level of 212 = 4096.

A raw-RGB image often does not have uniform light on all portions of the sensor due to

lens vignetting and the angle with which light hits the sensor. A vignetting correction must

be stored to brighten the lighting when moving away from the center of the image [29, 30].

15



Raw Image 
(Single Channel) Pre-Processing Demosaic White Balance

Color Space 
Transform

Camera-Specific 
Photo-FinishingsRGB Image

Linearization,
Black Light Subtraction,

Lens Shading

Colorimetric 
Image

Colorimetric 
Mapping

https://www.flickr.com/photos/usinterior/49942081792
https://commons.wikimedia.org/wiki/File:SRGB_chromaticity_CIE1931.svg

# # #
# # #
# # #

#
#

#

Figure 2.8: This diagram (adapted from [27]) illustrates the typical routines applied as
part of a camera pipeline. Steps are detailed in the thesis. Picture of mountains is public
domain [28].

Another lens effect that is always corrected is warping. The image that is captured by a lens

will have distortion due to the lens properties. This distortion can be undone by using the

lens properties [31] or looking for some set of regularly spaced fiducials in the scene [32].

After the lens shading and distortion corrections, this image is demosaiced depending

on the pattern of the CFA, also known as Bayer filter [33]. Demosaicing is the process

of estimating a three channel color image from the single-channel Bayer image. There

are four common patterns used for Bayer filter: GBRG, BGGR, RGGB, GRBG [34]. The

order of the letters represents the tiling of the colors (red(R), green(G), and blue(B)) from

left-to-right, top-to-bottom in a 2x2 region. Notice that green occurs twice in the pattern

and composes 50% of the Bayer filter. Since the human eye is more sensitive radiant en-

ergy present in the “green” wavelengths, it has become standard in cameras to have more

green as a way of noise reduction [35, 36]. There are many demosaicing methods that

16



are available. Some demosaicing methods are simpler than others, while others that are

more complex focus on retaining spatial information. The simplest demosaicing algo-

rithms include nearest neighbors [37], basic linear/cubic interpolation [38], and smooth

hue transition interpolation [39, 40]. The demosaicing problem is complicated because it

is essentially trying to fill in information about an image that is missing, hence sometimes

algorithms can face issues with artifacts and edge preservation [41]. More complicated

algorithms like adaptive color plane interpolation [42], weighted gradient based interpo-

lation [43–45] and a posteriori decision algorithms [46] are used to help remove these

artifacts. These algorithms are usually followed with a refine step to remove more arti-

facts [41].

After demosaicing, the raw image is now represented as a three-channel image. How-

ever, it is still a raw image in the camera’s color space. For it to have any meaning, it

must be mapped to the standard colorimetric space, CIE XYZ [47, 27]. This is a two-

step process involving a white balance operation and a color space transform (CST) [48].

These collectively perform the colorimetric mapping from raw-RGB space to a device-

independent space.

White balance is primarily used for two goals that are shown in Fig. 2.9: color con-

stancy and aesthetic visual appearance. Both goals are equally valid and the choice be-

tween these two objectives depend on the problem being solved [49]. For scientific or

measurement purposes, color constancy is nearly always the goal because then colors in

an image represent the reflectances of objects in the scene [50]. However, consumer cam-

eras usually attempt to impart a unique visual appearance that is visually appealing for the

consumers [49].

17



Color constancy white balanced output

Color appearance white balanced output

Sensor’s response to 
illumination

Incorrect white 
balance chosen to 
match preferred

correction

Raw RGB Image

[0.43, 0.81, 1.00]

[0.60, 0.73, 0.97]

Figure 2.9: This figure illustrates the two types of white balance. The top image is a white
balance for a colorimetric purpose while the bottom image is a white balance used for a
preferred correction for aesthetic reasons. Image of forest is public domain [51].

White balance for color constancy is the process of balancing the colors in the image

with respect to the sensor’s response to the illumination [52, 53]. This means that after

an ideal white balance, the sensor will capture the same image regardless of the illumina-

tion [54]. Notice that the sensor response to the illumination can also be thought of as the

response to any white object in the scene, because an ideal white reflects all wavelengths

evenly. An image without white balance may have a color cast due to the illumination and

also varying sensitivities between the color channels [55]. If the sensor response to the

18



illumination is given by [rl, gl, bl] then a white balance operation is given by:


Rw

Gw

Bw

 =


1/rl 0 0

0 1/gl 0

0 0 1/bl



R

G

B


where R,G,B are the input, and Rw, Gw, Bw are the colors after applying the white-

balance matrix. It should be apparent that this will ensure that the sensor’s response to the

illumination [rl, gl, bl] will lie on the achromatic (white) line R = G = B. Thus the name

“white balance.”

The second type of white balance is with respect to color appearance. This type of

white balance is used as part of photo-finishing for aesthetic purposes [49]. This could be

interpreted as an incorrect white balance because the output image may have a color cast.

Lower color temperatures result in a red-yellow color cast while higher color temperatures

results in blue color casts. When the goal of white balancing is color appearance, the

image will be white balanced to maintain visually pleasing color casts. However, a color

constancy approach would try to make sure that this white object would always appear as

the same color regardless of the lighting condition [52, 53].

It is worth noting that computing an accurate white balance correction for a given scene

is a challenging problem because it is difficult to know what the response to illumination

for a scene is [56]. Manual white balance allows the user to select the appropriate correc-

tion. The diagonal correction matrix is calibrated in the factory for various illuminations.

The user selects which of the calibrated white balance matrices to use for the given scene.

However, for applications that plan to use the camera as a consumer measurement device
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in the real world it will almost be done with auto white balance (AWB). There are many

AWB algorithms in the literature. A discussion on AWB is outside the scope of this thesis,

however, a good survey can be found here [56]. Choosing a wrong white balance can cause

an incorrect interpretation of color; colorimetric data can easily be lost in this step [57].

As a result, in a real setting, it will be necessary to use a color calibration pattern to help

establish the correct white-balance. This will be described in more detail in the Sec. 3.

On an ISP, the color space transform (CST) matrix is estimated by using an inter-

polation between two factory color correction matrices calibrated to two different color

temperatures. The color temperature of the white balance matrix is used to interpolate the

two factory correction matrices. This method for correcting scenes covers most general

lighting and is a simple method to approach for correcting color in all the various lighting

sources that are encountered by a camera. However, this is not perfect because it assumes

all lighting exists exactly between two color temperatures; real world lighting always has

slight anomalies. Recently, researchers have been trying to improve this step by adding a

third factory correction matrix at a color temperature in the middle of the other two matri-

ces [20]. What is most important to take away from this part of the ISP is that this matrix

is not perfect for all illuminations and is just an estimate depending on the scene content.

Another factor that makes this worse is that the white balance temperature dictates the CST

matrix. This means if an incorrect white balance is chosen, which is highly likely [54],

our colorimetric errors wil increase in the CST step as well.

After the image is multiplied by the white balancing matrix and CST matrix, the image

is now a 3-channel CIE XYZ image. However, the standard RGB (sRGB) color space is

used by most devices to display images. There is a fixed transformation from XYZ to
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Figure 2.10: This figure illustrates how the color space transform is generated on most
cameras. The yellow and blue 3 × 3 boxes represent the coefficients of a 3 × 3 matrices,
T1 and T2, that represent the color space mappping matrices. These matrices are pre-
computed for the two different illuminations l1 and l2 that have color temperatures 2500K
and 6500K. To compute the a new color mapping T3 (green 3×3 boxes) for an illumination
la, a weighting is computed. An intermediate value g is calculated that represents the
weighting of T1 and T2 that is used to calculate T3. Image of color gamut taken with
permission from [25].

sRGB that is used to get the data in sRGB format.

Most cameras have additional photo-finishing steps, including color manipulation and

tone mapping, that further change an image so that it is closer to the human perception of

that scene [58, 48]. These additional steps remove colorimetric information because the

aim of these steps is to create aesthetic images [58]. For pipelines that want to use cameras

as a measurement device, they should be ignored.

After these camera-specific photo-finishing techniques, data is transformed from XYZ

to linear sRGB, a non-linear perceptual gamma is applied [27]. This gamma essentially

scales the brightness of colors so they correspond to the non-linear perception of brightness
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of the human visual system [59]. Humans are more sensitive to changes in darker colors

than they are to lighter color; a gamma allows these darker colors to be stored at a higher

perceptual resolution [60, 61]. The gamma encoded into sRGB must be decoded by the

monitor or viewing device [61]. Thus, a successful use of gamma will not change the color

of the image to a human viewing it.

It is worth noting that the CIE XYZ space can be converted to CIE L∗a∗b∗ (or CIE Lab

for short). CIE Lab is a color space that is used for understanding perceptual differences

in colors. This space is needed because CIE XYZ does not uniformly encode colors with

respect to perceived color differences. For example, a small change in CIE XYZ values in

the bluish colors will be perceived more than a similar change to green colors. The space

Lab is organized with three axis corresponding to lightness/darkness (L), red/green(a), and

blue/yellow (b). The delta E metric is a perceptual difference metric that uses CIE Lab

values. Initially, this delta E metric was defined as Euclidean distance in Lab space. In

2000, the metric was refined because the CIE Lab space was found not to be as perceptually

uniform as first thought. The main corrections were hue rotations for certain blues and

compensation for neutral colors, lightness, chroma, and hue [62].

For the work in this thesis, we will provide error reporting in both a percent error

related to distance in XYZ and a delta E error which represents a perceptual error in CIE

Lab space. A scientific measurement company may be more interested in XYZ errors.

However, an entity creating images for human viewing might be more interested in the

perceptual error. Both errors have their place in the discussion and we decide to report

both numbers in this thesis.

22



Chapter 3

Approach

As discussed in Chapter 1, the goal of the work in this thesis is to determine how preva-

lent color imaging failure is in a real-world setting. Chapter 2 described the two major

components at play: the sensor-specific spectral response and the spectral profile of the

scene’s illumination. With this in mind, we are particularly interested in determining if

there are pairs of sensor-illumination that result in a colorimetric mapping with a error

that would be considered a failure for a given task. When colorimetric failure does occur,

we are interested in determining if this is attributed mainly to the sensor or to the scene

illumination.

To investigate color imaging failure, we conduct two experiments. Our first experi-

ment is a simulation that synthesizes color chart images using databases of illuminations,

reflectances, and camera sensitivities. The second experiment works directly with real

camera sensors, scene illumination, and a calibration chart. For this second experiment, it

is necessary to apply some of the camera pipeline steps described in Chapter 2.
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3.1 Synthetic image experiments

Fig. 3.1 provides an overview of our synthetic experimental design. We simulate the cap-

ture of raw-RGB sensors images composed of different camera sensor and source light

pairs. Specifically, we construct a database of the spectral sensitivity of 28 camera sen-

sors estimated by Jiang et al. [63] and 69 camera sensors provided by Image Engineer-

ing [64]. Note that these datasets store spectral information from 400-720nm at step sizes

of 10nm and 5nm, respectively. We bi-linearly interpolate both datasets to step sizes of

4nm. This re-sampling is performed to match the sampling of some of the illumination

spectral data as will be discussed shortly. This gives us a total of 97 spectral sensitivity

profiles representing different consumer-grade sensors, including DSLR, point-and-shoot,

and smartphone cameras. As shown in Fig. 3.1, we represent a specific camera, S, spec-

tral sensitivity as a 3×N matrix, CS, where N is the number of spectral samples over the

visible spectrum (i.e., 400-720nm) and the rows of CS = [cR; cG; cB] correspond to the

R, G, B channels.

Our database of lighting spectra is composed from two sources. First, we use the data

set from Barnard et al. [21] that contains 102 spectral power distributions of commercial

lighting at a step size of 10nm. While this is an older data set, it provides a comprehensive

data set of common commercial and environment lighting. We augmented this data set

with recent light sources purchased at a home supply shop—namely a daylight D65 light, a

standard fluorescent light, an incandescent light, and an adjustable RGB LED light (Philips

Hue) that is intended for mood lighting. For the adjustable LED lighting, we tune it to its

three extremes—maximum red, green, and blue. We measure the spectral profile of these

added lights using a UPRtek PG200N PAR meter with a stepsize of 4nm. As done with
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Figure 3.1: This figure illustrates our analysis using synthetically generated raw-RGB
images. A database of sensors and illuminations is used to emulate different raw-RGB
combinations. For each raw-RGB image, we estimate a 3 × 3 linear colorimetric map-
ping functions, T+, that maps the raw-RGB values to the target colorimetric values. The
residual error of this mapping is used to gauge if the color mapping has failed.
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the camera sentititvy data, the data from Barnard et al. [21] is bi-linearly re-sampled to a

step size of 4nm. As shown in Fig. 3.1, we represent each lighting condition, denoted as I,

as a N ×N diagonal matrix, LI, where each element in the diagonal is the spectral sample

1..N over the visible spectrum.

For the color calibration pattern, we use the standard 24-patch X-Rite color rendi-

tion chart, specifically the bottom 24 colors of an X-Rite Passport [65]. We also run

our experiments with the 140-patch X-Rite ColorChecker Digital SG [65] but noticed no

significant improvements. For the purposes of this thesis, we opted to use the more com-

mon 24-patch color chart. The spectral reflectance of each color patch was measured by

Chomaxion with step size of 10nm; we use the Chromaxion data stored under the entry

"ColorChecker Passport #2" [65]. All patches are combined into a single N × 24 matrix,

R, where each column of the matrix represents a patch’s spectral reflectance coefficients

between [0 − 1] for each spectral sample 1 . . . N . For all datasets, our spectral data is rep-

resented by N = 81 bands from 40nm to 720nm with a step size of 4nm. For datasets not

captured with 4nm resolution, we use bi-linear interpolation to achieve a 4nm step size.

By sampling camera sensors and light sources from the datasets, we can synthesize

a raw-RGB image for a specific camera sensor S and lighting condition I combination

through matrix multiplication as follows

raw-RGB image = CS · LI ·R, (3.1)

where · represents matrix multiplication. Note that each S and I pair will result in 24 raw-

RGB values corresponding to the sensor’s observation of a color calibration patch under

the given lighting condition.
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The simulation framework includes a visual interface that shows the camera sensitivi-

ties, illumination spectra, and reflectance information. This simulation interface is shown

in Fig. 3.2. The simulation interface contains our database of lighting spectra and camera

sensitivities. It allows us to view how any light condition is synthesized in raw for any four

cameras (last to bottom row of color patches). Then the bottom row of color patches show

the colors after a color correction matrix T+ is calculated and applied for each camera.

Figure 3.2: This figure illustrates our PyQT interface that contains the simulation frame-
work. The simulation framework includes control over the illumination and camera while
having fixed reflectances. These reflectances are the standard MacBeth reflectances.
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The calibration chart CIE XYZ values are computed as follows:

target XYZ = CXYZ · LD65 ·R, (3.2)

where CXYZ is the CIE 1932 XYZ spectral matching functions, LD65 is a matrix with the

CIE Standard Illuminant D65 spectral values.

Our simulation mimics a well-lit environment with proper exposure and focus settings.

Based on the synthesized data, we perform colorimetric calibration by computing a 3× 3

linear transform, T+, between the synthesized raw-RGB image and the target XYZ as

follows:

T+ = argmin
T

||TCS · LI ·R−CXYZ · LD65 ·R||, (3.3)

where T+ is computed using standard pseudo-inverse methods. We note that there are

more sophisticated mapping functions (e.g., [9, 10]); however, a 3 × 3 transform remains

a standard choice for colorimetric calibration [6] and is sufficient for our analysis.

3.2 Real-images experiments

Our second experiment focuses on real images captured from smartphones using standard

lighting found in a home environment. Fig. 3.3 shows an example of our setup to capture

input images from smartphones. A camera is placed in a lightbox that is illuminated

with the lights mentioned above in Sec. 3.1 from a home supply shop. We tested five

smartphones from three major smartphone providers: Google Pixel 5, Samsung Galaxy

S8, Samsung Note 10, Apple iPhone 8, and Apple iPhone 12. A custom calibration chart
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Figure 3.3: This figure illustrates our analysis using images captured with smartphone
devices. The cameras are placed in a light box and are used to capture an image of a cus-
tom color calibration pattern or X-Rite Passport. The calibration pattern is captured under
several different commercial lights, including a tunable LED light. The patches on the
calibration pattern have had their CIE XYZ values measured using a spectro-densitometer.
Working directly from the camera’s raw-RGB image, a 3 × 3 color mapping T+ is com-
puted based on patch correspondences as shown.
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was designed with 24 color patches printed to mimic the X-Rite chart. The color patches

were measured with an Techkon spectro-densitometer to obtain their CIE XYZ values

under a target illumination (D65). We represent each of these measured color patches as

a 3 × 1 XYZ vector denoted as qi. While the custom calibration chart’s color gamut is

smaller than the X-Rite, this low-cost printed color chart is indicative of what would be

used in a home-based diagnostics setting.

The camera is placed in a lightbox where multiple bulbs of the same type are used to

ensure a uniform illumination. A lux meter is placed at the bottom of the lightbox to allow

us to measure the intensity of the light. We then use a dimmer to adjust the intensity of

the bulbs so we can capture different lighting conditions under the same lux. Since, the

max range of the LED lights individually was only 100 lux, we also took images with all

the other bulbs (D65, incandescent, and fluorescent) at this lower light level. However,

to ensure that corrections worked under well-lit conditions, we also capture data for D65,

incandescent, and fluorescent lights at 500 lux.

We capture images of the color chart in “RAW” mode on the device. On android

devices, we capture raw images with the Open Camera app. We collect Apple iPhone

raw-RGB images with our own custom app that allows the images to be captured in raw

format since that feature is not natively available in the iPhone camera app; this could

also be replaced with other alternatives that are freely available. We capture all images

with automatic exposure and automatic focus; this is done to emulate how users would

normally use their personal devices. The sensor’s raw-RGB values are represented as

a 3 × 1 XYZ vector denoted as pi. Similar to the simulated imaging experiments, we

perform colorimetric calibration by computing a 3× 3 linear transform, T+, between the
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real camera raw-RGB image and the target XYZ as follows:

T+ = argmin
T

||TPrawRGB
L · LI ·R−QXYZ||, (3.4)

where L represents the different illumination, PrawRGB
L is a matrix composed of the 24

vectors pi under illumination L, and QXYZ is a matrix composed of the corresponding

24 vectors qi of the custom color chart. Again, T+ is computed using standard pseudo-

inverse methods.

Working with real images is more complicated than synthetic images because raw-

RGB images have to be processed, at least partially, via the ISP pipeline described in

Sec. 2.2. Raw images are normally stored in DNG (Digital Negative) format [66]; the

DNG metadata must be used for removing lens shading (vignetting) effects, demosaicing,

and applying white-balance. The DNG specification stores some of its metadata in tags

and other parts in opcodes. The data from tags describes some of the parameters we

use include black level, white level, CFA pattern, and white-balance. Opcodes describe

parameters and transformations that need to be applied to a raw image; the transformations

specified by opcodes change from camera to camera. We emulate the camera pipeline by

using the Simple Camera Pipeline [67] to process most of these tags.

This pipeline performs (1) black level subtraction, (2) image normalization by using

the white level value, and (3) demosaicing as described in Chapter 2. We also use the

white-balance vector in the DNG containing three values that represents the relative in-

tensities between the red, blue, and green channel. It is important to note that estimation

of the color mapping function T+ is able to implicitly perform the required white-balance

operation. However, we still include the white balancing because it is standard procedure
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when working with RAW images.

It is also worth noting that we encountered some difficulty when processing images

from iPhones. We noticed that iPhones stored lens shading information in different DNG

opcodes than from Android phones. Specificaly, iPhones store lens shading information

by specifying a radial fall off using five parameters, k0−4, and another two parameters,

cx, cy, to store the optical center of the image. The gain g that needs to be applied for a

certain pixel is specified in terms of r, the normalized Euclidean distance of the optical

center from the pixel, and is computed as follows:

g = 1 + k0 ∗ r2 + k1 ∗ r4 + k2 ∗ r6 + k3 ∗ r8 + k4 ∗ r10.

In contrast, Android stores this same lens shading information in a lens shading map.

This map is a lower resolution image of the full image but it spatially describes the light

fall off in the image. An example of an Android lens shading map is shown in Fig. 3.4.

An iPhone gain map would look very similar to this map.

The functionality to process an Android lens shading map is already present in the

Simple Camera Pipeline [67], but the ability to use the iPhone radial fall off for lens

shading is not available. As a result, we create a function to compensate for lens shading

on iPhone. Then, we add our own code to treat iPhone and Android images different,

based off the opcodes present. This gives us a fully functioning camera pipeline for both

iPhone and Android.

After capturing an image of the calibration chart with the smartphone cameras, we have

the problem of locating the color calibration chart. There are methods to find and locate

these charts using segmentation [68] but these algorithms are not trivially extendable to our
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Figure 3.4: This figure shows a lens shading map taken from a Pixel 5. For display pur-
poses, this lens shading map was downsampled to 12x16.
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custom color chart. Initially, we ran color chart detection code to find the X-Rite chart, but

we found that in bad lighting conditions (e.g., the blue LED lighting) the chart sometimes

would not be found in the image. Instead, we capture the charts by pasting them on top of

a small card with Aruco Markers [69]. The Aruco markers are fiducials that resemble QR

codes. We print four aruco markers onto each calibration chart.

We use the OpenCV library to detect the fiducials, unwarp the image, and crop the

image to just the portion we were interested in. Then, we scale all these cropped card

images to the same size. Fig. 3.5 shows examples of cropped images for both color charts.

Once the color calibration portion of the image has been cropped and unwarped, we

use the fixed color chart patch layout to retrieve the colors of each color patch. For noise

reduction, we sample a 10×10 pixel area of each of the 24 colors and take the median.

Another interesting problem we ran into is that identifying fiducials in raw-RGB im-

ages is not always reliable with the OpenCV library. In particular, OpenCV has been op-

timized for sRGB images. Linear raw-RGB images often result in poor performance. To

address this, we process each raw-RGB image to create an sRGB image using the rawpy

library. We pass this sRGB image to OpenCV to detect the fiducials. Since the spatial lo-

cations are identical to the raw-RGB image, we use use the results from the sRGB image

to crop and warp the raw-RGB image and then discard the sRGB image. An example of

the sRGB and the raw image for both color charts are shown in Fig. 3.5.
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Figure 3.5: This figure illustrates the steps to find the card with the color chart on it. A
sRGB image is generated first so the aruco markers can be found by OpenCV. Then the
locations of the aruco markers are used to crop the card and remove lens distortion effects.
In this figure, we show the card extraction for both the custom chart and X-Rite chart. This
process is useful because it means the charts are in the same location for all images.

3.3 Summary

This chapter provided details to the experimental designs for color failure analysis: syn-

thetically generated images and smartphone captured images. The following chapter ana-

lyzes the findings from these experiments.
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Chapter 4

Results

In this section, we describe the findings from the experiments described in Chapter 3.

4.1 Simulated images

Our simulated experiments use 97 cameras and 108 lighting conditions, resulting in 10476

raw-RGB images for all sensor-lighting pairs in our database. Fig. 4.1 shows a histogram

of all sensor-lighting pairs in terms of their calibration error plotted as a percentage; 0%

error implies a perfect calibration. The vertical axis counts all sensor-image pairs that

produced a particular error. The horizontal axis of the plot is the percent error, which is

capped at 20% (i.e., errors above 20% are grouped together). While the exact error thresh-

old that would be deemed color calibration “failure” would be application specific, our

histogram reveals three distinct modes. The first has less than 8% error and we classify

them as “good”. We have 10185 image pairs fall into the “good” category. This category

represented all sensor and lighting conditions, expect the three extremes lighting condi-
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tions obtained from the tunable light. This indicates that not a single sensor failed under

any of the standard lighting from the 102 lights from Barnard et al. [21] and our additional

three lights (other than the tunable light). Interestingly, there was not a single degenerate

sensor-lighting pair that resulted in color calibration failure.

The second mode in our histogram is attributed to the tunable light, tuned to the max-

imum green. We classify these results as “poor” calibration. The spectral distribution for

this green light is shown in Fig. 4.1 and is fairly broad. This impacted all sensors, result-

ing in a total of 97 images in this category. Finally, the last mode in our histogram was

attributed to the blue and red lighting condition from the tunable light and resulted in the

“failure” cases. This is not surprising as the spectral profiles for these lights reveal narrow

band lighting. Again, all sensors were impacted, resulting in 194 images in this category.

Fig. 1.1 in Chap. 1 shows a visual example of the results from the “good” and “failure”

category.

We produce another histogram in Fig. 4.2 that represents the calibration error in terms

of Delta E 2000. The Delta E error represents a perceptual error correlated with human

vision. We observe similar modes in the histogram as with the fit error, except that the

green LED lighting is now slightly closer towards the “good” calibration errors(less than

5). Of the 97 cameras analyzed observing a color chart in green LED lighting, 21 of the

cameras showed an average Delta E error between 4-5; the remaining cameras had error

from 5-8. This means although the lighting condition is not as good, the perceptual error

could be adequate for certain use cases. We categorize the bad lighting condition errors as

having Delta E greater than 13.

Fig. 4.2 also shows the average error for good lighting condition on individual patches.
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Figure 4.1: This figure shows a histogram of the synthetic raw-RGB for different sensor-
lighting pairs plotted against the fit error (in percentage) to the target CIE XYZ color
values. The figure shows that the vast majority of images result in a color calibration error
that would be categorized as a “good” (less than 8%) error. Errors between 10–13% are
considered “poor” calibration, and those above 19% are considered “failures”. Out of all
108 lights, the “poor” and “failure” images are attributed to the lighting and not the sensor.
As shown in the figure, the lighting for these failure cases have limited spectra.
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Table 4.1: Calibration errors (in terms of % fit error) between using a 24 patch chart and a
140 chart.

Number of Patches Normal G-LED R-LED B-LED

24 4.90 12.17 41.92 42.01
140 5.28 21.55 62.86 75.31

We see that there is correlation between Delta E and percent error. However, if we look at

patch two (light skin) versus the patch 14 (green), we see that although green has a higher

percent error it results in a lower Delta E error. The lower Delta E is attributed to the

non-uniform nature of our visual response to different colors.

In all our experiments, we assume a 24 patch color checker; however, we could have

used a color checker with more patches. We tested if more patches would create a better

correction, specifically for LED lights, by redoing the experiments with the ColorChecker

Digital SG 2005 (data from Chromaxion) using all 140 patches. However, there were

no improved results. With just the 24 patches on an X-Rite Chart for normal lighting

conditions there was an average fit error of 4.90%. This increased slightly to 5.28% when

using the 140-patch color checker. Table 4.3 shows the errors between using 24 patch

and 140 patch color checkers. The reason the errors don’t improve for the 140 patch

color checker is that the errors are “balanced” out. Some of the new patches in the 140

patch color checker provide more spectral information because their reflectances provide

information in the spectral range the LED lighting produces. However, many of the other

new patches provide no additional information due to the reflectances not corresponding

to the LED light spectrum. The least squares model has to reconcile both of these types of

patches and thus the errors do not get better.
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Figure 4.2: This figure shows a histogram of the synthetic raw-RGB for different sensor-
lighting pairs plotted against the Delta E 2000 to the target CIE XYZ color values. The
figure shows that the vast majority of images result in a color calibration error that would
be categorized as a “good” (less than 5) error. Errors between 5–9 are considered “poor”
calibration, and those above 13 are considered “failures”. Out of all 108 lights, the “poor”
and “failure” images are attributed to the lighting and not the sensor. On the bottom part
of the figure, we show the average error for each color patch in good lighting across all
97 cameras. The top number on each patch is the average percent error and the bottom
number is the average Delta E 2000 error.
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4.2 Real images

As described in Chapter 3, our experiments on real images used a small number of cameras

(Apple iPhone 8 and 12, Samsung S8 and Note 10, Google Pixel 5). A color chart was

imaged by each camera under six lighting conditions, D65, incandescent, fluorescent, and

a tunable RGB LED set to its three primaries (red, green, blue at 100 lux). We use two

different color charts for this analysis and our results are separated depending on the chart

used.

4.2.1 Custom Calibration Chart

We first investigate the errors using a custom calibration chart that has known XYZ values

measured by a densitometer. Due to the the small number of testing conditions used, we

do not provide a histogram, but instead show the results in terms of calibration error in

Tables 4.2 and 4.3. While this is a much smaller sampling of sensors and light sources,

the results reveal that good calibration is obtained under standard lighting (less than 8.5%

error or 5 Delta E). Only the extreme lights from the tunable bulb result in high error that

would be considered poor (more then 10% error or 5 Delta E) or failures (over 20% error

or 13 Delta E). Fig. 4.4 shows a visual example for the raw-RGB inputs for the Samsung

S8 and iPhone 12 under good and poor lighting. The color calibration under the spectral

poor lighting fails. Although only a small number of cameras and lighting conditions are

used in this experiment, the results reflect the findings from the simulated experiments

performed on a much larger set of sensors and light sources.

We also perform correction at 500 lux for D65, incandescent, and fluorescent lighting
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iPhone 8

F

I

G-LED

B-LED

R-LED

D65

iPhone 12Pixel 5 Samsung S8 Samsung Note 10

Figure 4.3: The custom calibration chart captured by 5 different cameras under the lights:
D65, incandescent (I), fluorescent (F), and the tunable LED set to green (G), red (R), and
blue (B). The images are in pairs where the top image is the raw image scaled between
0-255 for display and the bottom image is the corrected image.
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Samsung S8 iPhone 12

camera sensor raw-RGB inputs

raw-RGB images mapped to CIE XYZ then to sRGB based on calibration
Fit error (7.55%) Fit error (7.60%)

Good color calibration

Samsung S8 iPhone 12

camera sensor raw-RGB inputs

raw-RGB images mapped to CIE XYZ then to sRGB based on calibration
Fit error (41.20%) Fit error (40.79%)

Color calibration failure

Figure 4.4: This figure shows examples of real camera captured images during lighting that
results in “good” and “failed” color calibration. In a home-care application, the spectral
sensitivity of the sensor and lighting would not be known. From our analysis, failure
for color calibration is attributed to the lighting being spectral poor vs. a degenerated
combination of sensor and light source.
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Table 4.2: Color calibration errors (in terms of % fit error) for different smartphones and
lights at 100 lux using the custom calibration chart. The first column lists the phones
used, the other five columns are calibration errors (in percentage) for the lights: D65,
incandescent (I), fluorescent (F), and the tunable LED set to green (G), red (R), and blue
(B).

Phone D65 I F G-LED R-LED B-LED

Pixel 5 5.08 6.10 7.87 8.34 33.54 38.36
Samsung S8 5.26 6.19 7.45 9.14 30.16 41.20
Samsung Note 10 7.73 8.04 6.75 12.24 28.77 16.09
Apple iPhone 8 5.65 5.35 5.95 9.36 35.05 30.07
Apple iPhone 12 7.48 6.71 6.83 9.84 36.93 40.79

Table 4.3: Color calibration errors (in terms of Delta E 2000) for different smartphones
and lights at 100 lux using the custom calibration chart. The first column lists the phones
used, the other five columns are calibration errors for the lights: D65, incandescent (I),
fluorescent (F), and the tunable LED set to green (G), red (R), and blue (B).

Phone D65 I F G-LED R-LED B-LED

Pixel 5 2.10 2.27 1.92 4.05 20.57 18.13
Samsung S8 1.92 2.85 2.11 5.73 15.05 19.58
Samsung Note 10 2.18 2.27 2.39 7.25 15.69 10.36
Apple iPhone 8 2.14 2.09 2.14 6.45 18.47 16.94
Apple iPhone 12 2.42 2.59 2.26 5.52 17.33 18.72

conditions to show the correction in more normal lighting conditions. The results for this

analysis are in Table 4.4 and 4.5. All lighting condition and sensor combinations resulted

in good calibration for both percent and Delta E error metrics.

We also display the raw and corrected image pairs captured with the custom chart in

Fig. 4.3. This figure shows a visual representation of how we can correct various different

lighting conditions and camera images to a common space. Although the top raw image

varies quite a bit between setups, the bottom corrected image is visually indistinguishable
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Table 4.4: Color calibration errors (in terms of % fit error) for different smartphones and
lights at 100 lux using the custom calibration chart. The first column lists the phones
used, the other three columns are calibration errors (in percentage) for the lights: D65,
incandescent (I), and fluorescent (F).

Phone D65 I F

Pixel 5 5.49 7.54 6.43
Samsung S8 5.85 6.18 6.43
Samsung Note 10 7.10 8.33 7.42
Apple iPhone 8 5.58 5.35 6.04
Apple iPhone 12 7.14 7.54 7.71

Table 4.5: Color calibration errors (in terms of Delta E 2000) for different smartphones and
lights at 500 lux using the custom calibration chart. The first column lists the phones used,
the other three columns are calibration errors for the lights: D65, incandescent (I),and
fluorescent (F).

Phone D65 I F

Pixel 5 2.08 2.66 1.92
Samsung S8 1.85 2.67 2.11
Samsung Note 10 2.23 2.67 2.56
Apple iPhone 8 2.09 1.79 1.91
Apple iPhone 12 2.19 2.34 2.47

in all normal lighting.

4.2.2 X-Rite Calibration Chart

We also show Tables 4.6 - 4.9 displaying calibration errors when using an X-Rite Passport

color chart. As expected, the X-Rite Passport performs well and calibration is good under

standard lighting. The X-Rite color checker performs slightly better in terms of color

calibration error on most of the cameras. We hypothesize this is due to the fact that the
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iPhone 8

F

D65

iPhone 12Pixel 5 Samsung S8 Samsung Note 10

I

(a) Lights: D65, incandescent (I), and fluorescent (F)

Figure 4.5: The X-Rite calibration chart captured by 5 different cameras under the lights:
D65, incandescent (I), and fluorescent (F). The images are in pairs where the top image
is the raw image scaled between 0-255 for display and the bottom image is the corrected
image.

pigments are more spectrally diverse then the colors from the custom calibration pattern.

The errors also might simply just be due to the set of colors chosen. Since, the calibration

of each camera is done with a rigid linear transformation, the errors are highly dependent

on the colors used to find the transform. The important takeaway is that both the X-Rite

and custom chart achieve errors that are good for all standard lighting conditions. These

results show that a custom calibration chart created with a standard office printer can be
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iPhone 8

G-LED

iPhone 12Pixel 5 Samsung S8 Samsung Note 10

B-LED

R-LED

(b) Lights: green (G), red (R), and blue (B))

Figure 4.5: The X-Rite calibration chart captured by 5 different cameras under the lights:
tunable LED set to green (G), red (R), and blue (B). The images are in pairs where the
top image is the raw image scaled between 0-255 for display and the bottom image is the
corrected image.

used as an effective stand-in for an X-Rite color chart.

We also display the raw and corrected image pairs captured with the X-Rite chart in

Fig. 4.5. Another interesting observation is that for images taken under the green LED, a

correction was performed reasonably well. Although, the colorimetric mapping was not

as accurate as other light sources, the results were typically not considered failures. In

fact, after colorimetric mapping, the color chart illuminated by green LED lights appeared
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Table 4.6: Color calibration errors (in terms of % fit error) for different smartphones and
lights at 100 lux using the X-Rite calibration chart. The first column lists the phones
used, the other five columns are calibration errors (in percentage) for the lights: D65,
incandescent (I), fluorescent (F), and the tunable LED set to green (G), red (R), and blue
(B).

Phone D65 I F G-LED R-LED B-LED

Pixel 5 6.02 6.39 7.80 9.57 42.49 37.04
Samsung S8 5.01 4.92 5.46 10.37 41.14 37.03
Samsung Note 10 5.12 7.06 6.21 12.73 39.00 15.96
Apple iPhone 8 4.66 4.45 5.30 9.21 41.20 31.74
Apple iPhone 12 6.27 5.32 7.37 9.36 42.08 35.70

Table 4.7: Color calibration errors (in terms of % delta E 2000) for different smartphones
and lights at 100 lux using the X-Rite calibration chart. The first column lists the phones
used, the other five columns are calibration errors for the lights: D65, incandescent (I),
fluorescent (F), and the tunable LED set to green (G), red (R), and blue (B).

Phone D65 I F G-LED R-LED B-LED

Pixel 5 2.36 2.97 2.73 3.64 14.02 15.53
Samsung S8 2.44 3.75 3.00 3.80 12.22 15.63
Samsung Note 10 2.09 3.60 2.72 5.44 12.33 9.39
Apple iPhone 8 2.41 2.82 3.35 4.03 13.67 15.43
Apple iPhone 12 2.10 3.37 2.72 3.92 13.11 15.49

Table 4.8: Color calibration errors (in terms of % fit error) for different smartphones and
lights at 500 lux using the X-Rite calibration chart. The first column lists the phones
used, the other three columns are calibration errors (in percentage) for the lights: D65,
incandescent (I), and fluorescent (F).

Phone D65 I F

Pixel 5 5.47 6.43 6.20
Samsung S8 6.10 5.60 5.46
Samsung Note 10 5.12 4.93 6.21
Apple iPhone 8 4.58 3.90 4.90
Apple iPhone 12 6.04 5.07 5.88
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Table 4.9: Color calibration errors (in terms of Delta E 2000) for different smartphones
and lights at 500 lux using the X-Rite calibration chart. The first column lists the phones
used, the other three columns are calibration errors for the lights: D65, incandescent (I),
and fluorescent (F)

Phone D65 I F

Pixel 5 2.48 2.82 2.57
Samsung S8 2.30 3.20 2.57
Samsung Note 10 2.18 2.74 2.49
Apple iPhone 8 2.33 2.82 2.60
Apple iPhone 12 2.10 2.84 2.27

visually correct. When examining the green LED spectral profile, the light source contains

information throughout all the visual spectrum but tapers out in intensity towards the blue

and red wavelengths. Since the light covers all of the visible spectrum throughout most

wavelengths, it was possible to produce adequate correction can be done that provides us

with information about the scene. Almost all real lighting conditions have some signal

throughout all wavelengths in the visual spectrum, thus the green LED correction pro-

vides us an example of how correction looks like with weaker signal in parts of the visual

spectrum.

The red LED and blue LED lighting conditions are not possible to correct because

there is missing signal in many wavelengths. We notice there are many illumination caused

metamers in the red and blue lighting images. Patches with very different reflectances look

the same because the illumination is missing a large portion of the visible wavelengths.
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4.3 Summary

Our findings from both synthetic and real images indicated that color imaging failure is

rare. We did not observe specific sensor-illumination pairs that resulted in color failure.

Instead, When color imaging failures did occur, it is attributed to poor spectral lighting

and impacted most of the camera sensors.
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Chapter 5

Conclusion

This thesis has analyzed color calibration failure for consumer cameras. Our work as-

sumes a well-lit environment, proper focus and exposure, and low image noise. Within

this scenario we sought to answer two questions: (1) How likely is failure to occur and (2)

If color calibration does fail, what was the cause? To this end, we examined 97 camera

sensors and 108 light sources and found that no combination of sensor and light source

resulted in color calibration failure for 105 of the lights. The only failure cases were at-

tributed to three light conditions generated by a tunable commercial colors. These tuned

lights resulted in consistent failure across all sensors due to the spectral quality of the light

source (mainly narrow band). Additional experiments were performed on a sample of real

smartphone and commercial lights using a custom low-cost calibration pattern and an X-

Rite chart with a reasonable diversity in CIE XYZ values. While it is well-known that

spectral poor illumination results in poor color reproduction, our analysis shows that it is

rare to encounter specific sensor and lighting combinations that lead to erroneous color
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imaging on consumer cameras. Our analysis indicates that color failure is rare for most

sensor and lighting combinations and when failure does occur, the light source is the most

likely culprit. The implication of our finding is that developers of apps that rely on color

can assume that most sensor and lighting combinations will result in good color calibra-

tion. When color calibration failure does occur, the application can direct users to seek a

better lighting environment.

A clear area for future work is to examine more smartphone cameras and commer-

cial lighting sources. In addition, image capture in a home environment is susceptible to

problems such as shadows and non-uniform illumination. Our approach also assumed the

color chart was illuminated by a single dominant light source. Color imaging under mixed

illumination warrants further investigation.
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