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AN (∞, 2)-CATEGORICAL PASTING THEOREM

PHILIP HACKNEY, VIKTORIYA OZORNOVA, EMILY RIEHL, AND MARTINA ROVELLI

Abstract. We show that any pasting diagram in any (∞, 2)-category has a
homotopically unique composite. This is achieved by showing that the free 2-
category generated by a pasting scheme is the homotopy colimit of its cells as
an (∞, 2)-category. We prove this explicitly in the simplicial categories model
and then explain how to deduce the model-independent statement from that
calculation.
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1. Introduction

A compatibly-oriented collection of 2-cells in a 2-category or bicategory can be
composed by pasting, a notion first introduced by Bénabou [Bén67].

•

• •

• •

• •

⇓

⇓⇓ ⇓

⇓

A celebrated theorem of Power [Pow90] demonstrates that any 2-categorical pasting
scheme defines a unique composite 2-cell in any 2-category. The essential uniqueness
of pasting composites in a bicategory was proven by Verity [Ver92] as a consequence
of the bicategorical coherence theorem and later by a direct proof in a recent paper
of Johnson and Yau [JY19], also appearing in their book [JY21].

The upshot of these results is a justification of the technique of pasting diagram
chases in a 2-category, which had already been put to use, e.g., in [KS74]. For
instance, to prove that any two left adjoints f, f ′ to a given 1-cell u : a → b in
a 2-category are isomorphic, one is led to consider the pasted composites of the
units and counits of these adjunctions, displayed below-left, and their composite
below-right:

b b b b b b b

a a a a a a a.
f ′

⇓η′
f

f
⇓η

f ′

f ′
⇓η′ f ⇓η

f ′

u ⇓ǫ u ⇓ǫ′ u ⇓ǫ u ⇓ǫ′

By uniqueness of pasting composition, the right-hand pasted composite can be
computed by first applying the triangle equality of f ⊣ u to reduce the composite
uǫ · ηu to the identity of f , and then applying the triangle equality from f ′ ⊣ u to
reduce the composite ǫ′f ·f ′η to an identity. A similar computation proves that the
2-cells displayed above-left are also inverses when composed the other way around,
exhibiting the desired isomorphism f ∼= f ′.

The aim in this paper is to prove the corresponding pasting theorem for (∞, 2)-
categories, where we must alter the meaning of both “unique” and “composite.”
In a weak infinite-dimensional category, composition is no longer a function but
a generalized relation witnessed by higher dimensional cells, whose dimension is
determined by the number of cells being composed. More exactly a composite
of a collection of cells is witnessed by a homotopy coherent diagram, containing
subdiagrams that witness binary composition relations, and ternary composition
relations and so on. The composite cells by themselves are not unique but they are
all equivalent, connected by higher cells that are weakly invertible. In fact, more
is true: our main theorem proves that a suitably-defined space whose points are
homotopy coherent diagrams witnessing the composites of a given pasting scheme
is contractible.

Corollary 4.4.2. The space of composites of any pasting diagram in any (∞, 2)-
category is contractible.

1.1. Homotopically unique composition in an (∞, 1)-category. Before de-
scribing the proof of our result, it is instructive to recall the proof of the homotopical
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uniqueness of composition in an (∞, 1)-category. The specifications of each par-
ticular model of (∞, 1)-categories build in the homotopical uniqueness of certain
composites of 1-cells. For instance, quasi-categories are defined to be simplicial sets
X that are local for the inner horn inclusions Λn

k ∆n∼ meaning that X∆n

XΛn
k∼

is a trivial fibration. It follows that the inclusion Γn ⊂ ∆n of the “spine” formed by
the longest composable path of edges is a weak equivalence, and X∆n

XΓn∼ is a
trivial fibration, so in particular the fibers are contractible Kan complexes. Thus,
in a quasi-category any sequence of n-composable morphisms—the 1-dimensional
analogue of a pasting diagram—has a homotopically unique composite, understood
as a point in this contractible space.1

1.2. Homotopically unique composition in an (∞, 2)-category. To state and
prove an analogous result for pasting composition in an (∞, 2)-category, we must
first introduce 2-dimensional pasting schemes, which may be presented by finite
connected directed plane graphs with a certain property of “anchorability” (in
terminology we borrow from Johnson and Yau). After recalling the definition in
§2.1, in §2.2 we describe various sub pasting schemes of a given pasting scheme that
are full in some sense. These are used in §2.3 to give a more explicit description
of the free 2-category FP generated by a pasting scheme P than we have found in
the literature. For instance, it follows easily from Power’s theorem about unique
composites of pasting schemes (Theorem 2.3.1) that the hom category FP(x, y)
between any two objects in a pasting scheme is a poset (Corollary 2.3.2), which
we then identify with a full sublattice of a cube whose dimension is determined
by the number of atomic 2-cells that lie between the top-most and bottom-most
paths from the source object to the target one—see Theorem 2.3.5 for a precise
statement. This explicit characterization makes it easy to understand the effect of
adding a new atomic 2-cell to the top or bottom of a pasting scheme, the procedure
which forms the basis of an inductive proof of our main results.

As is the case for (∞, 1)-categories, the various models of (∞, 2)-categories build
in the requirement that certain pasting schemes have homotopically unique com-
posites. For instance, the pasting schemes that can be decomposed as a horizontal
composite of vertical composites of atomic 2-cells define the objects of a category
Θ2. Rezk’s Θ2-spaces are simplicial presheaves on this category for which these
particular pasting schemes are required to have a homotopically unique composite.
This suggests that the proof that a generic pasting scheme has a homotopically
unique composite can be simplified by the judicious choice of a model for (∞, 2)-
categories.

After some experimentation, we chose to work with Lurie’s model of (∞, 2)-cat-
egories as categories enriched over quasi-categories, extending Bergner’s model of
(∞, 1)-categories as categories enriched over Kan complexes. An advantage of this
model is that when a cell is attached in a single hom of a simplicially enriched
category, its horizontal composites are automatically attached as well. So there is a
sense in which this model’s encoding of the 2-graph formed by the cells of a pasting
scheme is closer to the free 2-category generated by the pasting scheme than it
would be in other models.

1The above discussion extends to 1-computads: Joyal observes that for any 1-skeletal simplicial
set G, the unit component ηG : G NhoG∼ of the nerve ⊢ homotopy category adjunction is inner
anodyne.
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In §4.1, we review the essential features of this model of (∞, 2)-categories and
use it to give a precise statement of our main theorem about the homotopical
uniqueness of pasting composition. A pasting scheme P can be understood as a
special case of a 2-computad: its data involves a directed graph of objects and
atomic 1-cells together with a collection of atomic 2-cells with specified source and
target paths. Thus, we define pasting diagram in an (∞, 2)-category modeled as
a category enriched over quasi-categories to be a simplicially enriched functor out
of the free simplicially enriched category GP defined by gluing together the objects,
atomic 1-cells, and atomic 2-cells of a pasting scheme (see Construction 4.1.6).

By contrast, the homotopy coherent diagram generated by the pasting scheme
P is indexed by the nerve of the free 2-category FP generated by P . In the quasi-
categorically enriched categories model of (∞, 2)-categories, the nerve functor from
2-categories to (∞, 2)-categories is defined by applying the ordinary nerve functor N
from 1-categories to (∞, 1)-categories to each hom2; following standard notational
conventions, we write N∗FP for the resulting quasi-categorically enriched category.
Thus, to prove the homotopical uniqueness of pasting composition, our task is to
demonstrate that the canonical inclusion GP → N∗FP is a trivial cofibration in
the model structure for (∞, 2)-categories reviewed in Theorem 4.1.1.

This is the claim made explicit by Theorem 4.1.10, whose proof is by an inductive
argument developed in §4.2 and §4.3. In §4.4, we explain how this result implies
a similar equivalence in any model of (∞, 2)-categories as defined by Barwick and
Schommer-Pries [BSP21]. In particular, we define the space of composites of a given
pasting scheme in an (∞, 2)-category and prove that it is a contractible∞-groupoid.

The induction that proves Theorem 4.1.10 considers the effect of attaching a
new atomic 2-cell along the bottom of a pasting scheme. We divide our analysis
of the inductive step into two cases, depending on whether the codomain of this
attached 2-cell is an atomic 1-cell or a composite of atomic 1-cells. In both cases, the
simplicially enriched categories GP and N∗FP have the same objects so it remains
only to analyze their homs. The procedure of attaching a new atomic 2-cell has
a much more dramatic effect on N∗FP than on GP ; essentially the difference is
between the pushout of nerves of categories—these being the hom-posets FP(x, y)
analyzed in §2.3—and the nerve of the category defined by the pushout. In §3.1,
we observe that one of the functors in the span that defines the pushout under
consideration is a Dwyer map, in terminology introduced by Thomason [Tho80].
In a companion paper [HORR22], we prove that the comparison map between the
pushout of the nerves of a span in which one functor is a Dwyer map and the
nerve of the pushouts is a weak categorical equivalence of simplicial sets, extending
a related observation made by Thomason. We state this result, which may be of
independent interest to technicians working with (∞, 1)- or (∞, 2)-categories, in
§3.2 and sketch its proof.

1.3. Related work. After posting this preprint to the arXiv, we learned about
closely related work by Tobias Columbus in an unpublished 2017 PhD thesis [Col17].
His Lemma 2.2.10 achieves a similar description of the free 2-category generated
by a pasting scheme as appears in our Theorem 2.3.5 and notes in his Remark

2There are subtleties in identifying the “correct” nerve functor from 2-categories to (∞, 2)-
categories in a particular model. Although relatively unusual, in this model of (∞, 2)-categories
the strict point-set level nerve coincides with the homotopical one. Further discussion of this point
appears in [MOR22].
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3.1.7 the result that we prove in Proposition 4.1.3, that the homwise nerves of such
2-categories are cofibrant simplicial categories. He uses these results to prove his
Theorem C, demonstrating that any inclusion of “complete pasting diagrams”—
which, roughly, refer to pasting diagrams with certain specified composites of
subdiagrams—define homwise inner anodyne inclusions. Our Theorem 4.1.10 cor-
responds to the special case of the inclusion of a minimal complete pasting diagram
GP , with no specified composites, into the maximal one N∗FP , with all composites
specified. While these results are quite similar our proof techniques differ substan-
tially. His proof of Theorem 4.1.10 makes use of the combinatorial characterization
of Theorem 2.3.5, while our proof does not use this result, instead relying on the
results about Dwyer maps that we describe in §3.

Finally, Columbus concludes in Theorem D that the space of composites of a
pasting scheme in a quasi-categorically enriched category is a contractible Kan com-
plex. A posteriori, of course, his space is equivalent to the contractible∞-groupoid
defined in our Corollary 4.4.2, though it is tricky to give a direct comparison; see
Remark 4.4.3 for more discussion.

2. Pasting schemes and their free 2-categories

In this section, we review classical results concerning pasting composition in a
2-category or bicategory.

We introduce our precise notion of pasting scheme in §2.1 and review its key
properties. Our definition differs superficially from but fundamentally coincides
with those appearing in [Pow90] and [JY19, JY21]; see Remark 2.1.5 and Re-
mark 2.1.6. There are other related definitions and approaches to pasting diagrams
for higher categories, including Johnson’s pasting diagrams [Joh89], Street’s parity
complexes [Str91], Steiner’s directed complexes [Ste93], Steiner’s augmented di-
rected chain complexes [Ste04], Hadzihasanovic’s constructible directed complexes
[Had20], Forest’s torsion-free complexes [For22], and so on. Some of these have the
advantage of being entirely combinatorial, without making use of a planar embed-
ding, but have the disadvantage of being less visually intuitive.

In §2.2, we identify various sub pasting schemes of a given pasting scheme, for
instance those defined by specifying either the source and target vertices or the
source and target paths. Finally, in §2.3, we regard a pasting scheme as a 2-
computad and consider the free 2-category it generates. We observe that Power’s
pasting theorem tells us that the hom-categories in this 2-category are all posets
and we identify those posets with full subposets of cubes.

2.1. Pasting schemes. Consider a plane graph, by which we mean a finite con-
nected directed graph G, embedded in the plane C. The connected components of
C\G are the open faces. Their closures are called faces. The boundary of a face
is the complement of the open face in the closed face, which coincides exactly with
the components of the graph that touch that face. The unbounded component is
called the exterior face while the remaining faces are interior faces.

By [BM08, §10.2]:

In a connected plane graph, the boundary of the face can be re-
garded as a closed walk, in which each cut edge of the graph that
lies in the boundary is traversed twice.
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Here a closed walk is an undirected cycle, which may pass through a given edge
or vertex in the graph multiple times, or not at all. A cut edge is an edge whose
removal increases the number of connected components of the graph. The cut edges
are incident to a single face, either the exterior face or an interior face. The non-cut
edges are incident to exactly two faces. Since our plane graph is directed, we can
use the orientation of the plane to refer to one of these faces as the “right face” and
the other face as the “left face.”

Definition 2.1.1. The exterior face in a plane graph G is anchorable if the set
of edges that are incident to the exterior face on their left and the set of edges that
are incident to the exterior face on their right both form non-empty directed paths
from a source vertex sG to a target vertex tG. We refer to the first path as the
source path domG of the graph and the second path as the target path codG.

Definition 2.1.2. An interior face F in a plane graph is anchorable if the edges
that are incident to the face F on their right and the set of edges that are incident
to the face F on their left both form non-empty directed paths from a vertex sF
to a vertex tF which are moreover “internally disjoint.”3 We refer to the first path
as the source path domF of the face F and the second path as the target path

codF .

In particular, if an interior face F is anchorable, then the boundary of that face
defines an undirected simple cycle embedded as a simple closed curve in the plane,
with no self-intersections. This cycle can be traversed by first traversing domF in
the forward direction and then traversing codF in the backwards direction.

The source path and target path of an anchorable exterior face also have no
self-intersections; individually, these paths are injectively embedded in the plane.
But these paths may have cut edges of the graph in common, and even if the graph
contains no cut edges, these paths may intersect at an interior vertex.

A plane graph is anchorable if all of its faces are anchorable, as specified by Def-
inition 2.1.1 and Definition 2.1.2. For later use we note the following partitionings
of the edges of an anchorable plane graph:

Lemma 2.1.3. The edges of an anchorable plane graph can be partitioned in the
following two ways:

(i) In one partition, the components are the source paths of the interior faces
plus the target path of the exterior face.

(ii) In the other partition, the components are the target paths of the interior
faces plus the source path of the exterior face.

Hence:

• Each edge is a source of at most one interior face, and if it is not in the source
path of any interior face it is in the exterior target path.
• Each edge is a target of at most one interior face, and if it is not in the target
path of any interior face, it is in the exterior source path.
• The exterior source edges are either sources of exactly one interior face or they
are also exterior targets.

3Two paths with a common source and target are internally disjoint in the sense defined in
[BM08, §5.1], if they have no common edges and no common interior vertices. In particular this
requirement prohibits the boundary of an interior face from having any cut edges.
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• The exterior target edges are either targets of exactly one interior face or they
are also exterior sources.

Note by [BM08, §10.2] that the edges that are both exterior sources and exterior
targets — those edges that are incident only to the exterior face — are exactly the
cut edges, since the anchorability condition prohibits cut edges from being incident
to interior faces.

Proof. Each edge is incident to its right-hand face and its left-hand face, and no
other faces. The partitions (i) and (ii) partition the edges of the anchorable plane
graph according to their right-hand faces and left-hand faces, respectively. If the
right-hand face of an edge is an interior face, then by Definition 2.1.2 the edge is
in the source path of that face. If the right-hand edge is an exterior face, then
by Definition 2.1.1 the edge is in the exterior target path. This establishes the
right-hand face partition (i); the left-hand face partition (ii) is similar. �

In a directed graph, a vertex is a local source if it is only incident to outgoing
edges and a local sink if it is only incident to incoming edges.

Definition 2.1.4. A pasting scheme is a finite connected anchorable plane graph
in which the source vertex of its exterior face is the only local source in the directed
graph and the target vertex of its exterior face is the only local sink in the directed
graph.

In the next remark, we provide several non-examples of pasting schemes, while
examples are provided below in Examples 2.1.8 and 2.1.9. We could also consider
the graph with a single vertex and no edges as a pasting scheme, which strictly
speaking is excluded by the requirement that domG and codG are non-empty in
Definition 2.1.1. We leave it to the reader to consider the statements of our results
in this trivial case.

Remark 2.1.5. Our notion of “anchorable” face is very similar to Johnson and
Yau’s notion of “anchored” face [JY21, Definition 3.2.6]; the only difference is that
for our interior faces to be anchorable we require in addition that the source and
target paths are internally disjoint.

Our notion of pasting scheme differs from Johnson and Yau’s in two respects.
Firstly, we explicitly require that the source and target vertices of the exterior face
are the unique sources and sinks in the directed graph. We believe this is an implicit
assumption in [JY21] but prefer to make it explicit so as to exclude pathological
examples like:

•

• • • • • • • • •

•

More significantly, we drop the data of what Johnson and Yau call a pasting
scheme presentation, which is more natural to consider in the bicategorical context
than it is here, but our pasting schemes always admit a pasting scheme presentation,
as we demonstrate in Corollary 2.2.17.
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Remark 2.1.6. Power defines a pasting scheme to be a finite directed plane graph
that contains no directed cycles that is equipped with distinct vertices s and t along
its exterior face so that for every other vertex v there exist directed paths from s
to v and v to t. These properties follow from our definition — see Lemma 2.1.10
and Lemma 2.1.12 — and indeed Power proves in [Pow90, Proposition 2.6] that his
definition is equivalent to the one given here.

We adopt the following notation and terminology for the data of a pasting scheme
with the aim of connecting it to the free 2-category it generates.

Notation 2.1.7. The data of a pasting scheme P includes:

• A finite collection of
– objects — the vertices of the plane graph
– atomic 1-cells — the edges of the plane graph
– atomic 2-cells — the interior faces of the plane graph

• Two distinguished objects — the source and sink vertices sP and tP that are the
source and target of the exterior face.
• A source path of composable 1-cells — the edges of domP — and a target

path of composable 1-cells — the edges of codP .
• Each atomic 2-cell α also has its source and target objects sα and tα and source
and target paths domα and codα of 1-cells.

We draw a double arrow in the interior region of each interior face pointing from
the source path to the target path:

• • • • •sP=sα ⇓α

tα

sβ=sγ ⇓γ
⇓β

tβ

tγ=tP

Lemma 2.1.3 implies that these double arrows are “compatibly oriented”: if an edge
lies between two interior faces one double arrow will point towards that edge while
the other will point away from it.

Following the convention used in the literature [Pow90, JY19], we write paths
as concatenations of edges in diagrammatic order (“left to right”) as opposed to
composition order (“right to left”).

Example 2.1.8. The objects of Joyal’s category Θ2 define pasting schemes. In
the notation introduced by Berger [Ber07a], [n]([k1], . . . , [kn]) corresponds to the
pasting scheme with

• n+ 1 objects 0, 1, . . . , n and
• kj + 1 atomic 1-cells ej,0, . . . , ej,kj

connecting the vertex j − 1 to the vertex j.
• k1+ · · ·+kn atomic 2-cells, each with a single source edge ej,i and a single target
edge ej,i+1.

If kj = 0 then the edge ej,0 is a cut edge, but no other edges are cut edges.
The source and target paths of the exterior face are given by e1,0 · · · en,0 and
e1,k1

· · · en,kn
. Atypically, these paths intersect at every vertex.

It would be straightforward to define a formula for an explicit embedding of this
directed graph into the plane, but instead we simply illustrate by drawing a plane
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graph associated to the object [4]([2], [0], [3], [0]).

• • • • •
⇓

⇓
⇓

⇓
⇓

Example 2.1.9. Other pasting schemes are depicted below:

• • •

⇓

⇓

⇓ ⇓

•

• •

• •

• •

⇓

⇓⇓ ⇓

⇓

• •

• • • • •

• •

⇓ ⇓ ⇓

⇓

⇓

⇓

• •

• •
⇓ ⇓

Wemake use of one of the central features of pasting schemes [Pow90, Proposition
2.6].

Lemma 2.1.10 (acyclicity of pasting schemes). The directed graph underlying a
pasting scheme contains no directed cycles.

Proof. If a directed cycle in a pasting scheme intersects itself, then that cycle con-
tains smaller directed cycles that define simple closed curves. So we only consider
directed cycles that are simple closed curves.

Choose a directed cycle that surrounds the fewest number of faces. Since an
anchored face cannot be bounded by a directed cycle, some portion of the graph
must lie in the region inside of the cycle.

If the region inside of the cycle contains only edges, then each edge must have
source and target vertex along the cycle. Any one of these edges partitions the
cycle region into two smaller regions and the boundary of exactly one of those two
regions will be a directed cycle. This contradicts our hypothesis that the cycle was
chosen to surround the fewest number of faces.

Thus, there must be a vertex in the region surrounded by the cycle. That
vertex and every other vertex in the interior region of the cycle must have at least
one incoming and at least one outgoing edge, because a pasting scheme necessarily
contains exactly one source vertex and exactly one sink vertex and these are required
to lie on the exterior of the graph. Pick one interior vertex and consider any directed
path that passes through it. That directed path can be extended so that it either
intersects itself inside the cycle, which again contradicts minimality of the cycle,
or hits the boundary of the cycle in both directions. But now this directed path
partitions the cycle region into two smaller regions and the boundary of exactly
one of those two regions will be a directed cycle. This contradicts our hypothesis
that the cycle was chosen to surround the fewest number of faces. �
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Definition 2.1.11. We define an ordering of the vertices in an anchorable plane
graph by declaring that x 4 y if and only if there is a directed (possibly empty)
path of edges from x to y.

This ordering is reflexive and transitive by definition and can easily be seen to be
antisymmetric. Any directed paths witnessing the relations x 4 y and y 4 x form a
cycle, which contradicts the acyclicity proven in Lemma 2.1.10, unless x = y. Thus
4 is a partial order. We write x ≺ y to mean that x 4 y and x 6= y.

We now prove that the source and target vertices for a pasting scheme define
initial and terminal vertices for the partial order 4.

Lemma 2.1.12. Let sP and tP denote the source and target vertices for the exterior
face of a pasting scheme P. Then for any vertex v we have sP 4 v 4 tP .

Proof. If v 6= tP then by Definition 2.1.4, the vertex v has an outgoing edge.
The target of that outgoing edge defines another vertex w. If w = tP we have
constructed our desired path. Otherwise w 6= tP and has an outgoing edge, and
we can repeat this process. By finiteness, either we eventually hit tP or we form
a directed cycle, which is prohibited by Lemma 2.1.10. The path from sP to v is
obtained similarly. �

2.2. Sub pasting schemes. In this section we prove that any pasting scheme
contains various sub pasting schemes that are full on atomic 2-cells and in certain
cases also on atomic 1-cells. See Proposition 2.2.10, Corollary 2.2.12, and Corol-
lary 2.2.16 for precise statements. We start with a series of definitions and lemmas
that will support these results.

In a plane graph, the edges incident to a fixed vertex v inherit a clockwise cyclic
ordering from the orientation of the plane. The following lemma tells us that in a
pasting scheme, the incoming edges and outgoing edges do not mix in this cyclic
order.

• •

• v •

• •

Lemma 2.2.1. The following configuration of distinct edges, possibly with other
edges in between, does not appear in the cyclically-ordered set of edges incident to
a vertex v in a pasting scheme.

u w

v

p q

e

f

b

a

Proof. As the pasting scheme has no directed cycles, w 64 q, w 64 u, p 64 q, and
p 64 u. Consider the set of pairs of paths (β, δ), where β begins at w, δ begins at p,
and β and δ end at a common vertex; this set is non-empty, as w 4 tP and p 4 tP .
Choose (β0, δ0) so that the sum of the lengths of the paths is minimal; notice that
by minimality β0 and δ0 can only intersect at the end vertices (if w = p then these
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paths have length zero).
u w

v

p q y

e
β0

f

b

δ0

a

The vertices v, q, and u cannot appear on β0 or δ0 without creating a directed cycle.
After removing the Jordan curve bβ0δ

−1
0 f−1 from the plane, we are left with two

components, one of which contains q and the other of which contains u. Notice that
sP is not on the Jordan curve bβ0δ

−1
0 f−1, and without loss of generality, assume

that sP is in the same component of the complement as u. Then any path from
sP to q in the plane graph must intersect bβ0 or fδ0; we know that v will not be
on such a path since v 64 q. It follows that a path from sP to q must intersect β0

or δ0 at some vertex r, implying p 4 r 4 q or w 4 r 4 q, contradicting p 64 q or
w 64 q. �

Lemma 2.2.1 has a useful consequence: for any vertex v in a pasting scheme, the
set of incoming edges inherits a natural total order from the orientation imposed
by the plane, and similarly the set of outgoing edges inherits a natural total order.
We fix the following conventions for the directions of these orderings:

Convention 2.2.2. Let P be a pasting scheme, and v a vertex in P . Let in(v) be
the set of edges with target v, and out(v) be the set of edges with source v. We
regard these as totally ordered sets as follows:

• out(v) = {e1 ≤ e2 ≤ · · · ≤ en} where ei appears immediately before ei+1 as one
traverses counterclockwise. If v = sP , then we additionally must specify that
e1 ∈ codP or en ∈ domP .
• in(v) = {e′1 ≤ e′2 ≤ · · · ≤ e′m} where e′i appears immediately before e′i+1 as one
traverses clockwise. If v = tP , then we additionally must specify that e′1 ∈ codP
or e′m ∈ domP .

•

• •

• v •

• •

•

e′5

e′4

e′3 e2

e3

e1e′2

e′1

We additionally write in(v)+ and out(v)+ for the partially-ordered sets where we
have added an incomparable element ∗.

The idea of both orderings is that we write e ≥ e′ if e and e′ share a common
source or a common target and the edge e lies “above” the edge e′. But in fact we
use Lemma 2.2.1 and the convention just introduced to give a precise definition of
what it means for one edge or path to lie above another. For this, we require:

Definition 2.2.3 (path predecessor and successor). Suppose that p is a path in a
pasting scheme. If v is an arbitrary vertex, define elements pred(p, v) ∈ in(v)+ and
succ(p, v) ∈ out(v)+ by

• pred(p, v) = e just when e ∈ in(v) lies on the path p,
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• succ(p, v) = e just when e ∈ out(v) lies on the path p,
• and otherwise these are defined to be the null points ∗.

We indicate a few instances of the preceding definition in the following example,
where we consider the dashed path p. Note that pred(p, s) = ∗.

•

s v

• •

• •

succ(p,s)

succ(p,v)

pred(p,v)

The partial order introduced in Convention 2.2.2 allows us to identify when a
path lies above another parallel path.

Definition 2.2.4. Suppose that p and q are paths from x to y in a pasting scheme.
If, for each vertex v which appears on both p and q we have pred(p, v) ≥ pred(q, v)
and succ(p, v) ≥ succ(q, v), then we say that p lies above q.

Lemma 2.2.5. If p and q are paths from x to y in a pasting scheme and p and q
do not share any edges or vertices other than x and y, then p lies above q or q lies
above p.

Proof. Without loss of generality, suppose succ(p, x) > succ(q, x). We will show
that pred(p, y) > pred(q, y). Since p and q have no other common vertices, this
implies that p lies above q.

Choose any paths r from sP to x and r′ from y to tP so that r · p · r′ and codP
bound a closed subspace that contains the first outgoing edge of the path q. If
pred(q, y) > pred(p, y) then the path q must leave this region by intersecting either
the path r or the path r′. If q intersects r then there is a directed cycle that starts
at x, continues along q to the vertex of intersection, and returns to x along the path
r. If q intersects r′ then there is a directed cycle that starts at y, continues along r′

to the point of intersection, and returns to y along the path q. This is prohibited
by Lemma 2.1.10. �

It follows that we can identify when a path p lies above a path q by considering
only the incoming edges or only the outgoing edges of their common vertices.

Lemma 2.2.6. Suppose that p and q are paths from x to y in a pasting scheme.
If, for each vertex v which appears on both p and q we have pred(p, v) ≥ pred(q, v),
then p lies above q. Likewise, if for each vertex v which appears on both p and q we
have succ(p, v) ≥ succ(q, v), then p lies above q.

Proof. We prove the first statement. If v 6= y is on both p and q we must show
that succ(p, v) ≥ succ(q, v). If succ(p, v) = succ(q, v), then we are done, so suppose
this is not the case and let w be the next point of intersection of the paths p and
q, after the vertex v. Then p and q restrict to define paths from v to w that do not
share any edges or vertices other than v and w. Since pred(p, w) ≥ pred(q, w), by
Lemma 2.2.5 we know that the restriction of p lies above the restriction of q, hence
succ(p, v) ≥ succ(q, v). �
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Lemma 2.2.7. Let p and q be paths from x to y in a pasting scheme. If p lies
above q, then p and q factor uniquely as concatenations of paths

p = r0p1r2p2 · · · rn−1pnrn

q = r0q1r2q2 · · · rn−1qnrn

where

• each pi and each qi has positive length,
• pi and qi intersect at their endpoints and do not intersect at any interior vertices,
• the ri are paths, possibly of length zero (containing only a vertex), and
• pi lies above qi.

Proof. Induct on the number k of vertices held in common between p and q. The
base case is when k = 2, that is where p and q only intersect at the beginnings
and ends, in which case we can take p1 = p, q1 = q, and r0, r1 to be the extremal
vertices. If k > 2, choose a vertex v away from the ends that lies on both paths,
and write p = p−p+ and q = q−q+ as concatenations of positive length paths,
breaking at v. Then p− lies above q− and p+ lies above q+. We have strictly fewer
than k vertices in common between p− and q−, and likewise for p+ and q+, so the
induction hypothesis gives the relevant splittings which we then combine. �

For later use, we observe that the relation of a path lying above another path is
transitive.

Lemma 2.2.8. Let p, q, and r be paths of edges from x to y in a pasting scheme.
If p lies above q and q lies above r then p lies above r.

Proof. To prove that succ(p, v) ≥ succ(r, v) and pred(p, v) ≥ pred(r, v) for every
vertex v that belongs to both p and r we argue that all such vertices also lie on q.
The claimed result then follows from the transitivity of the relation ≥ on out(v)
and in(v).

It suffices to consider the first vertex v that is not equal to x or y that lies along
the intersection of p and r in the order imposed by these directed paths. The initial
segments of p and r then define directed paths from x to v that only intersect at
their endpoints. Since the vertex y lies outside this bounded region and q is a path
from x to y whose initial edge lies below the path p and above the path r, the path
q must exit this region at some vertex u that lies either on p or r. We claim that
u = v.

If u lies on p strictly between x and v and u is the exit vertex for q, then
succ(q, u) > succ(p, u), contradicting the fact that p lies above q. A similar argu-
ment shows that u cannot lie along r strictly between x and v. Hence u = v is a
point on the path q. �

Definition 2.2.9. Suppose that p lies above q in a pasting scheme P . Using the
notation from Lemma 2.2.7, let Ci ⊂ C\(pi ∪ qi) be the bounded region. Write p/q
for the subgraph of P containing all vertices and edges in the paths p and q, as well
as all edges and vertices appearing in

⋃n
i=1 Ci.

Proposition 2.2.10. If p and q are non-trivial paths from x to y in a pasting
scheme P and p lies above q, then p/q is a pasting scheme in which:

• A vertex v of P is in p/q if and only if there is some path m of P from x to y
which lies below p, lies above q, and contains v.
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• An edge e of P is in p/q if and only if there is some path m of P from x to y
which lies below p, lies above q, and contains e. In particular, a path m from x
to y in P lies in p/q if and only if it lies below p and lies above q.
• The atomic 2-cells of p/q are those atomic 2-cells of P which lie in one of the
discs Ci. Hence an atomic 2-cell α lies in p/q if and only the paths domα and
codα lie in p/q.

Moreover, sp/q = x, tp/q = y, domp/q = p and codp/q = q.

Proof. We first show that p/q is a pasting scheme. Interior faces of p/q are also
interior faces of P , hence anchorable. To see the exterior face of p/q is anchorable,
first note that if an edge e of p/q is incident to the exterior face, then e must be
in p or be in q. The edges of p are exactly those edges which are incident to the
exterior face on their left, and the edges of q are exactly those which are incident
to the exterior face on their right. It follows that the exterior face is anchorable,
and domp/q = p, codp/q = q. The graph p/q is finite and connected (by the
characterization of vertices and edges), so the conditions of Definition 2.1.4 are
satisfied.

By Lemma 2.2.1, no edge in in(x) and no edge in out(y) lies in p/q. Hence, x
is a source in p/q and y is a sink in p/q. The vertex x is the unique source of the
graph p/q: certainly every other vertex in p and every other vertex in q has an
input edge, while the vertices in the open region Ci have exactly the same set of
input edges as they had in P . A similar argument shows that y is the unique sink
of p/q. �

Another useful notion is the sub pasting scheme between two vertices, which
arises as a special case of the preceding proposition. To prove this, we use the
following:

Lemma 2.2.11. If x ≺ y are vertices of a pasting scheme P, then there is a unique
path p from x to y which lies above all other paths from x to y. Dually, there is a
unique path q which lies below all other paths from x to y.

Proof. We prove only the first statement. Color an edge e of P blue if it lies on
some path from x to y. If v 6= y and there is a blue edge in in(v), then there is also
a blue edge in out(v); one can see this because the blue edge in in(v) is witnessed
by some path from x to y, which must continue out of v.

By assumption, x ≺ y, hence there is a blue edge in out(x). We form the path
p = e1 · · · en where e1 is the greatest blue edge in out(x) and ei+1 is the greatest
blue edge in out(vi), where vi is the target of ei. This terminates at some edge en
with target y = vn because P is finite and has no cycles.

To show that p lies above any other path r from x to y, we appeal to Lemma 2.2.6.
Because r is a path from x to y, all of its edges are blue. Thus, for any v which
appears on both p and r, we have that succ(p, v) ≥ succ(r, v) by construction.
Thus, Lemma 2.2.6 tells us that p lies above r. �

We now show that for any pair of vertices x and y in a pasting scheme, the
subgraph spanned by those vertices v so that x 4 v 4 y defines a pasting scheme
that is full in various senses that we now establish:

Corollary 2.2.12. Suppose that P is a pasting scheme, x ≺ y are vertices. Let
Px,y be the induced plane subgraph containing all vertices u so that x 4 u 4 y and
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all edges these vertices span. Then Px,y is a pasting scheme, with source vertex x
and target vertex y, which has

• as objects all vertices u ∈ P so that x 4 u 4 y,
• as atomic 1-cells all directed edges between these vertices,
• as atomic 2-cells all atomic 2-cells α from P so that x 4 sα and tα 4 y, or
equivalently all faces α whose boundary paths domα and codα lie in Px,y.

Moreover, the pasting scheme Px,y ⊂ P contains all objects, atomic 1-cells, and
atomic 2-cells of P that are contained within the closure of the exterior boundary
of Px,y.

Proof. Let p and q be the top-most and bottom-most paths from x to y, as in
Lemma 2.2.11. Then using the description from Proposition 2.2.10, the graph Px,y

is p/q. �

Proposition 2.2.10 and Corollary 2.2.12 give two important notions of “sub past-
ing scheme” full on those vertices that lie between a specified global source vertex
x and global target vertex y. We also make use of another notion of “sub pasting
scheme” that removes one of the atomic 2-cells. It is not possible to remove an
arbitrary atomic 2-cell and retain a pasting scheme, much like it is not possible to
remove an arbitrary collection of vertices. But we are able to prune a single atomic
2-cell if its entire source path is a subpath of the exterior source path or if its entire
target path is a subpath of the exterior target path. And moreover, any pasting
scheme that has at least one atomic 2-cell contains some atomic 2-cells with each
of these properties. This will form the basis of our inductive arguments.

To prove this, we require a few preliminary results. The first of these allows us
to analyze the adjacent edges in the source path domP for a pasting scheme P ,
extending Lemma 2.1.3.

Lemma 2.2.13. Let P be a pasting scheme and let v be an interior vertex of its
source path domP . Suppose that the incoming edge e : u → v is in both domP and
in domα, and the outgoing edge e′ : v → w in domP and in domβ. If α and β are
distinct atomic 2-cells, then either v = tα or v = sβ.

Proof. If v is neither the target of α nor the source of β we have two further edges
f : v → p in domα and f ′ : q → v in domβ . Because e and f lie on the domain path
of α and e′ and f ′ lie on the domain path of β, in the clockwise cyclic ordering of
edges adjacent to v we have e′ then f ′ then f then e—possibly with other edges in
between. This is prohibited by Lemma 2.2.1. �

Remark 2.2.14. Let v be a vertex in pasting scheme so that v is on the boundary
of the exterior face. Then since the exterior face is anchorable, v is incident to one,
two, three, or four edges on the boundary of the exterior face.

•

• • ⇓ • •⇓

If sP 6= v 6= tP the source and target paths pass through v at most once, so v
cannot be incident to five or more boundary edges.

If two of the edges are along domP , then the one coming into v immediately
precedes the one coming out of v in the clockwise cyclic ordering, and if two of the
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edges are along codP then the one coming out of v immediately precedes the one
coming into v in the clockwise cyclic ordering.

Armed with these observations, we can prove the result we want, recovering
Power’s [Pow90, Proposition 2.10]:

Proposition 2.2.15. If P is a pasting scheme with at least one interior face, then
there exists an atomic 2-cell α so that domα is contained in domP .

We refer to an atomic 2-cell α with domα ⊂ domP as a 2-cell that is at the top

of the pasting scheme. The dual of Proposition 2.2.15 proves also that any pasting
scheme P with at least one interior face contains at least one atomic 2-cell β that
is at the bottom, meaning that codβ ⊂ codP .

Proof. We know from Lemma 2.1.3 that each edge in domP either belongs to codP
or belongs to some interior face. Starting from sP we remove from P all of the
edges along domP that belong to codP until we meet the first edge e : v → w that
instead belongs to domα for some atomic 2-cell α. Then v = sα because certainly
sα 4 v but the only vertices that precede v in P belong to domP ∩ codP and in
particular do not belong to α. Continuing along domP from v we either trace the
full path domα, in which case in particular we meet the vertex tα, or we meet a
vertex x 6= tα so that the next edge f : x → y in domP does not belong to domα.
By Lemma 2.1.3 either f is a source edge for another interior face or f belongs to
codP .

If f ∈ codP , then by Remark 2.2.14 we have the cyclic ordering

u y

x

p q

∈domP

∈domα

f∈domP∩codP

∈codP

which is prohibited by Lemma 2.2.1, so we must have f ∈ domα′ for another atomic
2-cell α′. Now by Lemma 2.2.13, we must have x = sα′ .

The pasting scheme P contains only finitely many atomic 2-cells, so this process
cannot continue indefinitely, and we must eventually meet a target vertex of the
face whose source path we are tracing. Thus, we must eventually find a top cell. �

Corollary 2.2.16. If α is an atomic 2-cell that is at the top of a pasting scheme
P, then we can remove all edges and all interior vertices of domα to obtain a new
plane graph P\α. The plane graph P\α is also a pasting scheme, which contains
all other vertices and atomic 1-cells and every atomic 2-cell of P except α.

Proof. To say that α is a top 2-cell means that domP = r · domα ·u for some paths
r and u. Define p = r · codα · u and q = codP . The path p lies above q, since
every path from sP to tP lies above codP . Then p/q = P\α is a pasting scheme by
Proposition 2.2.10. �

Combining these two results it follows that any pasting scheme admits a “pasting
scheme presentation” à la [JY21, Definition 3.2.13]. The data of a pasting scheme
presentation involves a choice, for each atomic 2-cell α in a pasting scheme, of a
path of edges from sP to sα and a path of edges from tα to tP , together with a
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specified linear ordering on the atomic 2-cells satisfying a condition we spell out in
the statement:

Corollary 2.2.17. For any pasting scheme P there exists a linear ordering of its
atomic 2-cells α1 ≥ · · · ≥ αn together with specified paths of edges pi from sP to
sαi

and qi from tαi
to tP for each i so that for each 1 ≤ i < n, the concatenated

path pi · codαi
· qi equals the concatenated path pi+1 · domαi+1

· qi+1.

Proof. If P has no interior faces, then there is nothing to prove. By Proposi-
tion 2.2.15, for any pasting scheme P which has an interior face, we may find an
atomic 2-cell α1 with domα1

⊂ domP . We choose one such atomic 2-cell and make it
first in our linear ordering. We define the paths p1 and q1 to be the two components
of the path domP\domα1

.4

By Corollary 2.2.16, when we remove the interior edges of the path domα1
we

obtain a new pasting scheme P\α1 whose domain path is the concatenation p1 ·
codα1

· q1. If P\α1 has an interior face, we iterate the procedure described above:
choosing another atomic 2-cell α2 with domα2

a subset of this path and define p2
and q2 to be the complementary paths; note from this definition that p1 ·codα1

·q1 =
p2 · domα2

· q2. The result follows. �

Definition 2.2.18. We define a binary relation on the atomic 2-cells of a pasting
scheme as follows: for atomic 2-cells α and β we say that α lies directly above β
whenever there is a 1-cell e ∈ codα ∩ domβ .

Lemma 2.2.19. The reflexive and transitive closure of the “lies directly above”
relation is antisymmetric, defining a partial order on the set of atomic 2-cells in a
pasting scheme.

Proof. Suppose α lies directly above β and we are given a path q from sP to tP
which contains domβ. Then, by choosing the maximal paths r : sP → sα and
r′ : tα → tP , we obtain a path p = r · codα · r

′ from sP to tP that contains codα.
To see that p = r · codα · r

′ lies above q, let sP = v0 ≺ v1 ≺ · · · ≺ vn = tP
be the vertices of intersection. We know that there is an edge e : vi → vi+1 in
domβ ∩ codα. Let p−, q− : sP → vi+1 and p+, q+ : vi → tP be the restrictions. It
is enough to show that p− lies above q− and p+ lies above q+; we only prove the
latter. By Lemma 2.2.6, it is enough to show that succ(p, vk) ≥ succ(q, vk) for
i ≤ k < n. By hypothesis, succ(p, vi) = e = succ(q, vi). Let i < k < n, and
write e1 = pred(p, vk), e2 = succ(p, vk), and e′2 = succ(q, vk); we want to show that
e2 ≥ e′2. If e2 is on codα, then so is e1, and whenever we have this configuration
on the codomain of a 2-cell, it is automatic that e2 is maximal. Thus in this case
e2 ≥ e′2. If e2 is not on codα, then it is on the maximal path r′ from tα to tP , hence
e2 ≥ e′2.

The previous paragraph implies that given any chain α1, α2, . . . , αm of atomic
2-cells of P with αi directly above αi+1, we may construct a sequence of paths from
sP to tP , say p1 > p′1 ≥ p2 > p′2 · · · ≥ pm > p′m, with domαi

contained in pi and
codαi

contained in p′i as follows. Choose p
′
m to complete codαm

arbitrarily to a path
from sP to tP . We get pi from p′i by removing codαi

and replacing it with domαi
.

We obtain p′i−1 from pi using the construction of the previous paragraph. If in our
chain we have α1 = αm and m > 1, then codα1

= codαm
is contained in both p′1

4If sP = sα1 then p1 is empty, while if tα1 = tP then q1 is empty.
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and p′m, hence is contained in the intermediate path pm. But by construction pm
does not contain codαm

. �

2.3. The hom-posets of a pasting scheme. A pasting scheme defines an in-
stance of a 2-computad (also called a 2-polygraph), this being a directed graph
together with a collection of atomic 2-cells, each with specified source and target
paths of edges in the graph [Str76]. Any 2-computad generates a free 2-category,
which specializes to define the free 2-category FP associated to a pasting scheme
P , which has

• objects defined to be the vertices of the underlying graph of P ,
• 1-cells defined to be directed paths of edges in the underlying graph of P , and
• 2-cells, generated by whiskered atomic 2-cells under vertical composition, satis-
fying relations which are a bit more complicated to describe.

In general, a 2-cell may be expressible in multiple ways as a vertical composite
of whiskered atomics. A simple example is given by the 2-computad [2]([1], [1])
which generates the free horizontally composable pair of 2-cells. Here the horizontal
composite can be expressed as a whiskered composite of the atomic 2-cells in two
different ways.5

A pasting scheme P is a very special sort of 2-computad where the underlying
directed graph is a plane graph and the 2-cells are compatibly oriented cells inhab-
iting the interior faces. The aim in this section is to more explicitly describe the
hom-categories in the free 2-category FP generated by the pasting scheme, expand-
ing on the definition sketched above. For this, we make use of the main theorem of
Power [Pow90].

Theorem 2.3.1 (Power). Any pasting scheme defines a unique composite 2-cell,
which can be understood as the vertical composite of the whiskered atomic 2-cells in
any pasting scheme presentation.

An interpretation of Power’s theorem is that there is a unique 2-cell from domP

to codP in FP . Leveraging our understanding of sub pasting schemes of a pasting
scheme P , we can deduce also:

Corollary 2.3.2. For any objects x, y in P, the hom-category FP(x, y) is a poset.
Moreover there is a 2-cell in FP from a path p from x to y to a path q from x to y
if and only if p lies above the path q.

Henceforth, we refer to FP(x, y) as the hom-poset from x to y in P .

Proof. By definition of FP , the objects in FP(x, y) are paths from x to y in P . We
claim there is a morphism p to q in FP(x, y) if and only if p lies above q. The only
arrows in FP(x, y) are vertically composable sequences of whiskered atomic 2-cells.
For every whiskered atomic 2-cell, the source path is above the target path. So if
p is not above q, then there can be no arrow from p to q.

If p lies above q then Proposition 2.2.10 proves that the paths p and q define a sub
pasting scheme p/q ⊂ P . By Theorem 2.3.1, the hom-category Fp/q(x, y) contains
a unique arrow from p to q. Since the inclusion p/q ⊂ P is full on atomic 2-cells
and full on paths that lie below p and above q, it follows that FP(x, y) contains a
unique arrow from p to q in P . �

5The underlying 1-category of a free 2-category is free as a 1-category. In this case, it is the
free category on the directed graph of the 2-computad. Note however that the hom-categories of
a free 2-category need not be free, as this example illustrates.
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Corollary 2.3.3. If p lies above q in a pasting scheme P, then the inclusion induces
an inclusion of 2-categories Fp/q → FP which is locally fully faithful: Fp/q(x, y)→
FP(x, y) is a fully-faithful inclusion of posets for all vertices x and y in p/q.

Proof. This 2-functor is evidently an inclusion, and the local fullness comes from
Proposition 2.2.10. �

Proposition 2.3.4. If P is a pasting scheme and x, y, z are objects, then the
composition map

FP(y, z)× FP(x, y) FP(x, z)◦

is a fully-faithful inclusion of posets.

Proof. Assume x 4 y and y 4 z otherwise there is nothing to prove. Let p− be the
path from x to y lying above all other paths from x to y and q− be the path from x
to y lying below all other paths from x to y. Likewise let p+ and q+ the top-most
and bottom-most paths from y to z. Let p = p− ·p+ and q = q− ·q+ be the composite
paths from x to z. Any path in p/q from x to z contains the vertex y, and splitting
at y gives a functor from the maximal hom poset Fp/q(x, z) to FP(y, z)×FP(x, y) =
Fp+/q+(y, z)× Fp−/q−(x, y). This is a bijection of objects and admits an inverse
map of posets, so identifies FP(y, z) × FP(x, y) with Fp/q(x, z). We then apply
Corollary 2.3.3 to deduce the result. �

We now give a combinatorial description of the maximal poset FP(sP , tP) of a
pasting scheme P . We note however that, given any two vertices x and y of P ,
by Corollary 2.2.12 the hom-poset FP(x, y) can always be realized as the maximal
hom-poset

FP(x, y) ∼= FPx,y(sPx,y
, tPx,y

)

of the sub pasting scheme Px,y.

Theorem 2.3.5. Suppose a pasting scheme P has atomic 2-cells γ1, . . . , γn. The
maximal hom-category FP(sP , tP) is isomorphic to the full subposet P≥ of the cube
{0 ≤ 1}{γ1,...,γn} spanned by the points that belong to the regions satisfying the
coordinate relations γi ≥ γj whenever γi lies directly above γj.

6

We give a few examples to explain the idea. In a pasting scheme P , the source
path domP and target path codP from sP to tP bound a region in the plane, which
contains the atomic 2-cells. The idea of this theorem is that any path from sP to
tP in P partitions this bounded region into the cells lying above that path and the
cells lying below that path. The corresponding vertex in {0 ≤ 1}{γ1,...,γn} is exactly
the one that sets γi = 1 if γi is above the path and γi = 0 if γi is below the path.

Example 2.3.6. For example, the maximal hom-posets associated to the following
pasting schemes are displayed below, with the α axis pointing left, the β axis
pointing out, and the γ axis pointing down:

6Note that P≥ could be defined equally by the transitive closure of the “lies directly above”
relation of Definition 2.2.18. If a point in {0 ≤ 1}n belongs to the region γi ≥ γj and also to the

region γj ≥ γk then the point also belongs to the region γi ≥ γk.
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To prove this theorem, we use the following device, which allows us to ignore
several special cases: if P is a pasting scheme, then the augmentation of P , denoted
P+, simply adds two new edges from sP to tP , one of which lies above domP and
the other of which lies below codP . This is again a pasting scheme, and the sub
pasting scheme domP/codP recovers P . If {γ1, . . . , γn} is the set of atomic 2-cells
of P , we let γ0 and γn+1 be the new 2-cells of P+, with γn+1 to the right of the
edge domP+

and γ0 to the left of the edge codP+
.

A point in P≥ ⊂ {0 ≤ 1}{γ1,...,γn} can be identified with a function

f : {γ1, . . . , γn} → {0 ≤ 1}

so that f(γi) ≥ f(γj) whenever γi lies directly above γj . When convenient, we
extend such functions to define corresponding functions

f+ : {γ0, γ1, . . . , γn, γn+1} → {0 ≤ 1}

where we additionally insist that f+(γn+1) = 1 and f+(γ0) = 0. Restriction of such
an f+ gives an isomorphism between the poset of such functions on the atomic
2-cells of P+ and the poset P≥.

We prove Theorem 2.3.5 by constructing explicit inverse isomorphisms that iden-
tify FP(sP , tP) with P≥ ⊂ {0 ≤ 1}{γ1,...,γn}. The easier to define is the coordi-

natization function, which turns a path p from sP to tP in P into a function
f ∈ P≥, which we define by specifying its augmentation f+. Within P+, the path
p intersects the special edge domP+

only at endpoints, and we write C1 for the
bounded region of C\(p ∪ domP+

). Likewise we write C0 for the bounded region
of C\(p ∪ codP+

). If γ is an atomic 2-cell of P+, we say f+(γ) = i just when γ is
contained in the region Ci.

Lemma 2.3.7. The coordinatization defines a function FP(sP , tP)→ P≥.

Proof. We must show that the coordinatization f of any path p from sP to tP
in P satisfies f(γi) ≥ f(γj) whenever γi lies directly above γj , in other words
that we cannot have γi in C0 but γj in C1. In this case, the intersection of their
boundaries lies then in the intersection of the closures of C0 and C1, which is exactly
p. Thus, any edge e witnessing that γi lies directly above γj needs to belong to p.
In particular, γi is to the left of e and γj is to the right, which means that γi lies
in C1 and γj lies in C0, a contradiction. �

The inverse mapping, called pathification, requires more work:

Definition 2.3.8. Each function f : {γ1, . . . , γn} → {0 ≤ 1} with f(γi) ≥ f(γj)
when γi lies directly above γj defines a coloring on the set of edges of P .
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• Given an edge e ∈ P , write ℓ(e) ∈ {γ0, γ1, . . . , γn, γn+1} for the 2-cell of P+ to
the left of e, and r(e) for the 2-cell of P+ to the right of e.
• An edge e of P is colored silver if f+(ℓ(e)) = f+(r(e)).
• An edge e of P is colored gold if f+(ℓ(e)) > f+(r(e)).

Note that by the restriction on f , all edges of P are colored either silver or gold;
we are not coloring domP+

or codP+
.

Using the ordering from Convention 2.2.2, we name the inner faces of P+ adjacent
to a vertex v of P as follows: If inP(v) = {e

′
1 ≤ · · · ≤ e′m}, we write λv

i−1 = r(e′i)
and λv

i = ℓ(e′i). If outP(v) = {e1 ≤ · · · ≤ ek}, we write ρ
v
j−1 = r(ej) and ρvj = ℓ(ej).

These are consistent labelings. As an illustration, if v /∈ {sP , tP} then we have a
picture like the following:

•

• •

• v •

• •

•

e′5⇓λ4 ⇓λ5=ρ3

e′4⇓λ3

e′3

⇓λ2

e2

e3

e1

⇓ρ2

e′2

⇓λ1

⇓ρ1

e′1 ⇓λ0=ρ0

The picture is similar for sP except there are no λi, and likewise tP has no ρj .

Lemma 2.3.9. At most one input to a vertex is gold. At most one output of a
vertex is gold.

Proof. Suppose inP(v) = {e′1 ≤ · · · ≤ e′m} with m > 1. We have 1 ≥ f+(λm) ≥
f+(λm−1) ≥ · · · ≥ f+(λ0) ≥ 0, so there is at most one index i with f+(ℓ(e

′
i)) =

f+(λi) > f+(λi−1) = f+(r(e
′
i)). �

Lemma 2.3.10. The vertex sP has a gold outgoing edge and the vertex tP has a
gold incoming edge. If v /∈ {sP , tP}, then v has a gold incoming edge if and only if
it has a gold outgoing edge.

Proof. If v is an arbitrary vertex with m incoming edges in P and k outgoing edges
in P , then v has an incoming gold edge if and only if f+(λ

v
m) = 1 and f+(λ

v
0) = 0,

and has an outgoing gold edge if and only if f+(ρ
v
k) = 1 and f+(ρ

v
0) = 0.

If v /∈ {sP , tP}, then λv
m = ρvk and λv

0 = ρv0, so the second result follows.
If v = sP , then ρv0 = γ0 and ρvk = γn+1, but our conditions on f+ insist that
f+(γ0) = 0 and f+(γn+1) = 1. The v = tP case is similar. �

As P has no directed cycles, the previous two lemmas give the following:

Corollary 2.3.11. If f ∈ P≥, then the gold edges associated to f form a path in
P from sP to tP . �

Lemma 2.3.12. The pathification function is injective.

Proof. Suppose f and g are distinct elements in P≥. In that case we may find an
atomic 2-cell γi of P , with f(γi) 6= g(γi). Since there are only finitely many atomic
2-cells, we may choose γi to be a minimal element in the “lies above” partial order
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from Lemma 2.2.19 among those with this property, so that in particular any cell
directly below γi does not have this property.

Without loss of generality suppose f(γi) = 0 and g(γi) = 1. Let e be an edge of
codγi

, and let γj be the atomic 2-cell of P+ lying to the right of e, which is directly
below γi. Then f+(γj) = 0 = g+(γj), so e is in the pathification of g but not in the
pathification of f . �

Proof of Theorem 2.3.5. We will show that coordinatization and pathification are
inverses, and also that they each preserve the partial orders (where the partial order
on FP(sP , tP) is from Corollary 2.3.2).

If p is a path from sP to tP , we have that an edge e of P is either in C0, C1 or
C0 ∩ C1 = p, so the coordinatization of p lies in P≥. It is immediate that if f is
the coordinatization of a path p, then every edge in p is gold, so coordinatization
is a section of pathification. Since pathification is injective by Lemma 2.3.12, these
functions are inverses.

Thus, the pathification and coordinatization functions define a bijection between
the vertices of the posets FP(x, y) and P≥. To see that these define an isomorphism
of posets, we must argue that both constructions respect the partial orders, of a
path p being above a path q in the case of FP(x, y) and of a function f being
coordinatewise less than or equal to a function g in P≥.

To see that coordinatization respects the ordering recall, by Corollary 2.3.2,
there is an arrow from p to q if and only if the path p lies above the path q. In this
case the coordinatization of p clearly is less than or equal to that of q, for these
coordinatizations will only differ on the coordinates corresponding to atomic 2-cells
between p and q, and the coordinatization of p will assign these the value 0 while
the coordinatization of q will assign them the value 1.

Finally, we show that the pathification is order-preserving. If we have f and f ′

with f ≤ f ′ then the gold path of f is above the gold path of f ′. This is true locally
at a vertex v which is in the intersection of two gold paths, since the 2-cells sent
by f to 1 are a subset of the 2-cells sent by f ′ to 1. But “above” for paths was a
local condition at the vertices in their intersection. �

Combining Theorem 2.3.5 with Corollary 2.2.12 we see that all hom-posets
FP(x, y) in the free 2-category generated by a pasting scheme are full sub-posets
of hypercubes. Indeed, such hom-posets are necessarily sublattices:

Lemma 2.3.13. For any pasting scheme P and vertices x, y ∈ P, the hom-poset
FP(x, y) is a sublattice of a {0 ≤ 1}k, with finite meets and joins, where k is the
number of atomic 2-cells of P whose source and target vertices lie between x and y.

Proof. By Theorem 2.3.5 we may identify the vertices of FP(x, y) with their coor-
dinatizations. As the inclusion FP(x, y) →֒ {0 ≤ 1}n is full, it suffices to prove that
the meet and join of any pair of points in the subposet also lie in the subposet. Sup-
pose f and g are two such coordinatizations. This means that f, g ∈ {0 ≤ 1}n are
sequences of vertices that obey whatever relations the coordinatewise relations im-
posed by the atomic 2-cells of P . Our task is to show that f∧g and f∨g ∈ {0 ≤ 1}n

also satisfy the restrictions that define the subposet. But note that the meet and
join share all of the common coordinates of f and g, but then have all 0s, in the
case of the meet, or all 1s, in the case of the join, in the coordinates where they
disagree. If it is required that the ith coordinate is less than or equal to the jth
coordinate and both coordinates are among the vertices that have been changed,
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there is no problem, since in both the meet and the join the values at these coor-
dinates are equal. But otherwise the configuration in question appears in either f
or g, and since these vertices are coordinatizations, the condition must be allowed
in the subposet. �

Remark 2.3.14. It is natural to wonder whether there is a characterization of the
sublattices of hypercubes that arise as hom-categories for some pasting scheme.
There is one obvious further relation on the defining coordinate relations: by
Lemma 2.2.19 we cannot have both α ≥ β and β ≥ α and, more generally, we
cannot have any cycles γ1 ≥ γ2, . . . , γk−1 ≥ γk, γk ≥ γ1. But we imagine there
may well be other restrictions imposed by the impossibility of embedding certain
configurations of atomic 2-cells into the plane. We leave this as an open question
for future study.

3. Dwyer maps and their nerves

In a sense that will be made precise in §4, the difference between a pasting
diagram in an (∞, 2)-category and the homotopy coherent diagram it generates
boils down to the distinction between a pushout of nerves of categories and the
nerve of the category defined by the pushout. Our aim in this section is to prove
Corollary 3.2.3, which will be applied in a crucial way in the inductive step in the
proof of our main theorem.

We deduce this result as a special case of a theorem of independent interest that
is tailored to exactly this sort of situation. Its statement concerns a class of functors
first considered by Thomason under the name “Dwyer maps,” which are introduced
in §3.1, where we review the literature and observe that various functors related to
the hom-categories of pasting schemes define Dwyer maps.

In §3.2, we state Theorem 3.2.1, which is proven in a companion paper [HORR22].
This result demonstrates that the canonical comparison between the pushout of
nerves of categories and the nerve of the pushout is a weak categorical equivalence,
provided that one of the functors in the span is a Dwyer map. In fact, when the
other functor in the span is injective on objects and faithful, as it is in our case of
interest, the comparison map is inner anodyne. Corollary 3.2.3 follows immediately.

3.1. Dwyer maps. Thomason refers to certain full inclusions of 1-categories as
Dwyer maps [Tho80, Definition 4.1]. These feature in a central way in the con-
struction of the Thomason model structure on categories.

Definition 3.1.1 (Thomason). A full sub-1-category inclusion I : A →֒ B isDwyer

map if the following conditions hold.

(i) The category A is a sieve in B, meaning there is a necessarily unique functor
χ : B → 2 with χ−1(0) = A. We write V := χ−1(1) for the complementary
cosieve of A in B.

(ii) The inclusion I : A →֒ W into the minimal cosieve7 W ⊂ B containing A
admits a right adjoint left inverse R : W → A, a right adjoint for which the
unit is an identity.

7Explicitly W is the full subcategory of B containing every object that arises as the codomain
of an arrow with domain in A.
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Schwede describes Dwyer maps as “categorical analogs of the inclusion of a
neighborhood deformation retract” [Sch19]. In fact all of the examples of Dwyer
maps considered in this paper are more like deformation retracts, in that the cosieve
W generated by A is the full codomain category B.

Example 3.1.2. The vertex inclusion 0: 1 → 2 is a Dwyer map, with ! : 2 → 1

the right adjoint left inverse. The other vertex inclusion 1: 1 → 2 is not a Dwyer
map.

Generalizing the previous example:

Example 3.1.3. If A is a category with a terminal object and A⊲ is the category
which formally adds a new terminal object, then the inclusion A →֒ A⊲ is a Dwyer
map.8

We warn the reader that we are using the original notion of Dwyer map, not the
pseudo-Dwyer maps introduced by Cisinski [Cis99], which are retracts of Dwyer
maps. In particular, our Dwyer maps are not closed under retracts. They do,
however, enjoy the following closure properties, as we now recall:

Lemma 3.1.4 ([Sch19, Proposition 1.1]). Any product C × I : C ×A →֒ C ×B of a
Dwyer map I with a category C remains a Dwyer map.

Lemma 3.1.5 ([Tho80, Proposition 4.3]). Any pushout of a Dwyer map I defines
a Dwyer map J :

A C

B D.

I

F

p
J

G

Note for example, that Lemma 3.1.5 explains the Dwyer map of Example 3.1.3:
if A has a terminal object t, then the pushout

1 A

2 A⊲
p

0

t

defines the category A⊲.
We now give an example of this example. By Lemma 2.3.13, the hom-posets

FP(x, y) of any pasting scheme P are lattices, and in particular, have a terminal
object, namely the bottommost path q from x to y identified by Lemma 2.2.11.
Suppose further that q ⊂ codP is a subpath of the codomain path of P and that
x ≺ y. Then we can form a new pasting scheme P ∪ α by attaching a new atomic
2-cell from x to y below P by identifying domα with q, a process that we summarize
by saying that we are “attaching α at the bottom of P from x to y.” The following
lemma describes the effect of attaching a 2-cell on the bottom on the hom-poset
from x to y.

8If A does not have a terminal object, then A → A⊲ need not be a Dwyer map. Indeed, if
A = 1∐1, the only cosieve containing A is A⊲ itself, and there cannot be a right adjoint A⊲ → A
as A does not have a terminal object.
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Lemma 3.1.6. Let P∪α be a pasting scheme obtained by attaching a 2-cell α at the
bottom of a pasting scheme P from x to y. Then we have a pushout of hom-posets

1 FP(x, y)

2 F(P ∪ α)(x, y)

0

domα

p

and hence FP(x, y) →֒ F(P ∪ α)(x, y) is a Dwyer map.

Proof. The poset FP(x, y) has a terminal object, namely codPx,y
= domα. By

Corollary 2.3.2, FP(x, y)⊲ ∼= F(P ∪ α)(x, y), and the result follows. �

Remark 3.1.7. Ordinarily we would have to be careful to disambiguate between
pushouts taken in the category of categories and pushouts taken in the category of
posets, but as observed by Raptis in [Rap10, Lemma 2.5], the inclusion of posets
into categories preserves pushouts along Dwyer maps. This applies in particular
to the pushouts considered in Lemma 3.1.6 and Proposition 3.1.8 and implies that
the pushouts of categories considered here are again posets.

In fact, with a little more care, we can describe the effect on all of the hom-posets
of P by the procedure of attaching a new atomic 2-cell on the bottom.

Proposition 3.1.8. Consider the pasting scheme P ∪ α with an atomic 2-cell α
attached at the bottom of P from x to y, and let a and z be objects in the sub pasting
scheme P. Then there is a pushout of hom-posets

FP(y, z)× FP(x, y)× FP(a, x) FP(a, z)

FP(y, z)× F(P ∪ α)(x, y) × FP(a, x) F(P ∪ α)(a, z)

◦

p

and hence FP(a, z) →֒ F(P ∪ α)(a, z) is a Dwyer map.

Proof. Note that if a and z are objects in the pasting scheme P with either a 64 x
or y 64 z (or both), then the statement says that FP(a, z) = F(P ∪ α)(a, z) since
the posets on the left are empty. But this equality holds, as any path in P ∪ α
from a to z will necessarily lie in P . For the remainder of the proof, we assume
a 4 x ≺ y 4 z.

Denote by D the pushout of categories

FP(y, z)× FP(x, y)× FP(a, x) FP(a, z)

FP(y, z)× F(P ∪ α)(x, y) × FP(a, x) D.

◦

p

We will show that the comparison map D → F(P ∪ α)(a, z) is an isomorphism of
categories. As a preliminary observation, we note that the two maps in the underly-
ing span are fully-faithful inclusions of posets: the vertical one is fully faithful (and
a Dwyer map) by Lemmas 3.1.4 and 3.1.6 and the horizontal one is fully faithful
by Proposition 2.3.4.

First, we show that the comparison functor is bijective on objects. The objects
of F(P ∪ α)(a, z) are paths in P ∪ α from a to z, which satisfy exactly one of the
following conditions:
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(i) the path passes through the codomain of α;
(ii) the path lies in P and passes through x and y;
(iii) the path lies in P but does not pass through both x and y.

The three possibilities correspond respectively to

(i) the objects in the complement of the image of the inclusion

FP(y, z)× FP(x, y)× FP(a, x)→ FP(y, z)× F(P ∪ α)(x, y) × FP(a, x);

(ii) the objects of FP(y, z)× FP(x, y)× FP(a, x);
(iii) the objects in the complement of the image of the inclusion

FP(y, z)× FP(x, y)× FP(a, x)→ FP(a, z).

It follows that the comparison functor D → F(P ∪ α)(a, z) is bijective on objects,
as claimed.

By Lemmas 3.1.4, 3.1.5 and 3.1.6, FP(a, z) →֒ D is a Dwyer map and D is
a poset by Remark 3.1.7. Hence, the comparison functor D → F(P ∪ α)(a, z) is
automatically faithful.

To complete the proof that this comparison in fact defines an isomorphism, it
suffices to argue that it is full. For this, we need to analyze the different relations we
can have between p and q in F(P ∪α)(a, z) and show the same relations hold in D.
Both FP(y, z)×F(P∪α)(x, y)×FP(a, x) and FP(a, z) are full subcategories of F(P∪
α)(a, z) (by Corollary 2.3.3 and Proposition 2.3.4), and since fully-faithful inclusions
are closed under pushouts [FL81, Proposition 5.2] they are also full subcategories in
D. So we only need to deal with the case of p belonging to FP(a, z) and q belonging
to FP(y, z)×F(P∪α)(x, y)×FP(a, x), with neither belong to FP(y, z)×FP(x, y)×
FP(a, x). In particular codα must be a subpath of q, so we may define a path q′

by replacing codα with domα in q.
By Corollary 2.3.2, there is an arrow from p to q in F(P ∪ α)(a, z) if and only if

p lies above q. If this is the case, then p lies above q′ in FP(a, z) ⊂ D and q′ lies
above q in FP(y, z)× F(P ∪ α)(x, y) × FP(a, x) ⊂ D, so there is a morphism from
p to q in D, as desired.

Again by Corollary 2.3.2, F(P ∪ α)(a, z) does not contain any arrows from q
to p because it is not possible for q to lie above p. Indeed, we know that q′ lies
above q, so if q were to lie above p then q′ would also be above p. In this case, p
would necessarily contain domα ⊂ codP as a subpath, and in particular p would
pass through x and y, which contradicts the hypothesis that p does not belong to
FP(y, z)× FP(x, y)× FP(a, x). �

3.2. Nerves, pushouts, and weak categorical equivalence. In this section, we
return to the setting of a pushout of a Dwyer map considered in Lemma 3.1.5. In a
companion paper [HORR22], we show that such pushouts of categories can also be
regarded as pushouts of (∞, 1)-categories in the sense made precise by the following
result, which considers the nerve embedding from categories into quasi-categories:

Theorem 3.2.1 ([HORR22, 1.5, 4.1]). Let

A C

B D

I

F

p
J

G
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be a pushout of categories, and assume I to be a Dwyer map. Then the induced
map of simplicial sets

(3.2.2) NC ∐
NA

NB → ND

is a weak categorical equivalence, and is in fact inner anodyne in the case where F
is injective on objects and faithful.

Here weak categorical equivalences refer to the weak equivalences in Joyal’s
model structure for quasi-categories. Theorem 3.2.1 is a refinement of a similar
result of Thomason [Tho80, Proposition 4.3] which proves that the same map is a
weak homotopy equivalence.9

We briefly explain the idea of the proof of Theorem 3.2.1 in the case of interest
here, when the other functor in the span is injective on objects and faithful. In that
setting, the comparison map (3.2.2) can easily be seen to be an inclusion, using an
explicit description of the objects and morphisms in the category D defined by the
pushout of a Dwyer map established in [BMO+15, Proof of Lemma 2.5]; cf. also
[Sch19, Construction 1.2] and [AM14, §7.1].

It remains only to define a suitable filtration of the map (3.2.2) as a compos-
ite of pushouts of inner horn inclusions. We do this firstly by dimension and
then by “bridge index,” which is defined in terms of the canonical projection map
ND → ∆1. As is typical for such combinatorial arguments, we identify a certain
subset of non-degenerate “bascule” simplices in ND that we attach via inner horns.
The justification for this construction requires a carefully defined bijection between
bridging simplices and their “bascule lifts,” a canonical simplex of dimension one
larger which has the bridging simplex as a particular face. See [HORR22, §3-4] for
more details.

The following application of Theorem 3.2.1 will play a key role in the proof of
our main theorem:

Corollary 3.2.3. Consider the pasting scheme P ∪ α with an atomic 2-cell α
attached to the bottom of a pasting scheme P from x to y. Then for any objects a
and z in the sub pasting scheme P the natural map

NFP(y, z)×∆1 ×NFP(a, x) ∐
NFP(y,z)×∆0×NFP(a,x)

NFP(a, z) −→ NF(P ∪ α)(a, z)

is an inner anodyne extension and in particular a weak categorical equivalence.

Proof. By Lemma 3.1.6 and Proposition 3.1.8, the hom-posets form a composite
pushout square

FP(y, z)× 1× FP(a, x) FP(a, z)

FP(y, z)× 2× FP(a, x) F(P ∪ α)(a, z).

0

−◦domα◦−

p

By Lemma 3.1.4 and Lemma 3.1.5 the vertical functors are all Dwyer maps. The
result follows from Theorem 3.2.1. �

9Recall that Quillen’s model structure for Kan complexes, whose weak equivalences are the
weak homotopy equivalences, is a left Bousfield localization of Joyal’s model structure, with more
weak equivalences and fewer fibrant objects.
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4. The homotopical uniqueness of (∞, 2)-categorical pasting

composition

In this section, we prove our main theorem, establishing the homotopical unique-
ness of pasting composition using simplicial categories to model (∞, 2)-categories.
In §4.1, we review the simplicial categories model and give a precise statement of
our result, which appears as Theorem 4.1.10. The remaining sections are occupied
by its proof, which proceeds by an induction along the lines permitted by Corol-
lary 2.2.17, where a pasting scheme is built inductively by attaching an atomic
2-cell “at the bottom” along its domain path.

We find it most expedient to split the inductive step into two cases, considering
first the special case in which the codomain of the attached 2-cell is defined by a
single edge, rather than a path of edges. This case is treated in §4.2, while the gen-
eral inductive step, in which the codomain of the attached cell is allowed to be any
path of edges, is deduced from this special case in §4.3 after which Theorem 4.1.10
is proven. A direct argument that treats both cases at once is certainly possible—
and indeed one was written up in the preparation of this manuscript—but we felt
that the technicalities in the direct construction obscured the main ideas of the
argument, so we prefer to leave this as an exercise for the reader who suspects they
might prefer the other approach.

Finally, in §4.4 we discuss how an analogous result can be proven in a generic
model of (∞, 2)-categories. As a corollary of our main theorem, we also establish
that the space of composites of a given pasting diagram in an (∞, 2)-category is
contractible.

4.1. The simplicial category model of (∞, 2)-categories. To define the sim-
plicial categories model of (∞, 2)-categories, we make use of a product-preserving
functor τ : sSet → Set first considered by Joyal, which takes a simplicial set to
the set of isomorphism classes of objects in its homotopy category. Applying this
functor hom-wise to a simplicially enriched category C, this defines an ordinary
1-category τ∗C that might be regarded as a homotopy category associated to C,
using the notion of homotopy class of maps provided by the Joyal model structure
on simplicial sets.

Theorem 4.1.1 (the model structure for (∞, 2)-categories). The category sCat of
simplicially enriched categories admits a left-proper, combinatorial model structure
in which:

• A map f : C → D is a weak equivalence just when:
(W1) For each pair of objects x, y, the map C(x, y) → D(fx, fy) is a weak

categorical equivalence of simplicial sets, and
(W2) the functor τ∗f : τ∗C → τ∗D is essentially surjective.
• An object C is fibrant if and only if C(x, y) is a quasi-category for every pair of
objects x, y.
• A map f : C → D whose codomain is fibrant is a fibration just when:
(F1) For each pair of objects x, y, the map C(x, y)→ D(fx, fy) is a fibration in

the Joyal model structure on sSet, and
(F2) the functor τ∗f : τ∗C → τ∗D is an isofibration.
• The cofibrations are the cofibrations in the model structure for (∞, 1)-categories
on sCat [Ber07b].
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Proof. The existence of the model structure is a special case of [Lur09a, Proposition
A.3.2.4]—using [Lur09a, Definition A.3.2.1] and [Lur09a, Definition A.3.2.9] for
(W2) and (F2)—while the characterization of the fibrations with fibrant codomain
is [Lur09a, Example A.3.2.23] and [Lur09a, Theorem A.3.2.24]. �

Recall that simplicially enriched categories A may be identified with simplicial
objects in Cat comprised of categories An for n ≥ 0 with a common set of ob-
jects and identity-on-objects functors α∗ : An → Am for each simplicial operator
α : [m] → [n] in ∆. From this vantage point, there is a useful characterization of
the cofibrant objects in the model structure for (∞, 2)-categories due to Dwyer and
Kan that have more recently been christened “simplicial computads” [Rie14, §16.2].

Definition 4.1.2. A simplicial category, presented as a simplicial object A• ∈

Cat
∆

op

is a simplicial computad just when:

• for each n ≥ 0, the category An of objects and n-arrows is free on a reflexive
directed graph whose non-identity arrows are called atomic n-arrows; and
• the degeneracy functors σ∗ : An → Am indexed by epimorphisms σ : [m] ։ [n] ∈
∆ preserve atomic arrows.

For example:

Proposition 4.1.3. Let FP be the free 2-category generated by a pasting scheme
and consider the simplicial category N∗FP defined by applying the nerve hom-wise.
Then N∗FP is a simplicial computad whose

• objects are the vertices of P,
• atomic 0-arrows e : x→ y are the edges of P,
• atomic 1-arrows (p0 ≥ p1) : x → y are given by parallel pairs of paths, with p0
above p1, so that the only vertices p0 and p1 have in common are their endpoints,
and
• atomic n-arrows (p0 ≥ · · · ≥ pn) : x → y are given by parallel paths, with each
pi above pi+1, so that the only vertices p0 and pn have in common are their
endpoints.

Proof. For any 2-category C, the simplicial category N∗C may be described as fol-
lows:

• its objects and 0-arrows are the 0-cells and 1-cells of C;
• its 1-arrows are the 2-cells of C, considered as arrows from their 0-cell source to
the 0-cell target;
• its n-arrows are vertically composable sequences of n 2-cells, considered as arrows
from their common 0-cell source to their common 0-cell target.

An n-arrow in the nerve of a 2-category is degenerate if and only if at least one of
the constituent 2-cells is an identity on its boundary 1-cells.

An n-arrow is atomic if and only if it cannot be factored horizontally.10 Spe-
cializing Definition 4.1.2, the simplicial category N∗C is a simplicial computad just
when each n-arrow admits a unique factorization into atomic n-arrows. The sec-
ond condition—that degenerate images of atomic n-arrows are atomic n-arrows—is
automatic in the case of simplicial categories of the form N∗C.

10Warning: the atomic 1-arrows include the atomic 2-cells, which cannot be expressed as a
non-trivial pasting composite, but are considerably more general. A vertical composite of 2-cells
might define an atomic 1-arrow if there is no way to factor the vertical composite horizontally.
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Now we specialize to the case of the 2-category FP . Recall from Corollary 2.3.2
that there is a 2-cell from p to q in FP just when p and q are parallel paths of edges
from x to y and p is above q. Thus, an n-arrow in N∗FP is given by a sequence of
n+ 1 parallel paths of edges p0, . . . , pn with pi above pi+1, these being the source
and target paths in the sequence of vertically composable 2-cells. Such an n-arrow
is degenerate if and only if pi = pi+1 for some 0 ≤ i < n.

We refer to an n-arrow in N∗FP as horizontally indecomposable if there is no
interior vertex x ≺ u ≺ y that appears in every path in the sequence. Equivalently,
this can be expressed by asking that the only vertices p0 and pn have in common
are their endpoints.

We claim that N∗FP is a simplicial computad whose

• objects are the vertices of P ;
• atomic 0-arrows are the edges of P ;
• atomic 1-arrows are the 2-cells α of FP that are horizontally indecomposable, in
the sense that the paths domα and codα do not share any vertices, aside from
their common endpoints;
• atomic n-arrows are the vertically composable sequences of 2-cells of FP that are
horizontally indecomposable, in the sense that there is no vertex contained in
the source and target paths of every 2-cell, aside from their common endpoints.

Since degeneracies of horizontally indecomposable n-arrows are horizontally in-
decomposable, it remains only to argue that a generic n-arrow factors uniquely as
a composite of atomic n-arrows.

We now argue that every n-arrow given by a sequence of n + 1 parallel paths
of edges p0 ≥ · · · ≥ pn from x to y, with each pi above pi+1, factors uniquely as a
composite of atomic n-arrows. The vertical composite 2-cell is the unique composite
2-cell in the sub pasting scheme p0/pn of P comprised of the cells that lie between
the paths p0 and pn (see Definition 2.2.9), and we may restrict to this sub pasting
scheme. By Lemma 2.2.7, we may factor these paths as

p0 = r0p0,1r1p0,2 · · · rm−1p0,mrm

pn = r0pn,1r1pn,2 · · · rm−1pn,mrm

where

• the rj are paths, possibly of length zero (containing only a vertex),
• each path pi,j has positive length, and
• p0,j and pn,j intersect at their endpoints and do not intersect at any interior
vertices, and p0,j lies above pn,j .

The vertices ui appearing on both p0 and pn are exactly the vertices that lie on
the subpaths rj and hence are linearly ordered x = u0 ≺ u1 ≺ · · · ≺ uk−1 ≺ uk = y;
note k ≥ m.

The paths r0, . . . , rm are also subpaths of each intermediate path pi from x to
y. Thus, we have similar factorizations

pi = r0pi,1r1pi,2 · · · rm−1pi,mrm

where each pi,j has positive length and lies above pi+1,j and below pi−1,j ; note the
path pi might intersect with its neighbors at additional interior vertices. The n-
arrow p0 ≥ · · · ≥ pn then factors as a composite of the horizontally indecomposable
n-arrows from us to us+1. These atomic factors have two forms: some are given
by the parallel paths p0,j ≥ · · · ≥ pn,j, while others are degenerate n-arrows on an
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atomic 0-arrow e, arising as an edge e : us → us+1 of one of the paths rj . As this
is evidently the unique factorization of the n-arrow p0 ≥ · · · ≥ pn into horizontally
indecomposable n-arrows, N∗FP is a simplicial computad, as claimed. �

Remark 4.1.4. Extending Proposition 4.1.3, if Q ⊂ P is a sub pasting scheme
that is full on atomic 2-cells, then N∗FQ →֒ N∗FP is a simplicial subcomputad
inclusion, preserving atomic arrows in each dimension.

There is an adjunction

sSet 1+1/sCat

2[−]

⊥

hom

that sends a simplicial set to its “directed suspension,” regarded as a simplicial
category with two specified objects “−” and “+” and the homs:

2[X ](−,−) = 2[X ](+,+) := ∆0, 2[X ](−,+) ∼= X, 2[X ](+,−) := ∅.

This functor has a right adjoint that extracts the specified hom from a simplicial
category with two specified objects.

Lemma 4.1.5. If sSet has the Joyal model structure for (∞, 1)-categories and sCat

has the model structure for (∞, 2)-categories, then the adjunction

sSet
1+1/

sCat

2[−]

⊥

hom

is Quillen.

So in particular, the simplicial categories 2[X ] are cofibrant and moreover 2[−]
carries Joyal trivial cofibrations to trivial cofibrations.

Proof. By [JT07, Proposition 7.15] it suffices to show the left adjoint preserves
(generating) cofibrations and the right adjoint preserves fibrations between fibrant
objects, and both of these properties are immediate from Theorem 4.1.1. �

We regard the ordinal categories 1, 2, . . . ,n as discrete simplicial categories.

Construction 4.1.6. For any pasting scheme P , define a free simplicial category
GP

∐
edgeP

1 + 1 ∐
edgeP

2

∅ ∐
obP

1 GP0 GP

∐
faceP

2[∂∆1] ∐
faceP

2[∆1]

p

x

by

(i) first attaching all its objects, to form ∐obP1,
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(ii) then attaching all its atomic 1-cells along maps 1 + 1 ∼= 2[∂∆0] →֒ 2[∆0] ∼=
2,11 and

(iii) finally attaching all its atomic 2-cells along maps 2[∂∆1]→ 2[∆1].

Lemma 4.1.7. For any pasting scheme P, the simplicial category GP is a simpli-
cial computad whose atomic 0-arrows are the edges of P, whose atomic 1-arrows
are the atomic 2-cells of P, and whose higher atomic arrows are all degenerate.

Proof. The simplicial category GP is built as a cell complex from the generating
Bergner cofibrations and so is cofibrant, with the atomic cells freely attached by
the maps 2[∂∆0] →֒ 2[∆0] and 2[∂∆1]→ 2[∆1]. �

Alternatively we could form the free 2-category FP on P and then apply the nerve
N∗ : 2-Cat → sCat to produce a simplicial category N∗FP considered in Proposi-
tion 4.1.3, equipped with natural maps

∐
obP

1→ N∗FP , ∐
edgeP

2→ N∗FP , ∐
faceP

2[∆1]→ N∗FP

inducing a canonical comparison

(4.1.8) GP → N∗FP .

We observe that:

Lemma 4.1.9. The natural map GP  N∗FP is a simplicial subcomputad inclu-
sion, and hence a cofibration in the model structure for (∞, 2)-categories.

Proof. By Lemma 4.1.7 and Proposition 4.1.3 both simplicial categories are simpli-
cial computads with the same objects and the same atomic 0-arrows. The atomic
1-arrows of GP , corresponding to atomic 2-cells of P , of course define horizon-
tally indecomposable 2-cells of FP , and so are atomic 1-arrows of N∗FP . Thus
the natural inclusion is a simplicial subcomputad inclusion, meaning N∗FP may be
built from GP by attaching the remaining atomic n-arrows for n ≥ 1 along their
boundaries. �

Our aim is to prove that the natural map is not only a cofibration, but also a
weak equivalence.

Theorem 4.1.10 (uniqueness of pasting composition). The natural map

GP N∗FP
∼

is a trivial cofibration in the model structure for (∞, 2)-categories.

The proof of this result occupies the remainder of this section.

4.2. Base cases and the special inductive step. Theorem 4.1.10 is easily ver-
ified for the following simple pasting schemes from Example 2.1.8:

Example 4.2.1. When P = [n]([0], . . . , [0]) then GP ∼= N∗FP is a 1-category
discretely embedded as a simplicial category.

Example 4.2.2. When P = [n]([1], . . . , [1]), then GP ∼= N∗FP is a simplicial
category with objects 0, 1, . . . , n and the k-cube (∆1)k as the hom from i to i+ k,
with all other homs empty.

11Since this colimit is formed in simplicial categories, the result is the free category generated
by the underlying 1-graph (as opposed to the underlying 1-graph itself).
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Interpolating between these two examples, we could consider the objects ofΘ2 of
the form P = [n]([e1], . . . , [en]) where each ei is 0 or 1. As in the previous examples,
GP ∼= N∗FP in these cases.

Example 4.2.3. When P = [1]([n]), then GP is the directed suspension of the
spine of ∆n, while N∗FP = 2[∆n]. Since the inclusion of the spine is a Joyal trivial

cofibration, the map GP N∗FP
∼ is a trivial cofibration by Lemma 4.1.5.

By Corollary 2.2.17, a generic pasting scheme can be built from these base cases
by iteratively attaching an atomic 2-cell α “along the bottom,” meaning that the
domain path is identified via an attaching map domα : 2 → GP with a path of 1-
cells domα ⊂ codP in P with source object x and target object y. We first consider
the special case where the codomain of the attached cell is given by a single atomic
1-cell, rather than a path of atomic 1-cells. By this simplifying assumption G(P∪α)
is built from GP by the pushout displayed below-left:

(4.2.4)

2[∆0] GP N∗FP

2[∆1] G(P ∪ α) G(P ∪ α) ∐
GP

N∗FP

N∗F(P ∪ α)

domα

0
p

∼

p

(α,codα)

∼

Note that all of the simplicial categories that appear here are cofibrant. Moreover,
by Remark 4.1.4 and direct inspection the inclusion

(4.2.5) G(P ∪ α) ∐
GP

N∗FP  N∗F(P ∪ α)

is a simplicial subcomputad inclusion, though we shall not need this fact.
Under the assumption that GP N∗FP

∼ is a trivial cofibration, then so is its
pushout, which the mapG(P∪α)  N∗F(P∪α) factors through. So to demonstrate
that G(P ∪ α)  N∗F(P ∪ α) is a trivial cofibration, it remains to prove that the
map (4.2.5) is a weak equivalence in the model structure for (∞, 2)-categories. This
simplicial functor is identity on objects, so by Theorem 4.1.1 it suffices to show that
for each hom we have a weak categorical equivalence.

We use the following lemma to calculate the homs in the simplicial category
G(P ∪ α) ∐GP N∗FP .

Lemma 4.2.6. Suppose x ≺ y are vertices in a pasting scheme P. Given a span

of simplicial sets K
f
←− J

g
−→ NFP(x, y), the simplicial category P defined by the

pushout12

2[J ] N∗FP

2[K] P

g

2[f ]

p

12Here the simplicial functor g : 2[J ] → N∗FP is the transpose of the map g : J → NFP(x, y)
under the adjunction of Lemma 4.1.5; note also by that result that if f : J → K is a monomor-
phism, then 2[f ] : 2[J ] → 2[K] is a cofibration.
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has the same objects as N∗FP and has hom-categories defined by the pushouts

NFP(y, z)×J×NFP(a, x) NFP(y, z)×NFP(x, y)×NFP(a, x) NFP(a, z)

NFP(y, z)×K×NFP(a, x) P(a, z)

g

p

f

◦

for any pair of objects a and z.

We will prove this in a moment, after establishing the following related lemma
for ordinary categories.

Lemma 4.2.7. Let C be a small one-way category, that is,

(i) C(x, x) = {idx} for every object x, and
(ii) the relation x 4 y, holding just when C(x, y) is inhabited, is anti-symmetric,

hence constitutes a partial order on the set of objects of C.

Suppose c0 ≺ c1 are objects of C. Given a span of sets T
f
←− S

g
−→ C(c0, c1), the

category D defined by the pushout

(4.2.8)

2[S] C

2[T ] D

g

2[f ]

p

has the same objects as C and has hom-sets defined by the pushouts

(4.2.9)

C(c1, b)× S × C(a, c0) C(a, b)

C(c1, b)× T × C(a, c0) D(a, b)

−◦g(−)◦−

id×f×id

p

for every pair of objects a, b.

Proof. Let X = X ′∐{c0, c1} be the set of objects of C, and let CatX be the category
of small categories having object set X and identity-on-objects functors between
such. Observe that the pushout (4.2.8) factors as

2[S] 2[S]∐X ′ C

2[T ] 2[T ]∐X ′ D

2[f ]
p

2[f ]∐id

p

where both squares are pushouts in Cat. We regard the right-square as a pushout
in CatX , which can be presented as the reflexive coequalizer

(4.2.10) (2[T ]∐X ′)∐
X
(2[S] ∐X ′)∐

X
C (2[T ]∐X ′)∐

X
C D.

As the monadic forgetful functor CatX → Set
X×X preserves reflective coequalizers,

it suffices to calculate (4.2.10) in the latter category. Using that C is a one-way
category and c0 ≺ c1, each morphism in (2[T ]∐X ′)∐X C from a to b can be written
uniquely in exactly one of the following forms

a c0 c1 b or a b
p t q r
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where p, q, r are morphisms of C and t is an element of T . The left category of
(4.2.10) additionally adds morphisms of the form

a c0 c1 b
p s q

where s ∈ S. Such a morphism is taken to

a c0 c1 b resp. a b
p f(s) q q◦g(s)◦p

by the parallel functors, hence (4.2.9) is a pushout. �

Proof of Lemma 4.2.6. Pushouts in simplicial categories can be computed levelwise

in Cat
∆

op

, and we will apply Lemma 4.2.7 in each simplicial degree. We merely
need to observe that for each simplicial level n, the category (N∗FP)n is a one-
way category. This is true when n = 0 since (N∗FP)0 is just the underlying
1-category of FP by Proposition 4.1.3. This implies condition (ii) holds for all n, as
the simplicial set N∗FP(x, y) has vertices (N∗FP)0(x, y), so (N∗FP)0(x, y) being
empty implies (N∗FP)n(x, y) is empty as well. On the other hand, FP(x, x) is the
terminal category by Corollary 2.3.2. Hence (N∗FP)n(x, x) = N(FP(x, x))n is a
one-point set for every n, so condition (i) holds for each n. �

In particular, by (4.2.4) and Lemma 4.2.6, the hom in G(P ∪ α) ∐GP N∗FP
from x to y is NFP(x, y) ∐∆0 ∆1, where the 1-simplex is glued along its domain
to the path p. By contrast, by Lemma 3.1.6, F(P ∪ α)(x, y) ∼= FP(x, y) ∐1 2, so
NF(P∪α)(x, y) ∼= N(FP(x, y)∐1 2). Using the fact that the inclusion of the initial
object 1 →֒ 2 is a Dwyer map, by Theorem 3.2.1 it follows that the map

NFP(x, y)∐
∆0

∆1 → N(FP(x, y)∐
1

2)

is a trivial cofibration in the Joyal model structure. By a similar argument:

Corollary 4.2.11. For any pasting scheme P, suppose the natural map GP 

N∗FP is a weak equivalence in the model structure for (∞, 2)-categories. Then the
natural map

G(P ∪ α) ∐
GP

N∗FP  N∗F(P ∪ α)

defined by attaching an atomic 2-cell α with atomic codomain along a path domα ⊂
codP is a weak equivalence in the model structure for (∞, 2)-categories. Thus,

G(P ∪ α) N∗F(P ∪ α)∼

is a trivial cofibration in the model structure for (∞, 2)-categories.

Proof. As this functor is identity-on-objects, it suffices to argue that it defines a
Joyal trivial cofibration on homs for any a, z ∈ P . Applying Lemma 4.2.6 to the
pushout

2[∆0] N∗FP

2[∆1] G(P ∪ α) ∐
GP

N∗FP

domα

0
p
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we see that the hom-spaces in P := G(P∪α)∐GPN∗FP are defined by the pushouts

NFP(y, z)×∆0 ×NFP(a, x) NFP(a, z)

NFP(y, z)×∆1 ×NFP(a, x) P(a, z).
p

0

−◦domα◦−

Meanwhile, by Lemma 3.1.6 and Proposition 3.1.8 the hom-category F(P ∪
α)(a, z) is defined by the pushout

FP(y, z)× 1× FP(a, x) FP(a, z)

FP(y, z)× 2× FP(a, x) F(P ∪ α)(a, z).
p

0

−◦domα◦−

Thus, the map of hom simplicial sets

(G(P ∪ α) ∐
GP

N∗FP)(a, z)→ N∗F(P ∪ α)(a, z)

is the induced map in Corollary 3.2.3 and is an inner anodyne extension and in
particular a Joyal trivial cofibration, as desired.

Finally, by (4.2.4), the cofibration G(P ∪ α)  N∗F(P ∪ α) has been expressed
as a composite of weak equivalences, and thus must be one as well. �

4.3. The general inductive step. We now build on our work in the previous sec-
tion to prove the generalized inductive step, which we use to prove Theorem 4.1.10.

Let P ′ be a pasting scheme, and let x
e
−→ y be any edge. Define a new pasting

scheme P by replacing e by a path of edges

x
e1−→ v1

e2−→ v2 → · · · → vn−2
en−1

−−−→ y,

without changing any of the other data of the pasting scheme, such as the image
of the planar embedding or the names of the atomic 2-cells.

This modification has a relatively modest effect on the free 2-categories generated
by these pasting schemes, which may be summarized by observing that

2 FP ′

n FP

e

◦
p

e1···en−1

is a pushout in 2-Cat, where ◦ : 2→ n is the unique “active” map, which classifies
the maximal composite in n. Observe also that the right vertical map is fully
faithful, and if u is a vertex in P ′ then we have isomorphisms of hom-categories
FP ′(u, x) ∼= FP(u, vi) and FP ′(y, u) ∼= FP(vi, u) implemented by post- and pre-
whiskering with the paths of edges e1 · · · ei : x→ vi and ei+1 · · · en−1 : vi → y.

By Proposition 4.1.3 we may extend these observations to show:

Lemma 4.3.1. The diagram

2 N∗FP
′

n N∗FP

e

◦
p

e1···en−1
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is a pushout in sCat.

Proof. As in the proof of Lemma 4.2.6, we can check this by making sure it is
true for the categories in each simplicial degree k. In degree k, the pushout is
formed by factoring the atomic k-arrow e as e1 · · · en−1. Since the categories of k-
arrows are one-way, the effect of this factorization on hom-sets is easy to describe.
By Proposition 4.1.3, the isomorphisms of hom-categories just described induce
isomorphisms

N(FP(a, z))k ∼= N(FP ′(a, z))k N(FP(a, vi))k ∼= N(FP ′(a, x))k

N(FP(vi, vj))k ∼= {ei+1 · · · ej} N(FP(vi, z))k ∼= N(FP ′(y, z))k

N(FP(vj , vi))k = ∅ N(FP(vi, vi))k ∼= {vi}

where a and z are vertices of P ′ and 1 ≤ i < j ≤ n− 2. The claim follows. �

Consulting Construction 4.1.6, we find another pushout of simplicial categories.

Lemma 4.3.2. The diagram

2 GP ′

n GP

e

◦
p

e1···en−1

is a pushout in sCat.

Proof. The first layer of the construction of Construction 4.1.6 builds the free cate-
goryGP0 associated to the underlying graph of the pasting scheme P . This recovers
the underlying 1-category of the 2-category FP . Thus, by passing to underlying
1-categories, either of the pushouts above give rise to a pushout

2 GP ′
0

n GP0.

e

◦
p

e1···en−1

As P ′ and P have the same atomic 2-cells, we have the following diagram

∐
2[∂∆1]

∐
2[∆1]

2 GP ′
0 GP ′

n GP0 GP .

◦
p

We just argued that the left square is a pushout. The top square and the right
rectangle are pushouts by definition of GP ′ and GP , respectively. Hence the bottom
right square is a pushout, which implies that the bottom rectangle is a pushout as
well. �

By combining the previous two lemmas, we conclude:
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Corollary 4.3.3. The natural inclusions assemble into a pushout square in sCat:

GP ′ N∗FP
′

GP N∗FP .
p

Proof. The outer rectangle and left square of the following are pushouts, and thus
so is the right-hand square:

2 GP ′ N∗FP
′

n GP N∗FP .

e

◦
p

e1···en−1 �

Note the vertical functors in Corollary 4.3.3 are not cofibrations in the model
structure for (∞, 2)-categories: because P ′ does not define a sub pasting scheme
of P , the simplicial category N∗FP

′ is not a simplicial subcomputad of N∗FP .
Nevertheless we can apply this result to deduce the general inductive step from the
special case of Corollary 4.2.11.

Corollary 4.3.4. For any pasting scheme P, suppose the natural map GP 

N∗FP is a weak equivalence in the model structure for (∞, 2)-categories. Then the
natural map

G(P ∪ α) N∗F(P ∪ α)∼

defined by attaching an atomic 2-cell α along a path domα ⊂ codP is a trivial
cofibration in the model structure for (∞, 2)-categories.

Proof. If the path codα consists of a single edge, this result was proven in Corol-
lary 4.2.11. If instead codα = e1 · · · en−1 then we consider instead an atomic 2-cell
α′ with domα′ = domα and codα = e given by a single edge and form the pasting
scheme P ∪ α′. By Corollary 4.3.3, we have a pushout of simplicial categories

G(P ∪ α′) N∗F(P ∪ α′)

G(P ∪ α) N∗F(P ∪ α)

∼

p

and by Corollary 4.2.11 the top horizontal functor is a trivial cofibration in the
model structure for (∞, 2)-categories. Thus the bottom horizontal functor must be
as well. �

We conclude by assembling these results into a proof of our main theorem.

Proof of Theorem 4.1.10. By Corollary 2.2.17 any pasting scheme P can be built
inductively from the base case of Example 4.2.1 by iteratively attaching the atomic
2-cells along a subpath of the codomain path. We prove that GP  N∗FP is a
trivial cofibration in the model structure for (∞, 2)-categories by induction over the
number of atomic 2-cells in P .

In the base case, discussed in Example 4.2.1, this map in fact defines an isomor-
phism of simplicial categories. For the inductive step, we use Proposition 2.2.15 to
identify an atomic 2-cell α in P with codα ⊂ codP . By Corollary 2.2.16, P\α is a
sub pasting scheme with one fewer atomic 2-cell, so by our inductive hypothesis the
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natural map G(P\α)  N∗F(P\α) is a trivial cofibration in the model structure
for (∞, 2)-categories. By Corollary 4.3.4, it follows that GP N∗FP

∼ is a trivial
cofibration in the model structure for (∞, 2)-categories as desired. �

4.4. Model independence. Suppose that Cat(∞,2) is a theory of (∞, 2)-categories
in the sense of Barwick and Schommer-Pries. This means that Cat(∞,2) is an
(∞, 1)-category equipped with a nerve functor N : Gaunt2 → Cat(∞,2) defined on
the full subcategory Gaunt2 of 2-Cat consisting of compact gaunt 2-categories, which
satisfies the axioms (C.1)–(C.5) of [BSP21, §7]. A 2-category is gaunt just when
all of its 1-cell and 2-cell isomorphisms are in fact identities, meaning in particular
that all 1-cell equivalences are in fact identities. In particular, the 2-category FP
associated to any pasting scheme P is gaunt.

An example of such a theory of (∞, 2)-categories is the underlying (∞, 1)-
category of sCat above, when equipped with the restriction of the hom-wise nerve
functor N∗; details about the identification of this nerve appear in [MOR22].
Other examples include Barwick’s 2-fold complete Segal spaces [Bar05], Verity’s
2-complicial sets [Ver08b, OR20], Lurie’s ∞-bicategories [Lur09b, GHL22], Rezk’s
complete Segal Θ2-spaces [Rez10], Bergner–Rezk’s Segal categories in complete
Segal spaces [BR13], and Ara’s 2-quasi-categories [Ara14].

The (∞, 1)-category Cat(∞,2) is presentable, meaning in particular that it has
all colimits. This allows us to define the graph GP ∈ Cat(∞,2) of a pasting scheme
P by the homotopy colimit

∐
edgeP

N∂C1 ∐
edgeP

NC1

∅ ∐
obP

NC0 GP0 GP

∐
faceP

N∂C2 ∐
faceP

NC2

p

x

built from the 0-, 1-, and 2-cells NC0, NC1, NC2 ∈ Cat(∞,2). The canonical maps

∐
obP

NC0 → NFP , ∐
edgeP

NC1 → NFP , ∐
faceP

NC2 → NFP

induce a well-defined comparison map GP → NFP in Cat(∞,2).

Theorem 4.4.1. For any pasting scheme P, the canonical map GP → NFP is an
equivalence in Cat(∞,2).

Proof. Our earlier construction of GP in sCat from Construction 4.1.6 is in fact
a homotopy colimit by [Lur09a, Proposition A.2.4.4], hence agrees with the con-
struction of GP in the underlying (∞, 1)-category of sCat. This means that in the
model of the theory of (∞, 2)-categories presented by Theorem 4.1.1, the canon-
ical map GP → NFP coincides with the one defined by (4.1.8). We showed in
Theorem 4.1.10 that this is an equivalence.

By [BSP21], any change of models of the theory of (∞, 2)-categories defines an
equivalence of (∞, 1)-categories that is compatible with the nerve. Since equiva-
lences of (∞, 1)-categories preserve colimits, the map in question is well-defined up
to change of models of the theory of (∞, 2)-categories. Since equivalences in an
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(∞, 1)-category are preserved and reflected by equivalences between (∞, 1)-cate-
gories, the result follows. �

As a direct corollary, it follows that any pasting diagram in any (∞, 2)-category
has a homotopically unique composite. The (∞, 2)-category of composites of a
pasting diagram d : GP → C in an (∞, 2)-category is defined to be the pullback

• CNFP

NC0 CGP

∼

y

∼

d

in Cat(∞,2), where the exponentials are the internal homs guaranteed by axiom
(C3) of [BSP21]. By Theorem 4.4.1 the map GP ∼−→ NFP is an equivalence, hence
so is the restriction functor, which pulls back to define an equivalence between the
(∞, 2)-category of composites and the terminal (∞, 2)-category. Hence:

Corollary 4.4.2. The space of composites of any pasting diagram in any (∞, 2)-
category is contractible. �

In particular, this (∞, 2)-category is an ∞-groupoid, justifying our calling it the
“space” of composites.

Remark 4.4.3. For B, C ∈ Cat(∞,2), the defining universal property of CB char-
acterizes this (∞, 2)-category as the right adjoint to the cartesian product. Thus
we interpret its 0-cells as pseudofunctors B → C, its 1-cells as pseudonatural trans-
formations between these, and its 2-cells as “modifications.” In certain models of
(∞, 2)-categories, such as 2-quasi-categories, scaled simplicial sets, or 2-complicial
sets, it might be preferable to work with an alternative internal hom Funoplax(B, C)
defined as the right adjoint to the Gray tensor product; see [Mae21], [GHL21], or
[Ver08a, ORV20] for details. The 0-cells of Funoplax(B, C) are again pseudofunctors
B → C, but now the 1-cells are oplax natural transformations. The equivalence
GP ∼−→ NFP again induces an equivalence Funoplax(NFP , C) → Funoplax(GP , C),
so the fibers of this map are contractible ∞-groupoids.

An (∞, 2)-category Funicon(B, C) of pseudofunctors and “icons”—an appellation
given by analogy to the identity component oplax natural transformations in 2-
category theory defined by Lack [Lac10]—can be defined to be the sub (∞, 2)-
category spanned by those oplax natural transformations whose components are
equivalences. Since the functor GP ∼−→ NFP is surjective on 0-cells, the square

Funicon(NFP , C) Funoplax(NFP , C)

Funicon(GP , C) Funoplax(GP , C)

∼

y

∼

is a pullback, so the fibers of the map between the sub (∞, 2)-categories coincide
with the fibers of the map between the larger (∞, 2)-categories. Morally, this should
recover the (∞, 2)-category of icons considered by [Col17, Theorem D] following a
similar construction in [RV16, §4.4], though we don’t know a direct comparison
between the constructions given in the different models.



AN (∞, 2)-CATEGORICAL PASTING THEOREM 41

References

[AM14] Dimitri Ara and Georges Maltsiniotis. Vers une structure de catégorie de modèles à la
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