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Abstract

Reputation systems are commonplace in online markets, such as on peer-to-peer

sharing platforms. These systems have been argued to be a solution to (ethnic) dis-

crimination on such platforms. This argument is based on empirical studies show-

ing that ethnic disadvantages are smaller for users with ratings than for users

without ratings. We argue that this conclusion may be premature, because minori-

ties have a harder time accumulating ratings. The greater benefit of ratings to

minorities may be offset by their troubles acquiring any, thereby diminishing the

potential for reputation systems to reduce discrimination. We tested this counterar-

gument using a unique data set that contains information on all interactions on a

peer-to-peer motorcycle rental platform. We find that the reputation system does

not reduce initial inequalities between otherwise comparable renters of different

ethnicity. Platforms that wish to reduce discrimination should not only make their

reputation system more effective, but also help users collect ratings.
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1. Introduction

Discrimination of minorities is thought to be a widespread phenomenon in online market-
places for goods (Edelman and Luca, 2014; Nunley et al., 2011), for example, on second-
hand selling platforms such as eBay, and platforms where individuals can rent and borrow
goods (e.g. cars and tools). Internet platforms supporting such marketplaces enable direct
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communication between peers. They make personal profiles available that include names
and photos of users to foster interpersonal trust (Bente et al., 2012; Ert et al., 2016), but this
abundance of personal information also makes discrimination possible (Pope and Sydnor,
2011; Edelman and Luca, 2014; Ert et al., 2016; Ge et al., 2016; Cui et al., 2019; Edelman
et al., 2017; Laouénan et al., 2017; Mohammed, 2017; Wu et al., 2017; Tjaden et al., 2018;
Wu and Jin, 2018; Jaeger et al., 2019). Any discrimination in the platform economy results
in fewer opportunities for users with certain demographic characteristics to buy, rent, sell
and borrow goods. This outcome is disadvantageous both for the people who are discrimi-
nated against and for the platforms and possibly also for those individuals who discriminate,
as it leads to suboptimal market outcomes where otherwise fruitful interactions are not
realized.

Many have argued that reputation systems temper or even solve this problem of digital
discrimination (Ert et al., 2016; Abrahao et al., 2017; Cui et al., 2019; Mohammed, 2017;
Tjaden et al., 2018).1 The argument goes that discrimination on platforms mostly originates
from a lack of information about other users. This information is especially important for
interactions in the (peer-to-peer) platform economy, as these platforms are characterized by
lower levels of institutionalization and higher levels of interpersonal trust (Katz, 2015; ter
Huurne et al., 2017). By providing user-specific information on performance and trustwor-
thiness through ratings from past transactions, reputation systems would supersede group
stereotypes as a basis of partner choice and reduce or even eliminate unfounded inequalities.
Whereas the use of photos and names always entails the risk of discrimination based on de-
mographic characteristics, ratings are often considered a better and fairer way of reducing
information asymmetry between users and providers.

Several studies have provided empirical support for the claim that reputation systems
help overcome discrimination by showing that a difference between (ethnic) groups in the
acceptance chances of a transaction request is reduced once users have received at least one
positive rating. For example, in an online experiment with Airbnb users, reputation was
found to partly offset the tendency of people to trust others who are similar to them more
(Abrahao et al., 2017). In another study it was even found that while guests on Airbnb with
African-American-sounding names were 19.2 percentage points less likely to be accepted
than those with white-sounding names, this difference completely disappeared when both
guests had a positive rating (Cui et al., 2019).

However, here we argue that earlier research may have overstated the extent to which
reputation systems mitigate discrimination. It is critical to consider that not all users are
equally likely to achieve that initial reputation necessary for acquiring trust on the platform.
Most platforms only allow users to provide a rating after a transaction via the platform. By
the very definition of discrimination, and as previous research shows, the probability that a
first request from a user without any ratings is accepted, and thus the probability of receiv-
ing a first rating, strongly depends on a trustee’s (ethnic) background (Abrahao et al., 2017;
Cui et al., 2019). While a reputation system may decrease the importance of information re-
trieved from names and pictures once users have acquired ratings, it may altogether fail to
reduce inequality in transaction volume as it gives majority members the ability to more
quickly build a good reputation.

1 Reputation systems collect, aggregate and distribute feedback about trustees’ past decisions to
trustors (Resnick et al., 2000).
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In the current research, we first illustrate these inequality-sustaining effects of reputation
systems with a simple model. To study the empirical relation between reputation systems
and discrimination, we then analyse a unique data-set containing the complete historical
records of user activity on a Dutch peer-to-peer motorcycle renting platform. This platform
is similar in function and design to many other platforms, such as hospitality platform
Airbnb and various carsharing platforms. However, whereas previous studies have analysed
platforms in a static way, for example, comparing differences in the number of clicks an of-
fer received (Tjaden et al., 2018) or prices Airbnb hosts could charge (Edelman and Luca,
2014), the full historic record of all interactions on the online platform we study allows us
to investigate the dynamics of inequality. Instead of comparing individuals with and without
rating, we study the process of reputation-formation itself. In order to test whether reputa-
tion systems with time decrease or sustain discrimination on this platform, we analyse data
on interactions at the platform at different time points as users accumulate reputation.

2. Theory

Modern-day exchange is increasingly mediated by online platforms. ‘Platform economy’ is
an umbrella term encompassing several activities, such as selling, exchanging, borrowing
and renting of goods and services. Leong and Belzer (2017) identified two distinctive fea-
tures of platforms. First, platform economy businesses make money not by providing goods
and services per se, but rather by connecting people who need particular goods and services
with people who want to provide them. Second, to facilitate this connection efficiently, plat-
form economy businesses rely on online platforms.

Trust and reputation formation are particularly important on sharing platforms, as inter-
actions pose a high risk for the owners of the goods without an immediate reward. Owners
may thus be strongly inclined to derive trustworthiness of others from past experiences of
other owners as well as borrower demographics. When an owner decides to rent out their
goods to another user, who is generally a stranger, he or she runs the risk of not getting
back the good in a good state. Although most sharing platforms typically offer some support
in solving problems between users, the legal structures owners can rely on are usually limited
(ter Huurne et al., 2017). Owners will therefore be motivated to carefully consider which
renters can and which cannot be trusted before deciding to accept or reject a rental request.
Our theoretical focus is the decision of the owner to accept or reject a request of a potential
renter.

2.1 Discrimination in the platform economy

Unlike in traditional exchange, in online markets, people often exchange goods with perfect
strangers from around the world (Frenken and Schor, 2017). There is limited opportunity to
get to know a person before a transaction or to acquire information about the other person’s
unobserved qualities. The online nature of the platform economy implies several informa-
tion asymmetries (ter Huurne et al., 2017). First, consumers and providers are unsure about
each other’s intentions, leading to perceived personal safety risks, especially when the two
actors meet offline after the online interaction. Second, consumers cannot check upfront
whether the quality of the good they are buying, renting or borrowing is good. Akin to
Akerlof’s (1970) classical lemons problem, the risk of buying a low-quality good will result
in market failure.

Reputation systems and digital discrimination 1907
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To mitigate this risk, platforms allow their users to create extensive user profiles, including
names and profile pictures. Compared to traditional e-commerce companies, anonymity is
lower in these platforms (Abrahao et al., 2017). Names, photos and descriptions are used as a
means of identity verification and are intended to foster an increased sense of personal contact
(Dubois et al., 2012; Guttentag, 2015). They also convey information about a person’s ethnic-
ity, gender and age and may thereby lead to discrimination on the basis of these demographic
characteristics, with discrimination being defined as the unequal treatment of individuals or
groups on the basis of their (demographic) characteristics (Pager and Shepherd, 2008).

Discrimination in online markets is believed to be partly caused by a lack of information
about the potential transaction partner’s characteristics that impact the value or merit of that
person, such as trustworthiness (Ert et al., 2016; Abrahao et al., 2017; Cui et al., 2019;
Mohammed, 2017; Tjaden et al., 2018). Individuals fill in those gaps on the basis of the per-
ceived association between a person’s demographic characteristics (such as ethnicity) and those
relevant characteristics. This reliance on demographic characteristics due to a lack of informa-
tion about relevant personal characteristics is called statistical discrimination (Becker, 1957).
Applied to trust problems in the platform economy, statistical discrimination is the tendency to
derive expectations about the trustworthiness of exchange partners from demographics on their
personal profiles. When owners assume that renters from a specific demographic group are on
average less trustworthy, they may place less trust in these individuals.

In the current study, we focus on ethnicity as a sociodemographic dimension of discrimi-
nation, because we know from the labor market literature and earlier studies on the plat-
form economy that this is a widespread and persistent form of discrimination (Rich, 2014;
Zschirnt and Ruedin, 2016). We use data from a Dutch platform and follow the definition
of Statistics Netherlands that classifies individuals’ ethnicity by their biological parent’s birth
country. In 2019, 76.4% of the Dutch residents had parents who were born in the
Netherlands (Statistics Netherlands, 2019). The second and third largest group consists of
(children of) migrants from Turkey and Morocco. Labor market research shows that these
migrants are disadvantaged in the Dutch labor market (Gracia et al., 2016). On the platform
that we study, discrimination then entails owners placing more trust in renters belonging to
the ethnic majority (i.e. native Dutch renters) and renters belonging to the ethnic minority
(i.e. non-native Dutch renters).

2.2 Reputation systems as a solution to statistical discrimination

Earlier research proposes that reputation systems may be the most promising solution to sta-
tistical discrimination, as they are believed to provide more specific and therefore more accu-
rate information about a renter’s behavior in a transaction through the platform than more
diffuse sociodemographic information (Resnick et al., 2000; Robbins, 2017). This would
then allow minority renters to acquire a personal reputation divorced from any initial statis-
tical expectation about trustworthiness based on minority group membership. After an in-
teraction, users are asked to leave a rating and a review about their interaction partner.
Ratings are numerical evaluations, usually in the form of a rating between 1 and 5 stars.
Reviews are written texts in which transactions and individuals are evaluated. In the current
article, we empirically focus on numeric ratings. These ratings are displayed on user’s profile
pages for potential future interaction partners.

Reputation systems allow users to assess the expected quality of an interaction with
a potential partner (‘learning’ according to Buskens and Raub (2002). Users with better
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ratings are more likely to have pro-social interests and are therefore more likely to live
up to expectations and honor agreements, while users with negative ratings likely care
less about the interest of their partner, and are therefore more likely to abuse trust
again in the future. In this way, ratings serve as a costly signal of trustworthiness and
other unobservable characteristics of individuals, while they at the same time provide
an incentive for pro-social behavior (Resnick and Zeckhauser, 2002; Bolton et al.,
2004; Fehrler and Przepiorka, 2013; Tadelis, 2016). For these reasons, requests from
renters with a better reputation (i.e. more positive ratings) should be more likely to be
accepted by the owners, and requests from renters with more negative ratings less
likely.

Ratings on online platforms are typically highly left-skewed, with many very high ratings
and only few ratings lower than 4.5 out of 5 stars (Zervas et al., 2015; Teubner et al., 2017;
Teubner and Glaser, 2018). We, therefore, define a positive rating as having 5 stars and a
negative rating as having fewer than 5 stars (Przepiorka et al., 2017). This skewness may be
due to underreporting of negative experiences (Fradkin et al., 2018), or may be a direct ef-
fect of the reputation system preventing negative experiences. As users’ present behavior on
the platform may affect their possibilities for future behavior, they may be motivated to be-
have well to build and maintain their reputation (Buskens and Raub, 2002). The lack of var-
iation in average rating reduces the informativeness of the average rating of a user, but may
increase the importance of the number of ratings a user has.

Previous research has confirmed that trustees with a better reputation are trusted more
often (Boero et al., 2009; Gong and Yang, 2010; Charness et al., 2011; Duffy et al., 2013;
Fehrler and Przepiorka, 2016). Especially, the first rating seems to matter (Duffy et al.,
2013; Frey and Van De Rijt, 2016). One study found that users with one positive rating re-
ceived between 8.4% and 29.5% more trust than users without any ratings (Cui et al.,
2019).

When a renter has no ratings, the owner relies on the limited information that is avail-
able, such as names and photos. Yet demographic information is only a proxy for trustwor-
thiness, while ratings contain direct information about a renter’s trustworthiness, so when
ratings are available this should trump demographics in trust assessment. This supremacy of
reputation over demographic information is confirmed in empirical studies: The difference
between individuals of different ethnicity in the probability to participate on platforms is
much smaller when reputational information about the user is available (Ert et al., 2016;
Abrahao et al., 2017; Cui et al., 2019; Mohammed, 2017; Tjaden et al., 2018). This line of
research thus suggests the following hypothesis:

Hypothesis 1: The ethnic gap decreases with the number of positive ratings the renters
have received.

Because of this ‘compensation effect’, reputation systems have been suggested to constitute
a solution to digital discrimination by researchers (Abrahao et al., 2017; Cui et al., 2019; Ert
et al., 2016; Mohammed, 2017; Tjaden et al., 2018) and practitioners (Murphy, 2016) alike.
If the reputation system indeed reduces inequality between ethnic groups, we would expect
that the difference between minority and majority renters gets smaller as they accumulate rat-
ings. They can do so by submitting more requests, which is expected to result in more trans-
actions and thus in a better reputation (under the assumption that most ratings are positive).
We, therefore, again based on previous research, hypothesize that:

Hypothesis 2: The ethnic gap decreases with the number of requests renters have filed.

Reputation systems and digital discrimination 1909
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2.3 Dynamic interplay between reputation formation and discrimination

However, while reputation systems may indeed decrease discrimination for those users who
have positive ratings, the hypothesis that reputation systems decrease overall discrimination
on the platform is based on the implicit assumption that all users are equally likely to obtain
a good reputation. Yet, as ratings can generally only be provided after an interaction on the
platform, not all users are equally likely to obtain ratings. The results from previous research
suggest that users who already have a good reputation are more often selected for new
interactions, which in turn improves their reputation and thus the probability that their next
request will be accepted. In a laboratory experiment, Frey and Van De Rijt (2016) show that
these ‘reputation cascades’ lead to arbitrary inequality between equally trustworthy individ-
uals. The chance to build a reputation thus depends on the probability that an initial request
is accepted. If this probability differs between people of different ethnicity, members of some
ethnic groups may have fewer opportunities for reputation building than others. We thus
argue that minorities’ requests for a transaction are less likely accepted, so that per filed
request (either accepted, declined or not responded), ethnic minority renters receive fewer
ratings than ethnic majority renters. As such, the greater benefit of positive ratings to minor-
ity members enabled by reputation systems is counteracted by minorities’ greater struggles
to obtain such ratings in the first place.

We use a simulation model to better understand this interplay between reputation and
discrimination. We simulated a sequence of 10 rounds indexed t in each of which two rent-
ers, i ¼ 1; 2, who have a different ethnicity (Ei ¼ 0 for a renter with majority ethnicity,
Ei ¼ 1 for a renter with minority ethnicity), each submit a rental request to different own-
ers.2 These proposals are accepted and rejected based on a combination of minority group
status and the number of positive ratings received. The outcome of a request in a given
round, Ait , equals 1 if the request is accepted and 0 otherwise. We assume that all renters
are equally trustworthy and that they receive a positive rating after every accepted request.
The number of ratings a renter has accumulated thus equals the sum of previously accepted
requests. The probability that the request is accepted in a given period is 0 � Pit � 1. Pit is
determined by a logistic function, PðLitÞit ¼ eLit

1þeLit
, where Lit depends on the ethnicity and

reputation of the renter:

Lit ¼ G� Ei� D�ð1þ R�
Xt�1

1

AitÞ�C þ R�
Xt�1

1

Ait : (1)

In Equation (1), G is the level of trust in ethnic majority renters. D denotes the level of
discrimination. We assume that there is discrimination for actors without reputation:
requests from renter 1 (belonging to the ethnic majority) are accepted more often than
requests from renter 2 (who belongs to the ethnic minority): D > 0:R denotes the effect of

2 On many platforms, like eBay, Airbnb and Couchsurfing, most users but especially consumers (i.e.
buyers, renters), transact only a handful of times (Resnick and Zeckhauser, 2002; Lauterbach et al.,
2009; Teubner, 2018). Renters on the motorcycle sharing platform that we study in the next sections
on average submitted 2.5 requests since the start of the platform, so with 10 periods in our simulation
model we study a time frame that includes the vast majority of user histories on our platform and
most other platforms. Most renters will never submit 10 requests, and if the reputation system fails to
reduce the inter-ethnic inequality in acceptance chances in a few rounds, most minorities will never
experience equal chances.
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ratings. The more ratings a renter has, the higher the probability that the request is accepted:
R > 0. The compensation effect identified in prior work that owners pay less attention to
ethnicity when renters have more ratings is implemented as a non-negative parameter
C � 0. The larger C is and the more ratings renter 2 has accumulated, the smaller the influ-
ence of discrimination. We systematically varied parameters G, D, R and C, assessing their
effects on the size of the ethnic gap, defined as the absolute difference in the probability that
majority and minority renters are trusted in a given round and parameter setting. We ran
1000 iterations per parameter combination.

We find that what crucially determines whether the ethnic gap closes or widens over the
course of rounds is G—D (see Appendix A). That is, whether the ethnic gap decreases with the
number of requests renters have filed, is perpetuated or increases predominantly depends on the
initial level of trust in ethnic minorities. Figure 1 shows the average rate with which requests from
ethnic majority and ethnic minority renters are accepted over the rounds in the simulations for
three different levels of initial trust in the minority. The converging lines in panel C of Figure 1
show that when the initial level of trust in ethnic minority renters is high, their initial disadvantage
can be compensated through reputation, consistent with what past scholars have argued.

Panels A and B, however, show that when requests from ethnic minority renters are less fre-
quently accepted, these renters do not get the opportunity to build a reputation and can, there-
fore, not benefit from the reputation system. As a result, the acceptance rates of the different
renters diverge. Hence, initial differences between renters in the probability to be accepted for
an interaction may accumulate over time, thereby diminishing the potential of reputation sys-
tems to decrease discrimination. In other words, a reputation system will reduce inequality only
when minorities are commonly trusted also in the absence of any reputation, that is, when trust
is not a major problem to begin with. These results continue to hold when the ethnic gap is
measured as the ratio in odds of a request being accepted between majority and minority rent-
ers. For example, in panel A of Figure 1 this odds ratio increases between rounds 1 and 10
from 6.6 to 14.3 while in panel C it decreases from 1.5 to 1.0.

Based on these simulation results, we predict that given sufficiently low initial success
chances of minorities, the ethnic gap will not diminish on a platform with a reputation sys-
tem, in contrast to what earlier studies concluded. This is the main contribution of the article:
we argue that, contrary to what is commonly believed, reputation systems do not necessarily
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Figure 1 Simulation results: average acceptance rate of native and non-native Dutch renters over the
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lead to a decrease in inequality in online markets. The purpose of the analyses is to test if the
hypothesis from previous research that reputation system reduces discrimination still holds true
when taking into account the fact that the reputation systems may reproduce existing biases
(Hypothesis 2). We provided a theoretical explanation for why this hypothesis may be prob-
lematic, and we reevaluate this claim of previous research in a dynamic context.

3. Data and methods

We study a Dutch peer-to-peer motorcycle sharing platform that was founded in 2016. The
platform operates within the so-called sharing economy and has a similar design and func-
tionality as peer-to-peer carsharing platforms and hospitality platforms such as Airbnb. It is
common on sharing platforms for users to advertise their goods and also this platform
allows motorcycle owners to advertise their motorcycle. Renters can browse through the
listed motorcycles and the personal profiles of the owners and send rental requests for spe-
cific time slots and for a predefined price. Before accepting or declining the request, the
owner can view the personal profile of the renter, including first name, photo, personal de-
scription and ratings. These personal profiles are commonplace on online platforms. When
the request is accepted, the renter pays the rental price to the platform and the owner and
renter meet offline to hand over the motorcycle. Similar to the payment system on other plat-
forms, the platform keeps the renter’s payment until the transaction has been completed.
After the rental period, the platform transfers the money paid by the renter to the owner.
Both renter and owner are asked to provide a rating that is publicly displayed in their user
profile. Many platforms automatically arrange full insurance options for rental goods, and
also the present platform automatically insures motorcycles during the rental period and
checks drivers’ licences and fraud histories of all users.

The platform facilitates the sharing of a fragile good of high-value motorcycles with
strangers. Risk is thus particularly high. Moreover, motorcycle owners attach certain non-
material values to their motorcycles that cannot be reimbursed by insurances, as illustrated
by the following quotes: ‘How do you let some random person ride your motorcycle? I
would never do that! It’s quite hard to watch your baby go the first time. No matter how at-
tached you are to your motorcycle, it’s difficult watching someone else ride it off. Even when
you sell it!’ (Hooshmand, 2018). ‘The first mental hurdle to get over is the fact that you’d be
“cheating” on your bike if you decide to ride someone else’s’ (Klinger, 2018). In addition to
the material and emotional risk of entrusting a stranger with a motorcycle, the transaction
requires that the parties meet offline before and afterward which may pose personal safety
concerns, especially in case of conflict.

We analyse the complete historical records of user activity on the platform. The data-set
provided to us by the platform contains information on all (11 418) interactions that took
place since the start of the platform, May 2016, to July 2017. We excluded unfinished
requests that were not filed, requests that were cancelled by the platform,3 and requests
from renters who had rented from the same owner in the past (as we are interested in trust

3 The platform automatically cancels requests for two reasons: (a) the renter does not have the re-
quired driver’s license; (b) renters can send multiple (similar) requests at the same time. When one
of the requests is confirmed, the other requests are automatically cancelled.
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between strangers). The remaining data include 7181 requests for 973 motorcycles sent by
2896 renters to 851 owners.

3.1 Dependent variable

Our dependent variable is the decision of the owner. They can either actively accept (2626
requests, 36.6%) or decline (2443 requests, 34.0%) a request, or not send a response at all,
after which the request expires (2112 requests, 29.4%). An earlier study of discrimination
on the basis of sexual orientation shows that discrimination on Airbnb is mostly driven by
non-responses rather than outright rejection (Ahuja and Lyons, 2019). Because both result
in an unfulfilled request, we combined the latter two categories into the category ‘declined’.
A robustness check shows that the results do not change when excluding expired requests
from the analyses.

3.2 Independent variables

To operationalize the reputation of the renter, we created two continuous variables, indicat-
ing the number of positive ratings and the number of negative ratings. Since 92.1% of all
ratings are 5-star ratings, we define a positive rating as having 5 stars and a negative rating
as having fewer than 5 stars (Przepiorka et al., 2017). The variable ‘number of positive rat-
ings’ counts the number of 5-star ratings a renter received. The variable ‘number of negative
ratings’ indicates the number of ratings with less than five stars a renter received. Renters
without any ratings serve as the reference category.

We make use of data from the Dutch Civil Registration (DCR) to operationalize the
users’ ethnicity (Edelman et al., 2017; Laouénan et al., 2017; Hofstra and de Schipper,
2018). All names are verified by the insurance company with which the platform collabo-
rates, so the names visible to the owners are the renters’ real names. The DCR data are regis-
ter data of those who have Dutch nationality and were alive and living in the Netherlands.
We have aggregated DCR data that comprises 3800 unique first names (85.0% of the
unique names in the platform data set, covering 93.0% of the users of the platform4). Per
name we know the frequencies of combinations of the parents’ birth countries. Based on the
definition of Statistics Netherlands, country-combinations are classified into one of two eth-
nic origin groups: Native Dutch or non-native Dutch (Statistics Netherlands, 2018). In cases
where both parents were born in the Netherlands, the combination is assigned to the native
Dutch group. If only one or neither parent was born in the Netherlands, the combination is
classified as non-native Dutch. Per name we then calculate the probability that a user with
that name is native Dutch. We include this continuous variable in the analyses. For some of
the tables and figures, we used dichotomous ethnicity variables rather than continuous ones.
In such cases, we assigned users their most likely ethnicity. The final independent variable is

4 One hundred and twenty-three of the unique names in the platform data contained special symbols
(�,
Q

, etc.) and could therefore not be matched with the DCR-data. The appearance of these sym-
bols is probably caused during the transition from the platform to Excel. There does not seem to be a
relation between the ethnicity of the renter and these symbols (two examples: ‘G�@khan’ and
‘Mari�’lle’). Among the remaining 37 names that could not be matched non-native Dutch names
seem to be overrepresented (‘Dzahid’ and ‘Carone’), but there are also names that are more likely to
belong to native-Dutch renters (‘Juergen’ and ‘Paulpeter’).
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the cumulative request count of the renter, which is the total number of requests made by
the renter at the time of the request, including the current request.

3.3 Control variables

We included all other information visible to motorcycle owners: the price and duration of
the rental, the number of years a renter had been a member on the platform and the age and
gender of the renter,5 whether the renter had a profile picture and a linked Facebook ac-
count. We included the same information about owners and we also added the following
control variables related to the motorcycles: weight, engine displacement (cc), power (hp),
age of the motorcycle in years and the number of positive and negative ratings of the motor-
cycle. We also included the total number of requests submitted by a renter, to account for
differences in the tendency to submit a new request.6 The final control variable is time. As
requests are not evenly distributed over time, with peaks in summer months and virtually no
activity in winter, we operationalize time by the total number of completed requests at the
time of the new request (divided by 1000).

3.4 Analytical strategy

The data have a cross-classified structure: requests are nested within renters and owners, but
renters and owners are not nested within each other: the same renter interacts with multiple
owners and vice versa. To test the hypotheses, we ran a cross-classified multilevel linear proba-
bility model with as dependent variable a dummy variable indicating whether the request was
accepted or not. We used a Bayesian estimator with two MCMC (Markov Chain Monte
Carlo) chains and non-informative priors in Mplus (Muthén and Muthén, 2017). We used the
default convergence criterion of Mplus (Proportional Scale Reduction factor lower than 1.1).
We used 50 000 iterations of which the first half is considered a burn-in phase.

We included random intercepts for renters and owners in all analyses. In the second and
third models, we added random slopes for reputation. We used full information maximum
likelihood (FIML) to deal with missing values. This method includes partial information in
observations with missing values, which allowed us to use all available information (Collins
et al., 2001).

In the first model, we included the renter’s ethnicity and reputation to check if there is in-
deed inequality between renters of different ethnicity, and to see if reputation increases trust.
We control for the total number of requests submitted by the renter in all models. To the sec-
ond model, we added the interaction between the renter’s ethnicity and reputation to test if
renters with a better reputation are discriminated less, testing Hypothesis 1. The third model

5 We apply the same methodology to estimate the gender of the users as for estimating their ethnicity.
6 We tested if past experiences at the platform affected renter’s tendency to submit another request

using a cross-classified multilevel logistic regression with the dependent variable indicating whether
a renter submitted at least one more request after the current one. The renter’s ethnicity, the fraction
of previous successful requests and the interaction between the two are included as independent
variables. We found that renters who have experienced more rejections are indeed more likely to
file a new request (b ¼ �1.307, 95% confidence interval ¼ �1.400, �1.215). Moreover, we found that
the interaction between the historical success rate and the renter’s ethnicity is significant and nega-
tive (b ¼ �0.043, 95% confidence interval ¼ �0.091, �0.003). That means that even though renters
who submit another request tend to have a lower success rate than renters who do not file another
request, this is less so for non-native Dutch renters than for native Dutch renters.
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included the renter’s reputation and ethnicity, which is interacted with the cumulative re-
quest count of the renter, testing Hypothesis 2.

We ran the same models with and without control variables. We ran the models in sev-
eral steps. First, we only included variables at the level of the transaction (Level 1). We then
removed insignificant variables before adding renter- and owner-level variables (Levels 2
and 3). We also removed insignificant variables before adding cross-level interactions, ex-
cept when we were testing cross-level interactions between insignificant variables.

4. Results

4.1 Descriptive statistics

Figure 2 shows the relationship between the acceptance rate and the renter’s ethnicity.
Requests from renters with more Dutch-sounding names are accepted more often. Native
Dutch requesters are about twice as likely to receive a positive response as non-native Dutch
requesters.

Figure 3 shows the relationship between a renter’s reputation and the probability that a
request is accepted. Having more positive ratings seems to have a positive effect on the ac-
ceptance rate, both for native Dutch and non-native Dutch renters (panel A). Having nega-
tive ratings seems to be detrimental for the probability to receive trust, especially for non-
native Dutch renters (panel B). A note here is that there are no non-native Dutch renters
with more than five positive ratings, suggesting that indeed they have a harder time estab-
lishing a reputation.

Figure 4 shows how the accept rate changes with every request filed for renters of differ-
ent ethnicity. Only renters who have submitted five or more requests are included to control
for the changing composition of the sample, which may, for example, be caused because
renters who were previously unsuccessful are more likely to submit another request.7
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Figure 2 Average fraction of requests accepted, by renter’s ethnicity. Each point represents 100

requests.

7 The figure looks similar when including only renters who submitted at least three or seven requests.
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Per renter, we randomly drew one request in order to account for individual differences in
the probability that their request is accepted due to characteristics other than ethnicity. The
figure is based on the average acceptance rate for 500 draws. The figure shows the accep-
tance chances for every request filed for native Dutch (n ¼ 255) and non-native Dutch rent-
ers (n ¼ 87). The ethnic gap is again visible: native Dutch renters seem to have a higher
probability of getting a positive response than non-native Dutch renters. The figure shows
an increase in the probability that a request was accepted with every additional request filed.
Crucially, the acceptance rates of native and non-native Dutch renters do not converge.
Apparently, the reputation system is not able to overcome persistently lower acceptance
rates of minority requesters.
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4.2 Regression results

Table 2 contains the results from the regressions without control variables and Table 3 the
results with control variables. We find that requests from renters with more Dutch-sounding
names have a higher probability of being accepted by the owners (Table 2, Model 1). This
gap is persistent even when control variables are added (Table 3, Model 4).

We also find that having more positive ratings increases the probability of getting a posi-
tive response (Table 2, Model 1), and this effect is persistent when control variables are
added (Table 3, Model 4). Having more negative ratings does not affect the acceptance
probability, neither in the regressions without control variables (Table 2, Model 1), nor in
the models with control variables (b ¼ �0.031, 95% confidence interval: �0.089, 0.026,
P ¼ 0.140).

We expected that the ethnic gap would be smaller for renters with more and positive
ratings (Hypothesis 1), but we do not find evidence for this in either the regression mod-
els with or without controls (Tables 2 and 3, Model 2 and 5). The findings suggest that
having more positive ratings is equally beneficial for native Dutch and non-native Dutch
renters. This implies that the ethnic gap does not become smaller once renters have
ratings.

To test Hypothesis 2, we examine changes in the ethnic gap with every request filed by a
renter. The results of this analysis are shown in Table 2, Model 3 (without controls) and
Table 3, Model 6 (with controls). We find that the probability that a request is accepted
increases with the number of requests a renter has already filed. However, we do not find
that there is a difference between renters with Dutch-sounding names and non-Dutch sound-
ing names in extent to which the probability that a request is accepted changes with the
number of requests done by that renter. This means that the disadvantage non-native Dutch
renters have vis-a-vis native Dutch renters does not decrease as they file more requests. This
leads us to reject Hypothesis 2.

4.3 Robustness checks

When using a logistic regression instead of a linear probability model, there are only minor
differences with the results in Tables 2 and 3. The coefficient of the number of negative rat-
ings in Model 2 is insignificant when using a linear probability model, but is negative and
significant when using a logistic regression. The interaction between having negative ratings
and the ethnicity of the renter in Model 5 is significant and positive when using a logistic
regression. This means that non-native Dutch renters suffer more from negative ratings.
When using a logistic regression, the positive effect of having positive ratings disappears in
Model 6.

In the main analyses, we operationalized reputation as the number of positive and
negative ratings. When reputation is operationalized as having no ratings versus one or
more ratings the results do not change. When taking the natural logarithm of the number of
ratings, the coefficient of the interaction between the ethnicity of the renter and the number
of negative ratings a renter has is positive and significant in the model with control variables,
which means that non-native Dutch renters experience more negative effects of having nega-
tive ratings. The other results remain the same.

Excluding non-responses (i.e. requests that are neither accepted nor rejected) from the
analyses does not affect the results.
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4.4 Control variables

Table 3 includes the coefficients of the control variables that were included in the main anal-
yses. We find that requests from older renters and from renters with a profile picture have a

Table 1 Descriptive statistics

Variable Level Nmiss Mean Standard

deviation

Minimum Maximum

Dependent variables

Accepted I 0 0.37 0.48 0 1

Declined I 0 0.34 0.47 0 1

No response I 0 0.29 0.46 0 1

Independent variables (renter characteristics)

Dutch ethnicity R 223 0.79 0.30 0 1

Number of positive ratings I 0 0.24 0.70 0 12

Number of negative ratings I 0 0.03 0.19 0 2

Request number I 0 2.84 2.75 0 27

Control variables

Number of rental days I 0 1.81 1.49 1 33

Motorcycle characteristics

Day price I 2 66.06 25.53 20.9 184.59

Number of positive ratings I 0 3.60 6.60 0 53

Number of negative ratings I 0 0.78 1.54 0 9

Age I 4 12.83 7.47 0 61

Weight I 189 217.97 40.53 93 585

Engine displacement (CC) I 12 865.24 269.13 113 2294

Horsepower (HP) I 0 87.74 29.99 10 173

Renter characteristics

Age I 2 35.56 10.81 20 80

Member number of years I 0 0.20 0.36 0 2.12

Female R 191 0.12 0.31 0 1

Profile picture (%) R 0 0.61 0.49 0 1

Facebook verification R 0 0.26 0.44 0 1

Cumulative total number

of requests (per 1000)

I 0 3.59 2.07 0.00 7.18

Owner characteristics

Number of positive ratings I 0 2.31 3.67 0 33

Number of negative ratings I 0 0.16 0.50 0 6

Age I 2 35.74 10.21 18 73

Member number of years I 0 0.64 0.53 0 2.29

Dutch ethnicity O 142 0.85 0.22 0 1

Female O 117 0.08 0.25 0 1

Profile picture (%) O 0 0.81 0.39 0 1

Facebook verification O 0 0.37 0.48 0 1

Note: Variables are measured at the level of the interaction/request (I), renter (R) or owner (O).
Requests ¼ 7181.
Nrenters ¼ 2896.
Nowners ¼ 851.
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higher probability of being accepted, while requests from female renters and renters who
have verified their Facebook account are less likely to be accepted. Native Dutch, female and
older owners, as well as owners with a profile picture accept more requests. Owners who
have been a member for a longer time and owners who have verified their Facebook account
are less likely to accept a request. Requests for longer rental periods and for motorcycles
with a higher number of negative ratings are accepted more often.

Requests for older motorcycles have a lower probability of being accepted. The probabil-
ity that a request is accepted decreases over time. The probability that a request is accepted
does not vary with the number of rental days.

Table 3 does not include the coefficients for insignificant control variables at the request
level, which were removed before adding higher level control variables. Table B1 in
Appendix B shows the model with all request-level control variables. We found that the day

Table 2 Results of the multilevel cross-classified linear probability model of outcome of the

request: accepted (0/1) without control variables

Independent variables Model 1 Model 2 Model 3

Intercept 0.321***

(0.288, 0.352)

0.331***

(0.285, 0.364)

0.385***

(0.337, 0.435)

Main effects

Renter Dutch ethnicity 0.144***

(0.117, 0.175)

0.137***

(0.107, 0.185)

0.161***

(0.113, 0.205)

Renter number of positive

ratings (ref. cat. ¼ no reviews)

0.058***

(0.042, 0.073)

0.070***

(0.041, 0.113)

–

Renter number of

negative ratings

0.002

(�0.053, 0.057)

�0.032

(�0.149, 0.052)

�

Renter request number – – 0.041***

(�0.045, �0.037)

Interactions

Renter Dutch � Renter

number of positive ratings

– �0.007

(�0.062, 0.025)

–

Renter Dutch � Renter

number of negative ratings

– 0.049

(�0.044, 0.207)

–

Renter Dutch � Renter

request number

– – �0.003

(�0.014, 0.006)

Control variables

Renter total number

of requests

�0.024***

(�0.026, �0.021)

�0.025***

(�0.028, �0.022)

�0.041***

(�0.045, �0.037)

Residual variance renter-level 0.001***

(0.000, 0.003)

0.002***

(0.000, 0.005)

0.007***

(0.002, 0.015)

Residual variance owner-level 0.039***

(0.033, 0.046)

0.039***

(0.033, 0.046)

0.042***

(0.035, 0.049)

n 7181 7181 7181

Note: 95% confidence interval in parentheses.
*Indicates significance at P ¼ 0.05 (one-tailed tests).
**Indicates significance at P ¼ 0.01 (one-tailed tests).
***Indicates significance at P ¼ 0.001 (one-tailed tests).
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Table 3 Results of the multilevel cross-classified linear probability model of the outcome of the

request: accepted (0/1) with control variables

Independent variables Model 4 Model 5 Model 6

Constant �0.104*

(0.000, 0.206)

0.078

(�0.019, 0.174)

0.068

(�0.033, 0.173)

Main effects

Renter Dutch ethnicity 0.138***

(0.108, 0.169)

0.135***

(0.095, 0.170)

0.144***

(0.100, 0.191)

Renter number of positive ratings

(ref. cat. ¼ no ratings)

0.028**

(0.011, 0.045)

0.034

(�0.015, 0.072)

0.028**

(0.010, 0.046)

Renter number of negative ratings – �0.111*

(�0.201, 0.002)

–

Renter request, number 0.034***

(0.028, 0.040)

0.036***

(0.030, 0.043)

0.036***

(0.027, 0.044)

Interactions

Renter Dutch � Renter, number of

positive ratings

– �0.003

(�0.051, 0.047)

–

Renter Dutch � Renter, number of

negative ratings

– 0.119

(�0.023, 0.207)

–

Renter Dutch � Renter request,

number

– – �0.001

(�0.011, 0.007)

Control variables

Rental characteristics

Number of rental days 0.002

(�0.005, 0.009)

0.002

(�0.005, 0.009)

0.002

(�0.005, 0.009)

Cumulative total number of

interactions (per 1000)

�0.017***

(�0.024, �0.010)

�0.017***

(�0.024, �0.010)

�0.017***

(�0.024, �0.009)

Renter characteristics

Renter total number of requests �0.039***

(�0.043, �0.035)

�0.040***

(�0.044, �0.036)

�0.039***

(�0.043, �0.035)

Renter female �0.037*

(�0.072, �0.001)

– –

Renter has profile picture 0.056***

(0.032, 0.082)

0.056***

(0.033, 0.082)

0.057***

(0.032, 0.081)

Renter has Facebook verification �0.035**

(�0.061, �0.010)

�0.036**

(�0.060, �0.012)

�0.037**

(�0.062, �0.011)

Renter age 0.001**

(0.000, 0.002)

0.001**

(0.000, 0.002)

0.001**

(0.000, 0.003)

Owner characteristics

Owner Dutch ethnicity 0.138***

(0.108, 0.169)

� �

Owner age 0.005***

(0.004, 0.007)

0.005***

(0.004, 0.007)

0.005***

(0.004, 0.007)

Owner member, number of

years

�0.071***

(�0.102, �0.040)

�0.073***

(�0.104, �0.042)

�0.073***

(�0.103, �0.042)

Owner female 0.025

(�0.039, 0.091)

– –

continued
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price, weight, engine displacement (cc) and power of the motorcycle, duration of the mem-
bership of the renter, reputation of the owner and the number of positive ratings of the
motorcycles do not affect the probability that a request is accepted.

4.5 Exploratory analysis

To better understand the mechanisms leading up to those the findings, we explored a num-
ber of potential explanations. First, we explored whether owners on the platform indeed
place more trust in renters who have the same ethnicity as they have (homophily).
Homophily is treated as a behavioral outcome measure here, since we do not have informa-
tion about the mechanisms leading to this outcome. In another set of cross-classified linear
probability models with the acceptance of requests as dependent variable, we included the
difference between the renter’s ethnicity and the owner’s ethnicity (i.e. the difference in the
extent to which their names sound native Dutch) as the independent variable. We also in-
cluded the renter’s ethnicity to see whether the distance between the ethnicity of the renter
and the owner explains all of the discrimination.

The results of these regressions are given in Table 4, Model 7. When the renter and
owner are of the same ethnicity, the probability that the request is accepted is higher.
However, even when controlled for the difference between the owner’s and renter’s ethnic-
ity, requests from renters with non-Dutch sounding names are accepted less often. This
means that homophily is not the only explanation for the ethnic gap. Besides a preference
for renters who have the same ethnicity as they have, non-native Dutch owners also have a
preference for native Dutch renters. Table 5 shows the acceptance rates of different combi-
nations of renters and owners. It seems that the homophily effect is mostly present for native
Dutch owners and owners of Turkish ethnicity.

Table 3 Continued

Independent variables Model 4 Model 5 Model 6

Owner has profile picture 0.140***

(0.086, 0.195)

0.126***

(0.073, 0.178)

0.126***

(0.075, 0.177)

Owner has Facebook

verification

�0.030

(�0.068, 0.009)

– –

Motorcycle characteristics

Motorcycle age �0.003**

(�0.006, �0.001)

�0.003**

(�0.006, �0.001)

�0.003**

(�0.006, �0.001)

Motorcycle, number of negative

ratings

0.013*

(0.001, 0.025)

0.013*

(0.001, 0.025)

0.013*

(0.001, 0.025)

Residual variance renter-level 0.002***

(0.000, 0.005)

0.004***

(0.001, 0.009)

0.004***

(0.000, 0.012)

Residual variance owner-level 0.035***

(0.029, 0.042)

0.035***

(0.029, 0.042)

0.035***

(0.029, 0.042)

Observations 7181 7181 7181

Note: 95% confidence interval in parentheses.
***P< 0.001,
**P< 0.01,
*P< 0.05 (one-tailed test).
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Second, we explored if renters without Dutch-sounding names indeed receive fewer rat-
ings. Using a linear regression of the number of ratings per filed request on the renter’s eth-
nicity shows that this is indeed the case. Per request, renters with completely Dutch-
sounding names receive 0.18 ratings more than renters with names that do not sound Dutch

Table 5 Number of accepted requests and acceptance rate (in parentheses) per renter-owner

ethnicity combination

Owner, n (%)

Dutch Moroccan Turkish Other Total

Renter Dutch 2123

(39.9)

61

(33.7)

50

(32.7)

134

(46.2)

2296

(39.7)

Moroccan 174

(24.5)

16

(21.1)

16

(30.8)

13

(26.5)

203

(24.3)

Turkish 114

(28.6)

11

(33.3)

7

(36.84)

9

(33.3)

137

(29.3)

Other 107

(24.1)

5

(16.7)

1

(7.1)

16

(38.1)

134

(24.7)

Total 2395

(36.8)

88

(29.2)

73

(30.5)

176

(41.8)

2626

(36.6)

Table 4 Results of the exploratory analyses

Independent variables Model 7: DV ¼ accepted Model 8: DV ¼ accepted

Intercept/threshold 0.363***

(0.311, 0.417)

0.344***

(0.305, 0.386)

Main effects

Distance ethnicity �0.063**

(�0.115, �0.012)

–

Renter Dutch 0.109***

(0.059, 0.158)

0.143***

(0.103, 0.182)

Experience owner – �0.019***

(�0.028, �0.011)

Interaction effect

Renter Dutch � experience owner – 0.002

(�0.005, 0.009)

Variance intercept renter-level 0.002***

(0.001, 0.007)

0.003***

(0.000, 0.007)

Variance intercept owner-level 0.040***

(0.034, 0.048)

0.048***

(0.040, 0.058)

n 7181 7181

Note: 95% confidence interval in parentheses.
*Indicates significance at P ¼ 0.05 (two-tailed tests).
**Indicates significance at P ¼ 0.01(two-tailed tests).
***Indicates significance at P ¼ 0.001 (two-tailed tests).
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at all (b ¼ 0.181, z ¼ 7.34, P < 0.001). This difference is entirely caused by the difference in
acceptance rate between renters with the Dutch ethnicity and renters with other ethnicity, as
renters with less Dutch-sounding names receive slightly more ratings per accepted request (b
¼ �0.055, z ¼ �2.05, P ¼ 0.041). There is a significant difference in the number of stars
owners rate renters of different ethnicity with: compared to names that are completely native
Dutch, renters with non-native Dutch names on average get ratings that are 0.13 points
lower [b¼0.134, 95% confidence interval ¼ (0.058, 0.207), P < 0.001].

Lastly, we explored whether more experienced owners behave differently than less experi-
enced owners. Since there are very few cases in which the renter turns out to be untrustworthy
(as reflected in the extremely high reputation scores and the low frequency of insurance
claims), we would expect that more experienced owners are better able to select the relevant
information for assessing the trustworthiness of the renter. Hence, we expect that more experi-
enced owners trust more and discriminate less. To test this hypothesis, we ran a multilevel lin-
ear probability model with the outcome of the request (accepted or not) as the dependent
variable. We included the renter’s ethnicity and the number of completed transactions of the
owner, as well as the interaction between the two. The results of this regression are in Table 4,
Model 8. We find that more experienced owners are less likely to accept a request, and that
they are not less likely to discriminate. This suggests that more experienced owners are more
selective, possibly because they receive more requests in general.

5. Discussion

Reputation systems are often proposed as the most promising solution to (ethnic) discrimi-
nation in online markets (Abrahao et al., 2017; Cui et al., 2019; Ert et al., 2016;
Mohammed, 2017; Tjaden et al., 2018). In the current article, we argue that reputation sys-
tems fail to solve discrimination except in cases where minorities have little problem finding
a transaction partner to begin with. Using simulations, we develop a new argument about
the interplay between discrimination and reputation systems. We argue that reputation sys-
tems may sustain inequality between renters with different ethnic backgrounds, even when
discriminated renters can compensate their initial disadvantage with reputation. According
to our theory, reputation systems may reproduce the biases of its users: only individuals
who are given the opportunity to participate in interactions can accumulate ratings.

Previous research concluded that reputation systems decrease inequality. We tested if this
hypothesis is still supported when taking into account that the reputation formation process
may reproduce existing biases. To this end, we drew on data from a Dutch motorcycle-shar-
ing platform. We find instead that the reputation system fails to reduce the ethnic gap. The
difference between majority and minority members in the likelihood of having a request
granted persists even for renters with positive ratings. Regardless of the reputation of the
renter, requests from renters with an ethnic minority background are less likely to be ac-
cepted. We show that this decreases their probability of getting a (positive) rating, which in
turn further decreases their chances to participate in future interactions. This implies that,
contrary to what has been assumed in previous research, reputation systems may reproduce
the biases of its users and therefore that the extent to which they may reduce inequality is
limited.

We argue that our research setting allows for a particularly clean test of the hypothesis
that reputation systems may increase discrimination, given that it involves a clear trust
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problem. The platform we studied is an exemplary case of a sharing platform in which con-
sumers grant each other temporary access to underutilized physical assets (Frenken and
Schor, 2017). The platform is similar to many other sharing platforms in its procedures to
match providers to consumers, the institutions in place that stimulate trust formation (e.g.
secure payment system, insurances) and the risks that owners and renters encounter.
Moreover, rather than investigating the effect of ethnicity and reputation on the number of
clicks an offer receives or on a proxy of the number of bookings, we had access to a com-
plete data set of all interactions that ever occurred on the platform. Our data set contains
data on real and complete user profiles, which allowed us to study a more natural setting
than in lab experiments where user profiles are constructed by the researchers.

A limitation of our test of the theory is that there are only very few ethnic minority rent-
ers with many positive ratings on the platform we studied. This limits the possibility to test
to what extent reputation may compensate for the initial disadvantage of these renters. At
the same time, this limitation in itself serves as a proof of our argument: we predicted that
ethnic minority renters are less likely to obtain ratings, which is reflected in the low number
of ethnic minority renters with many positive ratings.

Our contribution to the literature on discrimination and reputation is two-fold. First, we
reevaluated the claim that if objective information derived from third parties (positive rat-
ings) is available, in-group preferences no longer matter for acceptance rates or are at least
significantly reduced (Abrahao et al., 2017; Cui et al., 2019; Laouénan et al., 2017; Tjaden
et al., 2018; Ert and Fleischer, 2019). Although reputation is beneficial both for native ethnic
majority and ethnic minority renters, we do not find evidence for this ‘compensation hypoth-
esis’ (Hypothesis 1). Motorcycle owners may generally attach more non-material value to
their motorcycles than users of other platforms to their shared possessions, as the quotes in
the introduction suggest. This may strengthen the preference for renters with specific charac-
teristics, as owners may simply prefer not to have certain renter with certain characteristics
ride their bike (their ‘baby’), regardless of how trustworthy that renter has proven to be.
Another explanation for why we do not find this ‘compensation effect’ may be that reputa-
tion information is not the type of information that owners are looking for. While reputa-
tion information did not decrease the ethnic gap, other types of information may succeed in
doing so. A final explanation for the lack of support for Hypothesis 1 (‘compensation effect’)
is that the discrimination on this platform may not be statistical (i.e. caused by a lack of in-
formation), but based on other motives. As opposed to statistical discrimination, taste-based
discrimination refers to a preference for certain characteristics over other characteristics,
without an underlying expectation of qualities related to these characteristics (Becker,
1957). If discrimination is not caused by a lack of relevant information, providing more or
better information is not expected to decrease discrimination. This reasoning could also ex-
plain why more experienced owners do not discriminate less.

Second, and more importantly, we argued that rating systems may fail to overcome
inequalities caused by discriminatory tendencies, even in the presence of a compensation ef-
fect. While past field experiments convincingly show that ethnic background is less of a de-
terminant of success on online platforms among users with profiles that contain (artificially
created) positive ratings than among profiles lacking such ratings, we emphasize that groups
that are discriminated against are less likely to obtain positive ratings in the first place, pre-
cisely because they are less likely to be accepted. Our simulation model shows that, as a re-
sult, the ethnic gap in acceptance chances may actually grow rather than recede within
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empirically reasonable time spans. Even if ethnic minority users can compensate their initial
disadvantage with a good reputation, initial differences between (ethnic) groups may be sus-
tained due to a process of cumulative advantage. Evidence of similar cumulative advantage
processes has been found in a wide variety of fields, such as education and poverty (Diprete
and Eirich, 2006). Our data-set provides a unique opportunity to assess the dynamic process
in which initial inequalities may be reproduced, because we observe complete trajectories of
acceptance rates of individual users, across all their interactions on the platform. While we
find that reputation benefits renters of all ethnicities, we show that with time the reputation
system maintains the disadvantage of ethnic minority renters.

This is important knowledge in the light of efforts to mitigate discrimination in the rap-
idly growing platform economy. The emphasis on an experience of ‘personal contact’
through revealing personal details by peer-to-peer market platforms has the unintended con-
sequence of opening the door to discrimination based on precisely this personal information,
and our results indicate that the effectiveness of ‘institutional’ solutions as implemented by
platforms to mitigate such discrimination may be limited. In particular, practitioners should
be aware of the possibility that reputation systems may exacerbate rather than reduce
inequalities between users with different (ethnic) backgrounds. While reputation systems
may improve the chances for some individuals to participate on the platform, they may, as
an unintended consequence, reduce the chances for others. Platforms that aim to reduce dis-
crimination should not only make their reputation system more effective, they should also
reduce initial differences between users with different backgrounds, and help first-time users
to acquire their first rating, especially if a user belongs to a group that is discriminated
against on the platform.
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Appendix A: Simulations

Table A1 shows the parameter settings used in the simulations.

Simulation results

Figure A1 shows the relation between the ethnic gap and the input parameters over the
rounds, averaged over all levels of the other parameters. Especially the lines in the graph of
the initial level of trust in the ethnic minority are interesting. At low levels of trust, inequality
increases over the rounds, while at higher levels of trust, the ethnic gap becomes smaller
over the rounds. Discrimination has a positive effect on the ethnic gap, but does not affect
the change in the ethnic gap over the rounds. The lines of the importance of reputation and
the compensation effect are more or less horizontal and at the same level, which means that
they do not affect the (change in) the ethnic gap.

Table A1 Parameter settings used in the simulation

Parameter Values tested

Number of rounds t ¼ 10

Number of renters i ¼ 2

Initial level of trust in majority G 2 f�2;�1; 0; 1; 2g
Discrimination D 2 f1; 2g
Importance of reputation R 2 f0:5; 1; 1:5; 2g

Compensation effect C 0:0; 0:1; 0:2; 0:3; 0:4; 0:5;
0:6; 0:7; 0:8; 0:9; 1:0

8<
:

9=
;
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The results of a regression analyses with the ethnic gap as the dependent variable and the
parameters and round number as independent variables are in Table A2. The ethnic gap is
defined as the absolute difference in the probability that minority and majority renters are
accepted. The average acceptance probability across all 1000 iterations is calculated using a
logistic regression for every combination of the input parameters, and is used as input in the
regression models in Table A2.
We added the interaction between round number and the four parameters one-by-one to in-
vestigate which parameters have the strongest influence on the change in the ethnic gap. The
results of these regressions are in Table A2. As we would expect, the coefficients of the initial
level of trust in minority renters and compensation effect are negative, which means that the
ethnic gap is smaller when these variables have higher values.
The results do not change when operationalizing the ethnic gap as the odds ratio of accep-
tance between minority and majority renters. While a stronger compensation effect closes
the ethnic gap somewhat, the magnitude of the effect is limited. More discrimination leads
to a wider ethnic cap. The importance of reputation does not affect the absolute ethnic gap,
but turns negative when operationalizing the ethnic gap as the relative difference between
minority and majority renters.
The coefficient of the round number is negative, which indicates that on average the ethnic
gap decreases over time. However, this change in the ethnic gap between round 1 and round
10 is negligible because the size of the change is very small. In the first round, the average
probability that ethnic majority renters are trusted is 22.3 percentage points higher than the
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Figure A1 Simulation results: change in the ethnic gap (difference in the probability that ethnic major-

ity and minority renters are trusted) over the rounds.
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probability that ethnic minority renters are trusted. In the last round this gap is 22.2 percent-
age points. When operationalizing the ethnic gap as odds ratio, the effect of round number
is also minimal.
The negative coefficient of the interaction between the round number and the initial level of
trust in ethnic minority renters indicates that for low levels of trust the ethnic gap increases
over the rounds. For higher initial trust levels this effect is reversed: the ethnic gap decreases
over time. This can be explained by a combination of factors. When initial trust increases, it
becomes easier for ethnic minority renters to acquire ratings and to profit from their reputa-
tion. However, a higher initial trust rate also implies that there is less room for an increase
in inequality as the maximum probability that a request accepted is fixed. The coefficients of
the interactions between the round number and the other three parameters are very small, so
they have a minimal effect on the change in the ethnic gap over time.

Table A2 Results of a linear regression with the ethnic gap (difference in probability that

majority and minority renters are trusted) as the dependent variable

Model 1 Model 2 Model 3 Model 4 Model 5

Main effects

Round number �0.002 �0.002 �0.002 �0.002 �0.002

(0.001) (0.001) (0.001) (0.001) (0.001)

Initial level of trust in minority

renters (G—D)

�0.074

(0.002)

0.064

(0.004)

�0.074

(0.002)

�0.074

(0.002)

�0.074

(0.002)

Discrimination (D) 0.060

(0.002)

0.060

(0.002)

0.054

(0.005)

0.060

(0.002)

0.060

(0.002)

Importance of reputation (R) 0.001

(0.002)

0.001

(0.002)

0.001

(0.002)

0.009

(0.005)

0.001

(0.002)

Compensation (C) �0.013

(0.002)

�0.013

(0.002)

�0.013

(0.002)

�0.013

(0.002)

�0.005

(0.005)

Interactions

Round � initial level of trust in

minority renters

– �0.025

(0.001)

– – –

Round � discrimination – – 0.001

(0.001)

– –

Round � importance reputation – – � �0.001

(0.001)

�

Round � compensation – – – – �0.001

(0.001)

Constant 0.250 0.250 0.250 0.250 0.250

(0.005) (0.004) (0.005) (0.005) (0.005)

Observations 4400 4400 4400 4400 4400

R2 0.370 0.528 0.371 0.371 0.371

Notes: The following variables are standardized: initial level of trust, discrimination, reputation, compensation.
Standard errors in parentheses. A positive number indicates a larger ethnic gap. Based on simulated data
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Appendix B: Additional regression results

Table B1 Results of the multilevel cross-classified linear probability model of outcome of the

request on the motorcycle rental platform: accepted (0/1) with request level control variables

Independent variables Model 1

Threshold 0.133**

(0.034, 0.302)

Main effects

Renter, number of positive ratings (ref. cat. ¼ no ratings) 0.037***

(0.020, 0.055)

Renter, number of negative ratings �0.031

(�0.089, 0.026)

Renter request, number �0.009***

(�0.014, �0.004)

Control variables

Rental characteristics

Number of rental days 0.008*

(0.001, 0.015)

Cumulative total number of interactions (per 1000) �0.007*

(�0.015, 0.001)

Renter characteristics

Renter age 0.003***

(0.002, 0.004)

Renter member, number of years 0.008

(�0.025, 0.041)

Owner characteristics

Owner, number of positive ratings �0.002

(�0.007, 0.004)

Owner, number of negative ratings �0.027

(�0.060, 0.007)

Owner age 0.006***

(0.004, 0.008)

Owner member, number of years �0.069***

(�0.103, �0.035)

Motorcycle characteristics

Day price 0.000

(�0.002, 0.001)

Motorcycle, number of positive ratings 0.002

(�0.001, 0.005)

Motorcycle, number of negative ratings 0.016*

(0.001, 0.031)

Motorcycle age �0.003*

(�0.006, 0.000)

Motorcycle weight 0.000

(�0.001, 0.000)
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Table B1 Continued

Independent variables Model 1

Motorcycle CC 0.000

(0.000, 0.000)

Motorcycle HP 0.000

(�0.001, 0.001)

Variance intercept renter-level 0.002***

(0.001, 0.005)

Variance intercept owner-level 0.042***

(0.035, 0.050)

n 7181

Note: 95% confidence interval in parentheses.
***P < 0.001,
**P < 0.01,
*P < 0.05 (one-tailed tests).
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