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Abstract. This research investigates in how far AI methods can support
the prediction of bed occupancy in hospital units based on individual
patient data. We combine process mining and a Deep Spatial-Temporal
Graph Modeling algorithm and show that this improves the performance
of the prediction over existing approaches. To improve the model even
more it is extended with knowledge available from patient records, like
the day of the week, the time of the day, whether it is a vacation day or
not and the amount of emergency cases per data point.

1 Introduction

Hospitals are more and more dealing with waits, delays and cancellations [8].
Sometimes hospitals can also get overflows of patients, which means that a hos-
pital cannot handle the number of patients coming into that hospital anymore.
Those problems used to be solved by adding more resources [10], such as beds,
equipment or more staff. Nowadays those problems cannot be fixed that easily
by adding resources for economic reasons. Moreover, research states that adding
resources is not the best solution to the problem: instead literature shows that
the focus should be on analysing how the patient moves through a hospital and
optimising the capacity of bed occupancy.

When a patient goes to a hospital (s)he will follow a certain care pathway,
e.g. starting the pathway with the emergency room for a broken leg. Hereafter
the patient might need surgery, going to the operating rooms. After surgery (s)he
will go to the post-anesthesia care unit to recover, and so the pathway grows,
creating a so called patient flow through the hospital. According to research
understanding this patient flow is crucial for reducing the overflows in a hospi-
tal [4,9,10,24].

Along with analysing the patient flows, the bed capacity management needs
to be optimised as well. In a hospital there are a certain number of beds, though
not always all the beds can be used. This can have several reasons, such as
the absence of employees. For the hospital that we focused on, the beds are
distributed over seventeen different departments, such as Day Care Unit for
cancer, the General Care Unit hall B, the General Care Unit, the Post Anesthesia
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Care Unit level 3 or the Sleep Awake Unit, etc. The number of beds used on a
day is determined by the number of employees working on that department that
specific day. This means that each department has a number of beds available
for patients, which varies per day.

To address this problem, this paper attempts to answer whether we can
predict the bed occupancy of a hospital based on the previous and current occu-
pancy? To answer this main research question, this study is divided into four
sub-questions:

1. How to use Artificial Intelligence to find patient flows from patients in a
hospital?

2. What methods perform best to predict bed occupancy of a hospital?
3. Can we improve existing bed occupancy perdition by combining process min-

ing with a state-or-the-art forecasting algorithm?
4. Can we extend the forecasting model with domain knowledge in order to

improve the performance of predicting bed occupancy?

Section 2 will present the relevant literature. Next, Sect. 3 describes the data
that is used for this research, before the methodology of the different techniques
is presented in Sect. 4. The experimental setup and the corresponding results are
described in Sect. 5. The paper concludes in Sect. 6 with a discussion of the con-
tributions and some recommendations, as well as the limitations of this research.

2 Theoretical Framework

Capacity Management. To get a grip on the occupation of the beds in a hospital,
a hospital makes use of capacity management, which ensures that its capacity is
used in an efficient and effective manner. There are three different kinds of capac-
ity in a hospital; 1. Medical specialists, 2. Supporting personnel (e.g. nurses), 3.
Resources (e.g. equipment or rooms). This paper focuses on resource capacity.

To use the capacity in a hospital efficiently, one needs to take into account
the capacity management triangle. This triangle considers the variability, the
capacity and the service times [13]. The variability includes fluctuations in the
arrival times of a patient, the availability of the capacity and the duration of an
appointment. The capacity means that there is a certain capacity level and uti-
lization rate. The service times include waiting times, cancellations etc. Besides
the triangle, there are four elements that put pressure on the capacity manage-
ment; 1. Financial, 2. Institutional and social, 3. Clinical, 4. Professional [23].
By taking all of the mentioned above into account, the capacity management
critically contributes to the effectiveness of a hospital.

Patient Flow. Investigating patient flows in hospitals is an important challenge
for capacity management of hospitals. According to Walley and Steyn, around
60/70% of the patients in a hospital bed is getting active treatment and 40/30%
of the patients in a hospital bed are waiting to see a doctor or they are waiting
to get a sign that they are allowed to go home [26]. This poor patient flow
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is accompanied by eight problems according to Villa, Barbieri and Lega [23]:
1. There are not enough supplies, 2. Patients must wait for a long time, 3.
Bottlenecks, 4. Resources that are not used in an efficient way, 5. Patients need
to stay for a long time in hospitals, 6. Not a lot of productivity, 7. Clinical
settings that are used inappropriate, 8. The variability of the workload.

A successful tool developed by Domova et al. visualises the patient flows in
order to help the hospital improve and optimise the services that they offer [5].
Analysing patient flows is also successfully used for hospital planning [11] to
improve the quality of the healthcare network. Another research that uses patient
flows is a simulation model that is used to analyse the patient flows in a hospital
in Hong Kong [20].

Forecasting Methods. Most current methods to predict the number of occu-
pied beds in hospital use Support Vector Machines (SVM) [3,7], claiming that
SVM are among the best algorithms for bed occupancy prediction in hospitals.
More recently, neural networks are used for predictions [6,19,25], outperforming
older algorithms they used. However, in those articles the research focuses on all
departments as individuals, ignoring the relations and flows between the differ-
ent departments. In this study, we considered a different prediction model, called
Deep Spatial-Temporal Graph Modeling algorithm, which is currently used to
predict traffic flows [28], and applied it to predict bed occupancy.

3 Data

For this study, data from a Dutch hospital was used. For every patient the
actions or treatments that (s)he underwent is saved in an Electronic Health
Record (EHR) The EHR software that is used by this hospital is HiX (Healthcare
Information eXchange).

The dataset is retrieved from the EHR system with an SQL query that
states: which bed is occupied at which moment for the last six years and by
which patient. From this view an overview was created with two timestamps a
day, 10:00 and 16:00. For every occupied bed there is more information about
that patient collected, such as whether the patient was an emergency case, the
intake type (for a day or longer) and the patient origin (from home, another
hospital or somewhere else). First we performed data preprocessing and data
cleaning based on an exploratory data analysis.

Exploratory Data Analysis. In the original dataset the first timestamp in the data
is January, 1st 2016 and the last timestamp February, 11, 2022. On each day at
10:00 and at 16:00 an entry is created of which beds are occupied. This results in
857418 observations for 2.234 days. Because of relocation, with new departments
being created, and missing values (patients being still in the hospital) the time
range of the dataset is restricted to a range between 29-01-2017 and 01-01-2022.

We can see that there are 115971 different hospitalizations, for 61261 different
patients. This means that some patients are hospitalized multiple times in this
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period. After removing departments that are not of interest for this research
from the dataset, we obtain 110236 different hospitalizations for 60431 different
patients. Hereafter, we are deleting missing values and convert NaN values to
zero values if there are no patients in the hospital at that time.

The next step is to analyse the time series data. First we analysed trends,
or pattern that can be found in the data. The second component is seasonal-
ity, which means that there are (predictable) changes which occur every year.
Figures 1, 2 and 3 show original data, the trend and the seasonality. In Fig. 2
we can, first, see that in March 2020, the COVID-19 pandemic started, because
at this point large fluctuations in the number of beds that are occupied starts.1

Moreover, holidays in the Netherlands are visible in the Figure, leading to a
decreased number of occupied beds.2 Figure 3 shows seasonality in the data.
The seasonality in this data is that during weekdays the number of beds that
are occupied are higher than during the weekend. This is the case every week.
This can be explained since there are no appointments or surgeries scheduled
during the weekends.

Fig. 1. Plot with the original data

Fig. 2. Plot with the trend of the data

Fig. 3. Plot with the seasonality of the data

1 Despite these fluctuations, we still chose to keep the data from when the pandemic
started in the dataset, since COVID-19 is not completely gone yet, it is still possible
that there are patients with COVID-19 in the hospital.

2 We can see that during the Christmas holidays at the end of the year there is a
decrease in occupied beds in the hospital. This is recurring every year.
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4 Methods

The goal of this research is: Can we predict the bed occupancy of a hospital
based on the currency occupancy? To do this, first the patient flow method is
described, to solve the problem of finding the patient flows of the patients in a
hospital. Then, we take a closer look at forecasting algorithms to find the bnest
method to predict bed occupancy of a hospital.

4.1 Process Mining of Patient Flows

To determine the patient flow we apply process mining. Process mining is a
method that is used to extract processes and insights from event logs [22]. Event
logs are defined as: “A set of process instances or traces, each of which contains
a set of events. Events represent occurrences of process tasks or activities at a
certain point in time” [18]. The input for a process mining algorithm needs to
have three different elements [17], a unique identifier, a timestamp and a name
or description of the event.

In order to analyse the data using process mining, there are three different
techniques which are comprised by process mining [21], 1) Process discovery,
which discovers the processes behind the data, 2) Conformance checking which
checks if the model conforms the event log data, and 3) Process enhancement,
which tries to improve the process models. For this research we focus on process
discovery, which takes event logs as input and creates a model without any a pri-
ori information. There are several different algorithms for process discovery [21].

1. Alpha Miner finds processes based on relations and causalities in a process,
2. the heuristic miner finds common processes and handles noises, and
3. the inductive miner, a sound algorithm that finds common processes.

The process models that are created using those algorithms from the event log
data can be visualised in a directly follow graph (DFG) [14]. In the graph, each
activity is visualised as a node and each relation is visualised as an edge between
the nodes.

4.2 Forecasting Algorithm

Support Vector Machines. We use SVMs for regression in a variant called SVR,
which is supervised machine learning algorithm based on finding optimal hyper-
planes in a n-dimensional space, where n stands for the number of features or
independent variables. By adapting the hyperplanes to a maximum margin, the
error is reduced.

Deep Spatial-Temporal Graph Modeling. A forecasting method that takes into
account the relations between the different hospital units is the Deep Spatial-
Temporal Graph Modeling algorithm. Time series forecasting takes data of
observations over time into account [2] and predicts values based on a series of
historical observations. This algorithm takes a graph structure as input and takes
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spatial and temporal information into account [28]. The Deep Spatial-Temporal
Graph Modeling model creates an adjacency matrix which will develop over time
through training and node embedding. For an unweighted matrix the values are
1 or 0, where 1 means that the elements are connected and 0 means that the ele-
ments are not connected [27]. The weights in a matrix represent e.g. the strength
of an edge (or 0 if there is no link).

A graph neural network architecture is used to model the different node-levels
which are dynamic with the help of the relations between the different nodes.
The model is heavily used in forecasting traffic speed flows [15]. To capture the
relation between the spatial variables and the temporal variable they formally
used graph convolution networks (GCN) and transformed it into recurrent neural
networks (RNN).

For our research a different approach has been used, consisting of multiple
spatial-temporal layers and one output layer [28]. Before the data is entering
a spatial-temporal layer, the input data is transformed by a linear layer. After
the linear layer the data goes on to the Spatial-Temporal layers, in which the
first step is the Gated Temporal Convolution Module (Gated TCN), contain-
ing gating mechanisms where complex temporal dependencies in the data are
learned. The Graph Convolution Layer (GCN) works together with the previous
layer, the TCN layer, to keep the spatial-temporal dependencies of the data.
Each of the Spatial-Temporal layers is connected with the output layer by skip
connections [16].

Another component that is used is a stacked dilated 1D convolution com-
ponent, this makes it possible to create a receptive field which can keep track
of the amount of layers and increase exponentially with these number of lay-
ers. By using this algorithm the relation between the spatial and the temporal
components can be observed.

As a baseline we use a majority baseline, which always predicts the most
frequent class label in the dataset.

5 Experiments and Results

5.1 Modeling Hospital Patient Flows

In order to find the patient flows using process mining we used the Process
Mining for Python (PM4Py) framework. The heuristic miner algorithm of this
package is used acting on the Directly-Follows Graph and in this way the most
common processes are found. For this part of the experimental setup the heuristic
miner will be used to obtain the patient flows and visualise them. This algorithm
is chosen since this algorithm has the goal to obtain the most common flows,
which is what we want to obtain.

Results. Figure 4 shows the most common 0.0001% of the patient flows from the
(whole) hospital. This 0.0001% is chosen as otherwise the graph would be too
big to analyse, based on parameter tuning to keep overview small enough, while
still providing an idea of how many different patient flows there are.
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Fig. 4. 0.0001% most common patient flows in a hospital

The most common patient flows, are when patients are moving to another bed
on the same department. A second movement that frequently occurs is the flow
from the Cardiac Care Unit (Z3CC) to the Cardiology (Z2CA) unit. Another
patient flow that occurs often is patients that move from the Day Care Unit
(N4DO) to the Post Anesthesia Care Unit (N4SN).

Next to visualising the data we can also get a table with the most common
patient flows in a hospital. An observation is that the most frequent flows in the
department are from a department to itself, as visualised in Table 1. However
also a movement from the Cardiac Care Unit to the Cardiology unit happens
often in this timeframe.

Table 1. The 5 most common patient flows between two units

Number Patient flows

1 Day Care Unit –> Day Care Unit

2 Care Suites Unit –> Care Suites Unit

3 Acute Medical Unit –> Acute Medical Unit

4 Children Ward –> Children Ward

5 Post Anesthesia Care Unit level 4 –> Post Anesthesia Care Unit level 4

Table 1 shows the place in the top 5 and the respective patient flow in the
chosen time period. We can see that the patient flow is from Day Care Unit to
Day Care Unit, which means that the patient is laying on the Day Care Unit
and is moving to another bed in the time-frame. This happens 5062 times in
almost five years, which is the highest number of all the patient flows.

5.2 Forecasting Bed Occupancy

In order to investigate which forecasting algorithm is performing best in pre-
dicting bed occupancy in a hospital compared Support Vector Regression (SVR)
with the Deep Spatial-Temporal Graph Modeling algorithm and the baseline.
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For the SVR algorithm we use default settings, including an rbf kernel, the
gamma is scale and the probability is False. With the help of feature selection,
we use features: the hour of the day, emergency or not, intake type (e.g. is it for
a day or longer), and origin (e.g. from home or the emergency room) and the
timestamp.

For the Deep Spatial-Temporal Graph Modeling algorithm we also used the
default settings, i.e. only knowledge about the hour of the day. The sequence
length is set to seven3. The algorithm is trained for 100 iterations.

The data is divided into a training set (70%) and a test set of 30% of the data.
This experiment were evaluated by comparing Mean Absolute Error (MAE) [1]
and and Root Mean Squared Error (RMSE) [12]4.

For all values that are predicted for each datapoint of the test set, the MAE
and the RMSE are calculated. The mean of all those error scores is calculated
in order to find the error rate for each different algorithm. Each experiment is
repeated 20 times and the mean of the MAE and RMSE is calculated.

Results. In this subsection we show the results of the comparison between the
SVR algorithm, the baseline and the Deep Spatial-Temporal Graph Modeling
algorithms. In Table 2 the results of the forecasting with the different algorithms
are shown. Table 2 shows that the baseline, non surprisingly, that always predicts
random values has the highest MAE and RMSE scores. The second highest scores
for the MAE and RMSE are obtained by the SVR algorithm. This means that
the SVR algorithm is performing the second worst. Furthermore can we see that
the values for the MAE and RMSE scores for the majority baseline are better
than SVR, but worse than the mean Deep Spatial-Temporal Graph Modeling.
This means that the Deep Spatial-Temporal Graph Modeling algorithm has the
lowest error values for the MAE and RMSE and is performing the best.

Table 2. Different forecasting algorithms predicting the bed occupancy

Mean MAE Mean RMSE

SVR 2.7186 3.3218

Deep Spatial-Temporal Graph Modeling 1.9189 2.5711

Baseline majority 2.5133 2.9445

3 A prediction looks at the number of patients of the last week (seven days).
4

MAE = (
1

n
)

n∑

i=1

|Ft −Ai| RMSE =

√√√√(
1

n
)

n∑

i=1

(Fi −Ai)2 (1)

Where n is the number of observation, Ft is the predicted output value, At is the
actual output value and t is the time point the value is predicted for.
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5.3 Combining Patient Flows with A Forecasting Model

We now create a model that combines process mining and the Deep Spatial-
Temporal Graph Modeling algorithm. To investigate this model different inputs
for the Deep Spatial-Temporal Graph Modeling algorithm will be used, adjusting
the adjacency matrix based on what was learned during process mining.

We compared four different inputs for the model, an empty adjacency matrix,
where all values in the matrix are set to zero. The second input is an adjacency
matrix with all values set to zero except for the diagonal row, those values
are filled with ones. This diagonal input is chosen because of frequent flows
within departments. The third input is an adjacency matrix filled with random
values differing between zero and one. The fourth and last input is an adjacency
matrix filled with the input retrieved from the process mining method. To find
the correlations between the different departments, we divided the amount of
occurrences of a flow by the total number of occurrences of all flows.

Results. Table 3 shows the comparison between the combination of process min-
ing and Deep Spatial-Temporal Graph Modeling and models with other input.

Table 3. Comparison of various deep spatial-temporal graph modeling algorithm

MAE RMSE

Empty matrix 2.0121 2.6852

Diagonal matrix 1.9841 2.6548

Random matrix 1.9441 2.5967

Process mining matrix 1.9189 2.5711

Table 3 shows that when the process mining values are used as input for the
model, the model has the lowest error values for the MAE and RMSE evaluation
metrics and thus performs the best.

5.4 Model Extension with Knowledge

To extend the model created with the combination of process mining and Deep
Spatial-Temporal Graph Modeling, we investigated if adding knowledge to the
model improves the performance of the model. A set of interviews with hospital
employees provided the following factors influencing the number of patients: 1.
The time of the day, 2. The day in the week, 3. Vacation periods and 4. The
amount of emergency cases on a day. Each of these statements was added to the
model individually and in every possible combination.

Table 4 shows that the values are lower, when the knowledge about the time
of day is added to the model. Besides this, we can see that the error is the lowest
if the knowledge about the time in the day, the day in the week and vacation is
added to the model.
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Table 4. Model extension with knowledge

MAE RMSE

Time of the day 1.9189 2.5711

Day in the week 2.2165 2.8973

Vacation 2.3159 3.0507

Emergency 2.2215 2.9045

Time of the day - Day in the week - Vacation 1.8564 2.4812

Time of the day - Day in the week - Emergency 1.8928 2.5197

Day in the week - Vacation - Emergency cases 2.2342 2.8990

Time of the day - Day in the week - Vacation 1.9009 2.5282

6 Discussion

Conclusion. In this paper we have shown that Process Mining can be used in
order to find the patient flows from the patients. By using a heuristic miner
the patient flows can be analysed and visualised. We tested four different algo-
rithms for predicting the bed occupancy of a hospital, showing that a Deep
Spatial-Temporal Graph Modeling algorithm is performing best to predict the
bed occupancy. Moreover, a model is made that combines process mining with
Deep Spatial-Temporal Graph Modeling forecasting. Table 3 shows that this
model has the lowest error values and thus is performing the best. Finally, we
extended the model with domain knowledge and showed that adding time of the
day always improves the model, and if this statement is missing, the results are
getting worse. There is also found that overall the more statements added to the
model, the better the model is performing. However, the combination of time of
the day, day in the week and vacation day or not, is performing the best. We can
conclude that the best way to predict hospital occupancy is by combining the
patient flow algorithm with the Deep Spatial-Temporal Graph Modeling algo-
rithm and extend this with knowledge about the time of the day, the day in the
week and if it is a vacation day or not.

Limitations and Recommendations. While the literature suggests that SVR is
the best performing method for bed prediction in hospitals, there has been no
approach using Deep Spatial-Temporal Graph Modeling algorithm as of yet.
However, there are limitations to this research, such as the time range of the
data, which included the start of COVID-19. This results into big fluctuations
the bed occupancy. However, we still chose to keep this data in the dataset, since
COVID-19 is still in our lives and may still be there for a long period of time.

Another limitation is that this research is only performed on one dataset. For
future research one can investigate this research on multiple datasets of different
hospitals to see if the model created in this research, can also be utilized on
different datasets.
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Initially within this research we wanted to extend the model with knowledge
about the diagnosis of each patient. However, access to more structured data
(such as diagnostic knowledge using, e.g., ICD10 was not available at the time
of this research). For future research this might be very interesting to focus on.
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