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Abstract—In the near future (5 to 10 years), dynamic optical
networks will be crucial in global optical communications in
order to respond to the fast growing of on-demand services.
Routing and wavelength assignment (RWA) planning tools must
be developed to effectively deal with the dynamic scenarios
requirements. In this work, a simulation tool for RWA in dynamic
optical networks was developed and wavelength assignment (WA)
was implemented, through a recently proposed graph coloring al-
gorithm, named Small-Buckets algorithm, that allows recolorings
to occur. Several fiber based networks have been studied and it
has been concluded that the Small-Buckets algorithm originates
lower blocking probabilities than the ones obtained with the First-
fit algorithm. However, to reach this improved performance, the
Small-Bucket algorithm requires a larger number of wavelengths
and recolorings.

Index Terms—Dynamic Optical Networks, Graph Coloring,
Routing and Wavelength Assignment, Small-Buckets algorithm

I. INTRODUCTION

Connections in optical transport networks are usually quasi-
static, since they often remain in service for a long period of
time [1]. Nevertheless, with the need for rapid response on-
demand services, required by applications such as cloud and
grid computing, allied with the availability of an increasingly
dynamic network infrastructure, it is expected that today’s
quasi-static optical networks turn into dynamic optical net-
works in the next coming years [1].

In optical networks, routing and wavelength assignment
(RWA) are fundamental network layer functions, which have
the target of transporting data in an efficient way. In a dynamic
environment, every time a traffic demand arrives, a new
wavelength must be found for routing that demand, without
changing the wavelengths already in use in the network. The
First-fit, Most-used and Random algorithms are examples of
heuristic wavelength assignment (WA) algorithms applied to
dynamic optical networks [2]. In this dynamic scenario, the
blocking probability can be high, especially when several
simultaneous traffic demands arrive, and the network is almost
at its peak traffic load. In case of network congestion, the
network performance can be improved by letting wavelength
reconfigurations to occur [3], in order to achieve a blocking
probability reduction.

Graph coloring techniques aim at coloring all the graph
vertices so that adjacent vertices have different colors [4].
Several algorithms based on graph coloring techniques have
already been investigated for solving the WA problem in static
optical networks, such as the Greedy, the DSatur (Degree of
Saturation) and RLF (Recursive Largest First) algorithms [5],
and more recently a Tabu Search algorithm [6]. Nevertheless,
to the best of our knowledge, graph coloring techniques for
WA in optical dynamic networks have not been studied yet. For
this scenario, a simple graph coloring WA algorithm could be
based on running the Greedy algorithm every time a new traffic
demand arrives, which implies that all the vertices should be
recolored since each vertex represents a traffic demand [5].
Another algorithm example is just coloring the demand that
has arrived, which would be equivalent to using the First-fit
algorithm.

In this work, a graph coloring algorithm, named Small-
Buckets algorithm [7], that does not require the recoloring of
all the vertices and is, therefore, applicable to dynamic traffic
scenarios, has been implemented and studied in the context of
WA in optical fiber networks. A comparison with the First-fit
algorithm is performed, in terms of the number of wavelengths
used, blocking probability and simulation time.

The remainder of the paper is organized as follows. The
Small-Buckets algorithm is explained in Section II. In Sec-
tion III, the developed RWA planning tool is explained and
validated with the First-fit algorithm for several network
topologies. In Section IV, the results are discussed in terms
of blocking probability of a traffic demand, number of colors
used, number of recolorings and simulation time. Also, a
comparative performance study with the First-fit algorithm is
done in this section. Finally, the conclusions are presented in
Section V.

II. SMALL-BUCKETS ALGORITHM

In this section, the Small-Buckets algorithm is explained
and an example of its application is presented.

In this algorithm [7], a set of buckets is defined, and inside
each bucket, several traffic demands can be accommodated
(note that each demand is represented by a vertex). Each



bucket has its own set of colors, so that two adjacent ver-
tices do not have the same color. It is assumed a buckets
sequence of increasing size, organized in d levels, each level
containing s buckets, and a RESET bucket. All buckets at
level i = 0, ..., d−1, have capacity for si vertices. The RESET
bucket is the last system bucket, where all demands are placed
whenever all the levels are unable to accommodate a new
demand. This bucket has an infinite capacity for vertices (i.e.
demands), but like the other buckets, it has a limited number
of colors C. The variables used by the algorithm are presented
in Table I.

TABLE I
VARIABLES CONSIDERED IN THE SMALL-BUCKETS ALGORITHM.

Variable Designation Value

N Maximum number of vertices to
color in the path graph representing
the optical network logical topology

−

NR Number of vertices during last RE-
SET

−

s Number of buckets per level ⌈N1/d
R ⌉

d Number of levels −
blim Maximum number of blocked de-

mands
1000

i Index of level selected {0, 1, ..., d− 1}
n Index of bucket selected to check

availability
{0, 1, ..., s− 1}

di Level selected to check availability {d0, d1, ..., dd−1}
sn,i Bucket n of level i selected to check

availability
{s0,i, s1,i, ..., ss−1,i}

C Number of colors per bucket −

The algorithm starts by placing a new demand in a bucket at
level i = 0. If this is the last empty bucket at that level, placing
it violates the main rule of the algorithm: per level there must
be at least one empty bucket. Considering that level i = 0 does
not have available buckets, all vertices are shifted to the first
empty bucket of the next level and then the WA is performed
using the specific color set of this new bucket. These vertices
shifts are repeated whenever the main rule is not satisfied,
up to a limit situation where all vertices have been shifted to
and recolored in the RESET bucket. When these level changes
occur, vertex recoloring must also occur. In optical networks, a
recoloring means that a wavelength reconfiguration needs to be
performed, and leads to a reduction of the blocking probability.

Two limit scenarios can be considered. The first one corre-
sponds to perform the maximum number of recolorings i.e., N
recolorings per update, where N is the total number of vertices
in the path graph. This is possible if, for example, the Greedy
algorithm is used for each demand arrival. The second scenario
corresponds to perform the minimum number of recolorings,
i.e., no recolorings. In this situation, a new color is assigned for
each new demand and, so, the total number of colors increases
with the number of demands. The Small-Buckets algorithm
analyzed in this work is between these two limit scenarios.

The Small-Buckets algorithm will be described next through
an example, considering a ring topology with 5 nodes. In this
network, it is possible to have a maximum of N = 20 distinct
paths, considering a full mesh logical topology. The number

of levels considered is d = 1. The Small-Buckets algorithm
is analyzed considering the first eight traffic demands, that
correspond to the first eight steps represented in Fig. 1. The
first step of Fig. 1 represents the initial configuration of the
algorithm, and the blue colors are used for level i = 0 and the
green colors are assumed for the RESET bucket. The number
of colors in each bucket at level i = 0 is s0 = 1.

Fig. 1. Small-Buckets algorithm example considering a 5 node ring topology.
The first eight traffic demands are represented.

In the traffic demands represented in Fig. 1, there is a
violation of the main rule of the algorithm in steps 1, 2, 4
and 8. In the remaining steps, it is possible to place the new
vertex in the first empty bucket at level i = 0.

In general, if the last bucket of the last level is filled, the
system is redefined, by emptying each bucket and placing the
demands in the RESET bucket, with a new coloring (steps 1,
2, 4 and 8). This scenario can be observed in step 2, in which
the vertices 0-1-2 and 0-1 are colored in the RESET bucket
with different green colors. In some steps of the example, as
from step 2 to 3, there is a change in the number of buckets
per level. When demand #3 arrives, as the RESET bucket is
completely filled, the number of buckets in level i = 0 is
recalculated (following s = ⌈N1/d

R ⌉), taking into account the
number of vertices in this RESET, NR = 2. Thus, there is the
addition of one bucket in level i = 0, in the transition from
steps 2 to 3. In Fig. 1, the number of buckets at level i = 0
is also increased from steps 4 to 5, in this case, for NR = 4.



III. DEVELOPED RWA PLANNING TOOL

In this section, we explain the main building blocks of our
planning tool. We also validate the planning tool considering
several network scenarios already studied in the literature.

Fig. 2. Developed planning tool diagram.

The planning tool diagram is shown in Fig. 2, with:
• Physical Topology: definition of the network physical

topology;
• Traffic Matrix: in dynamic networks, traffic demands

arrive over time. The arrivals and departures of traffic
demands are assumed to, follow a Poisson distribution.
The total traffic generated by the network is distributed
uniformly to each node;

• Traffic Routing: to find the optical path between source
and destination nodes, the Fixed-Alternate Routing algo-
rithm is applied [8]. This algorithm allows the calculation
of two disjoint shortest paths between any nodes pair,
before the network goes into operation;

• WA Algorithm: after setting the optical path for the traffic
demand, a wavelength is assigned to each path. Two WA
algorithms are implemented in the simulator: First-fit and
Small-Buckets algorithms;

• Blocking Probability Estimation: if there is no available
wavelength to allocate the demand to the given optical
path, the total number of blocked traffic demands is
increased. The blocking probability of a traffic demand
is obtained by dividing the number of blocked traffic
demands by the total number of generated traffic.

The WA algorithms are executed while the number of
blocked demands does not reach blim = 1000. If this limit
is reached, the blocking probability is calculated and the
simulation ends.

The planning tool was validated by obtaining the blocking
probability reported in [9] for ring networks, in [10] for
the NSFNET and in [11] for the BT network, considering a
dynamic traffic scenario and using the fixed-alternated routing
algorithm and WA First-fit algorithm.

IV. RESULTS AND DISCUSSION

In this section, the planning tool presented in section III
is used to assess the performance of the Small-Buckets WA

algorithm in a 16-node ring and UBN networks and also
to compare it with the common First-fit WA algorithm. In
particular, the blocking probability, the total number of colors,
number of recolorings and simulation time will be assessed.

Considering the Small-Buckets algorithm, for the 16-node
ring network, the number of levels is assumed to be d =
⌊ln(240)⌋ = 5, while, for the UBN network is d =
⌊ln(552)⌋ = 6. As shown in [7], this choice of the number of
levels minimizes the number of colors used [7]. When using
the First-fit algortihm, the maximum number of wavelengths is
assumed equal to the maximum number of colors per bucket.

A. Blocking Probability and Simulation Time

In this subsection, the blocking probability of the 16-
node ring and UBN networks is assessed and the algorithms
simulation time is estimated. Fig. 3 represents the blocking
probability as a function of the average offered load per node
considering C = 48, 56 and 64 colors and d = 5, for the 16-
node ring network. The blocking probabilities calculated using
the First-fit algorithm are shown for comparison purposes and
the computation time of both algorithms is also represented.

Fig. 3. Blocking probability as a function of the average offered load per node
for a bidirecctional 16-node ring network with C = 48, 56 and 64 colors per
bucket considering the Small-Buckets as WA algorithm. The First-fit is also
represented for comparison purposes.

As can be seen in Fig. 3, the Small-Buckets with C colors
per bucket gives a lower blocking probability, compared to
the First-fit algorithm (Nc = C wavelengths), considering
the same average offered load. This difference is due to the
fact that the Small-Buckets algorithm uses a higher number of
colors distributed by s buckets to color the demands, allowing
to minimize the blocking probability of a traffic demand. The
comparison between the First-fit algorithm assuming Nc wave-
lengths per optical link and the Small-Buckets considering C
colors per bucket and a total of Ctotal colors is not completely
fair, because the First-fit algorithm requires less colors than
Small-Buckets algorithm.



Fig. 3 represents also some values of the simulation time for
different average offered traffic per node values considering the
Small-Buckets and First-fit algorithms. Comparing the First-
fit algorithm with the Small-Buckets, for the same network
traffic, we can conclude that the simulation time obtained is
very similar.

Fig. 4 represents the blocking probability as a function of
the average offered load per node, for the UBN network,
considering C = 48, 56 and 64 colors in each bucket, and
the Small-Buckets with d = 6 and the First-fit algorithms.

Fig. 4. Blocking probability as a function of the average offered load per
node for the UBN network with C = 48, 56 and 64 colors per bucket
considering the Small-Buckets as WA algorithm.

As can be seen from Fig. 4, once again the Small-Buckets
algorithm with C colors per bucket gives a lower blocking
probability, compared to the First-fit with Nc = C wave-
lengths. As stated before, this comparison is not completely
fair, because the Small-Buckets algorithm uses a very high
number of colors in comparison with the First-fit.

B. Total Number of Colors Used and Recolorings per Update

In this subsection, the number of recolorings and colors is
studied. Recolorings consists in the number of wavelengths
reassigned in active traffic demands after the arrival of a new
demand, which can occur in the RESET bucket and when there
are level changes. The number of recolorings as a function of
the average offered load per node, for the 16-node ring network
with d = 5 is shown in Table II. The number of recolorings
is obtained by averaging over 1000 blocked demands.

TABLE II
AVERAGE RECOLORINGS PER UPDATE FOR THE 16-RING NETWORK WITH

d = 5.

Anode C = 48 C = 56 C = 64

1.4 E 2.94 2.73 2.64
1.8 E 2.52 2.57 2.60
2 E 2.77 2.33 2.56

From [6], it can be concluded that the Small-Buckets
maintains an adequate coloration of a graph by recoloring a
maximum of d vertices per update, each time a demand arrives.

In Table II, the average recolorings per update is around 3,
which is smaller than d = 5.

Figs. 5 and 6 show the number of recolorings as a function
of the number of traffic demands, for C = 48 and, respectively,
Anode = 0.8 and 2 E. These offered traffic per node corre-
spond to a total network offered traffic of Anetwork = 96 and
240 E, respectively. The average number of recolorings per
update is also represented.

Fig. 5. Simulated number of recolorings as a function of the number of traffic
demands, for Anode = 0.8 E and C = 48 considering a 16-node ring.

Fig. 6. Simulated number of recolorings as a function of the number of traffic
demands, for Anode = 2 E and C = 48 considering a 16-node ring.

For illustrative purposes, only the first 1600 arrivals of traffic
demands are shown. In these figures, the RESET situations
are highlighted, as well as the evolution of the number of
buckets s per level along the simulation, being this number
recalculated every time a RESET occurs. From Fig. 5, it
can be observed that there are 6 big RESETS, each one
corresponding to approximately 90 recolorings. A big RESET
is a RESET outside the initial phase of the system. The
number of recolorings has several floors, the highest one
corresponds to the big RESETs, and the other ones correspond
to the recolorings due to vertices level shifts. The number of
recolorings due to level changes are approximately 50, 25, 10
and 3, that correspond, respectively, to changes from level 3 to



4, level 2 to 3, level 1 to 2 and level 0 to 1. In the stable phase
of the system, the number of buckets per level tends to s = 3
and, consequently, the bucket capacity at level i is 3i vertices.
In Fig. 5, the average number of recolorings is approximately
3, after the system initial phase. This low average number
of recolorings is reached due to the high number of incoming
traffic demands that are placed in the available buckets without
causing any recoloring.

In Fig. 6, the number of recolorings corresponding to the
floors is larger than the ones found in Fig. 5 due to the higher
average load. In the RESET situations outside the initial phase,
there are approximately 150 recolorings, whereas in Fig. 5, this
number is 90. The vertex coloration rate is much higher than
the departure rate of traffic demands, in situations of higher
traffic, producing a high bucket occupancy along the simulated
traffic demands evolution.

We have also observed, that with C = 20, and the same
offered load than in Fig. 5 with C = 48, the recoloring floor
levels are practically of the same magnitude. This is due to the
fact that the buckets capacity, i.e. number of vertices, remains
the same, despite the decrease in the number of colors per
bucket.

For the UBN network, the main difference is the decrease
in the number of RESETs in the first 1600 traffic demands.
RESETs are less frequent because, in this scenario, the ad-
ditional level, in comparison with the 16-node ring network
with d = 5, originates buckets with greater capacity and,
thus, reduces the number of RESETs. For example, when the
number of buckets per level is s = 3, the buckets of the last
level (i = 5) have C = 48 available colors for coloring 243
possible demands (243 = 35), whereas in the 16-node ring
network, the buckets on the last level (i = 4) have the same
48 available colors for coloring only 81 possible demands
(81 = 34).

Figs. 7 and 8 shows the total number of colors used, as
well as its average value, as a function of the simulated traffic
demands for a 16-node ring topology, considering Anode = 0.8
E and 2 E, respectively, and C = 48. The RESET situations, as
well as, the number of buckets per level s, are also highlighted.
As can be observed in Fig. 7, the number of colors starts
to increase from 0 to 70 and a RESET occurs and the total
number of colors decreases to 48, at traffic demand #300. This
is due to the shift of all demands to the RESET bucket, which
has at maximum only C = 48 available colors. After traffic
demand #300, the number of colors used seems to have a
sawtooth behaviour due to the occurrence of big RESETS,
which means that the number of colors varies between 48 and
70, every 220 traffic demands. In this situation, the average
number of total colors used by the Small-Buckets algorithm
tends to a constant value, approximately 50 colors, while the
First-fit algorithm uses only an average of 25 colors. This
difference is due to the fact that the First-fit algorithm only
considers a single coloring space, while the Small-Buckets
considers different coloring spaces.

In Fig. 7, the average offered load per node is lower than
in Fig. 8. The main difference between these scenarios is the

higher number of colors used in Fig. 8. With the increase of
the traffic offered, the number of colors becomes higher, as the
buckets are filled more quickly and, as result, more buckets
and colors are used.

The Small-Buckets algorithm uses a lower number of colors
in the UBN network, in comparison with the 16-node ring
network. This is due to the larger capacity of last level buckets
(i = 5), allowing the reuse of multiple colors. For the UBN
network with d = 6, the buckets of the last level are able
to assign C = 48 colors to 35 = 243 vertices. For example,
for Anode = 0.35 E and C = 48, the average number of
colors used is approximately 40 colors whereas, under the
same conditions, for the 16-node ring networks, the average
of colors used is approximately 50.

Fig. 7. Simulated number of colors used as a function of the number of
traffic demands, for Anode = 0.8 E and C = 48 considering a 16-node ring
topology.

Fig. 8. Simulated number of colors used as a function of the number of
traffic demands, for Anode = 2 E and C = 48 considering a 16-node ring
topology.

From the results reported in this section, it can be concluded
that the Small-Buckets algorithm produces a large number of
recolorings, that would require fast tunable transceivers, in
order to tune both the transmitter and receiver for the new
wavelength, which brings, besides technological issues related



to the tuning speed, cost and management issues, that were not
relevant when the WA is performed with the First-fit algorithm
[1]. In [12], reconfiguration times of 30 µs are reported, which
would probably not be enough for our scenario.

In Fig. 3, to achieve a blocking probability of 0.5% with
Anode = 1.1 E similar to the one given by the First-fit
algorithm (Nc = 48), the Small-Buckets should have C = 40.
For this scenario, i.e. similar blocking probabilities in both
algorithms, the total number of colors used as a function of
the simulated traffic demands is represented in Fig. 9.

Fig. 9. Simulated number of colors used as a function of the simulated traffic
demands and average offered load per node for the 16-node ring network
with d = 5 and Anode = 1.1 E, when both algorithms give similar blocking
probabilities.

From Fig. 9, in order to reach the same blocking probability,
the Small-Buckets algorithm requires on average a higher
number of colors (approximately 12) compared to the First-fit
algorithm.

All results presented in this paper have been obtained
for the 16-node ring and the 24-node UBN networks, being
the number of levels used in the Small Buckets algorithm,
respectively, d = 5 and d = 6. The choice of the network is
directly related to the number of levels considered in the Small
Buckets algorithm, d = ⌊ln(N)⌋, with N being the maximum
number of optical paths, which depends on the network size.
For larger networks, the number of levels would be higher
and, consequently, the RESETs occurrences would become
less frequent, because the system has a higher number of
buckets and with larger capacity. This allows the distribution
of demands over more color spaces (buckets), hence, reducing
the number of RESET occurrences.

V. CONCLUSIONS

In this work, the Small-Buckets algorithm implementation
for WA in optical dynamic networks was described with
detail. The Small-Buckets algorithm performance was studied
through assessment of the blocking probability, number of
colors used, recolorings and simulation time, in two real
networks: UBN and 16-node ring network. A comparison with
the First-fit algorithm was also performed.

It is concluded that, by considering the maximum number
of colors/wavelengths per bucket (C) equal to the maximum
number of wavelengths per link (Nc) in the First-fit, the
blocking probability obtained using the Small-Buckets algo-
rithm is significantly lower, because the Small-Buckets uses
several buckets with capacity C, leading to a much higher
number of colors available. In general, a greater number of
colors is required when the Small-Buckets is considered as
WA algorithm, to obtain similar blocking probabilities as the
ones given by the First-fit.

The number of recolorings and colors used can limit the
Small-Bucket algorithm application for WA in dynamic net-
works, since fast tunable transceivers would be required in
order to perform the recolorings with higher number of colors.
This equipment increase the network cost and management
complexity. However, in the Small-Buckets algorithm a traffic
demand may not be blocked, because there is a possibility of
recoloring, whereas in the First-fit there is no such possibility.
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