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Single-Layer Versus Multilayer Preplanned
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Abstract—Upon failure occurrence, preplanned lightpath res-
toration recovers a faulted lightpath by selecting the backup path
from a set of preplanned paths. Preplanned lightpath restoration
combines the fast recovery time guaranteed by off-line backup
path computation with the adaptive recovery guaranteed by the
on-line choice of the backup path. One of the main issues in
preplanned lightpath restoration is the backup path selection. To
address this problem, stochastic preplanned restoration schemes
have been proposed. In this study, a family of deterministic pre-
planned restoration schemes is introduced and evaluated. The
deterministic preplanned restoration with proportional weighted
path choice (DPR-PW) and the multilayer DPR-PW (MDPR-PW)
schemes are proposed as single-layer (e.g., optical layer) and
multilayer (e.g., sublightpath granularity) preplanned restoration
schemes, respectively. Both schemes utilize the same network
state information employed in stochastic preplanned restoration
schemes. The originality of both DPR-PW and MDPR-PW is
the deterministic choice of the paths for recovering disrupted
lightpaths. The choice minimizes the error between the fraction
of lightpaths assigned to each backup path and the backup path
selection probabilities that, in turn, are computed to minimize
resource contention, as in the stochastic schemes. Numerical
results show that, if lightpath capacity is fully utilized, then
DPR-PW, MDPR-PW, and multilayer stochastic preplanned
restoration schemes achieve similar performance in terms of frac-
tion of recovered connections. However, while both determinis-
tic and stochastic multilayer schemes do require network nodes
to implement sublightpath connection grooming capabilities, the
DPR-PW scheme does not. Thus, DPR-PW optimizes recovery
performance by slightly increasing the intranode coordination
required during lightpath recovery with respect to stochastic
schemes but without impacting the overall network cost. Finally,
in all the considered schemes, the aggregation of the signaling
necessary for reserving and activating spare bandwidth along
backup paths allows to limit the signaling overhead while negli-
gibly increasing the recovery time.

Index Terms—Deterministic, lightpath, multilayer, next genera-
tion SONET/SDH, preplanned restoration, single layer, stochastic,
wavelength routed networks, WDM.

I. INTRODUCTION

R ESTORATION schemes are emerging as a main candi-
date for providing dynamic all-optical end-to-end con-

nections (i.e., lightpaths) with the capability of overcoming
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network failures. On one hand, restoration schemes provide re-
covery time1 longer than the one guaranteed by shared and ded-
icated protection schemes that allocate resources along both the
working and the backup path upon connection arrival [1], [2].
On the other hand, restoration schemes have the potential of
utilizing network spare resources more efficiently and thus
recovering a higher fraction of connections. Indeed, by find-
ing backup paths just upon failure occurrence (i.e., on-line),
restoration schemes can resort to more up-to-date network state
information. Moreover, restoration schemes can naturally han-
dle simultaneous multiple failures [3]. For instance, restoration
schemes are capable of recovering a high fraction of connec-
tions disrupted by simultaneous multiple failures even if spare
capacity for recovering all the connections from just a single
failure is provided [4].

Preplanned restoration schemes have been proposed [5], [6]
to improve restoration scheme recovery time while maintain-
ing the advantage of on-line backup path selection [4]. In pre-
planned restoration, a set of backup paths along which to
reroute failed connections is precomputed. Upon failure oc-
currence, just one of the preplanned backup paths is selected
to recover a disrupted connection. The backup path selection
represents the preplanned restoration scheme main issue. If
the network is dimensioned for recovering all the connections
from all the considered failure scenarios, the optimal backup
path selection can be obtained by solving the integer linear
programming formulation of the path restoration routing (PRR)
problem [7]. The PRR problem consists of the multicommodity
maximum flow (MCMF) problem of assigning failed connec-
tions to a set of precomputed backup paths. Because the PRR
problem is an nondeterministic polynomial (NP)-hard problem,
its on-line solution is quite impractical [7].

Backup path selection methods based on heuristics have been
proposed to approximate the optimal solution of both the PRR
problem in networks capable of fully recovering all the failed
connections from the failure and the PRR problem adaptation to
predimensioned fixed-capacity networks not able to assure re-
covery to all the failed connections [6]–[9]. During the backup
path selection, the proposed heuristics consider the potential
contention for network spare resources. In particular, in the
stochastic preplanned restoration with proportional weighted
path choice (SPR-PW) scheme [6], [8], the backup path se-
lection is based on probabilities that, in turn, depend on the
network state information available at the nodes upon failure

1In this study, recovery time is defined as the time elapsed from the instant
in which the failure is notified at the connection source node to the instant in
which the transmission is resumed.
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occurrence and on the forecast network link occupation af-
ter lightpath recovery. The multilayer SPR-PW (MSPR-PW)
scheme [9] combines the concept supported by the generalized
multiprotocol label switching (GMPLS) framework of hierar-
chical label switched paths (LSPs) [10], [11] and the backup
path stochastic selection proper of the SPR-PW scheme. By
applying the backup path stochastic selection to lower-order
LSPs [e.g., gigabit Ethernet (GbE), asynchronous transfer mode
(ATM), synchronous optical network/synchronous digital hier-
archy (SONET/SDH) connections] carried by the failed light-
paths in a multilayer network architecture, MSPR-PW is able to
increase the fraction of recovered connections with respect to
the SPR-PW scheme. However, MSPR-PW best performance
is obtained in the ideal situation in which all the established
lower-order LSPs are characterized by the same bandwidth and
all the network nodes feature connection (de)multiplexing (i.e.,
grooming) capabilities.

In this paper, a family of deterministic preplanned restoration
schemes is proposed and evaluated. The proposed deterministic
schemes utilize the same network state information available in
the stochastic preplanned restoration schemes such as SPR-PW
and MSPR-PW. The novelty of the proposed deterministic
schemes is their backup path selection method. The selection
is deterministically made with the objective of minimizing the
square Euclidean distance between the fraction of lightpaths
assigned to a backup path and the backup path selection prob-
abilities. As in the stochastic preplanned restoration schemes,
the backup path selection probabilities are computed based
on the network state information and the forecast contention
for spare resources during connection recovery. Given the
available network state information, the backup path selection
based on the computed probabilities maximizes the likelihood
of recovering failed lightpaths. The deterministic preplanned
restoration with proportional weighted path choice scheme (the
DPR-PW scheme) is proposed as the single-layer (e.g., opti-
cal layer) restoration scheme, while the multilayer DPR-PW
(the MDPR-PW scheme) is proposed as the multilayer (e.g.,
sublightpath granularity) restoration scheme. The DPR-PW
scheme aims at maximizing the fraction of recovered lightpaths
by optimizing the consistency between the performed backup
path selection and the optimal backup path selection probabili-
ties. In addition, the MDPR-PW scheme exploits the possibility
of recovering disrupted lightpaths at the sublightpath granular-
ity; in return, it requires additional node grooming capabilities.

The proposed DPR-PW and MDPR-PW schemes are com-
pared with the SPR-PW scheme, the MSPR-PW scheme, and
the optimal solution of the PRR problem adaptation to fixed-
capacity networks. Three different network scenarios are con-
sidered where grooming capabilities are available: 1) at each
network node (i.e., multihop grooming); 2) at just the connec-
tion source and destination nodes (i.e., single-hop grooming);
and 3) at no nodes (i.e., no grooming) [12]. Numerical re-
sults show that the DPR-PW scheme outperforms the SPR-PW
performance in terms of restoration blocking probability.2 In

2In this paper, restoration blocking probability is defined as the ratio between
the total bandwidth of unrestored connections and the total bandwidth of failed
connections.

addition, the DPR-PW scheme guarantees restoration blocking
probabilities lower than or similar to the ones guaranteed by
multilayer stochastic and deterministic preplanned restoration
schemes but does not require interlayer coordination. On the
other hand, with respect to the SPR-PW scheme, the DPR-PW
scheme exhibits a higher recovery time because it requires
coordination in the recovery attempts of connections between
the same node pair. However, the amount of signaling required
by the DPR-PW scheme during lightpath recovery is similar to
the one required by the SPR-PW scheme.

II. INVESTIGATED RESTORATION SCHEMES

In this section, the network model and the parameters utilized
by the investigated schemes are presented. The single-layer
DPR-PW scheme is introduced and two possible implemen-
tations are proposed. Then, the MSPR-PW and MDPR-PW
schemes are detailed.

A. Network Model

The schemes proposed in this study are applied to the restora-
tion of lightpaths, i.e., end-to-end all-optical connections, dis-
rupted by a single physical bidirectional link failure such as
fiber link disruption. The following parameters, partially intro-
duced in [6], are utilized in all the considered schemes:

• G(N ,L) is the graph modeling the physical network with
a set of |N | nodes and |L| bidirectional links;

• Ws,d = {v1
s,d, . . . , v

i
s,d, . . . , v

q
s,d} is the set of q working

lightpaths established between source node s and destina-
tion node d;

• Rs,d = {r1
s,d, . . . , r

i
s,d, . . . , r

k
s,d} is the set of k precom-

puted (i.e., preplanned) backup paths between the node
pair (s, d);

• LSPi
s,d = {LSP i,1

s,d, . . . , LSP i,j
s,d, . . . , LSP i,n

s,d } is the set
of n lower-order LSPs multiplexed in the working light-
path vi

s,d;
• cl is the total capacity of link l ∈ L;
• µl is the utilized working capacity along link l ∈ L;
• λl̄

l is the potential capacity required on link l ∈ L to restore
lightpaths disrupted by a failure on link l̄ ∈ L.

For any (s, d) pair, all the working lightpaths belonging to
the set Ws,d are routed along the shortest path between node s
and node d. The backup path set Rs,d consists of the k paths
link disjoint from the working path and maximally link disjoint
between themselves. The link disjointness of the backup paths
from the working path is obtained by removing the working
path edges from the graph G(N ,L) during backup path com-
putation. Maximal link disjointness between the backup paths
is obtained by increasing the cost of the graph G(N ,L) edges
spanned by the computed backup path after each backup path
computation. The backup path maximal link disjointness im-
proves restoration scheme robustness against multiple failures
because it maximizes the number of backup paths surviving
a failure.

The three parameters cl, µl, and λl̄
l are expressed in terms of

number of wavelengths. Network nodes store them for each l
and l̄ in a local database that is periodically updated to keep the
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values consistent with the current network state. During the pro-
visioning phase, signaling messages based on constraint-based
routing label distribution protocol (CR-LDP) or resource reser-
vation protocol with traffic engineering extensions (RSVP-TE)
[8], [11] are sent along working paths to reserve bandwidth
resources and along backup paths in order to update node
databases without reserving spare resources. This information
is subsequently advertised to all the network nodes by using
the open shortest path first (OSPF) routing protocol extensions
proposed for GMPLS networks [8], [10], [11].

As introduced in [6], based on cl, µl, and λl̄
l, each source

node s computes the weight wl̄
ri

s,d

for each destination d, for

each backup path ri
s,d, and for each link failure scenario l̄, i.e.,

wl̄
ri

s,d
= min

l∈ri
s,d

(
cl − µl

λl̄
l

)
. (1)

The path selection probability P l̄
ri

s,d

associated to each backup
path is then computed as

P l̄
ri

s,d
=

wl̄
ri

s,d∑k
i=1 wl̄

ri
s,d

. (2)

B. Overcoming Multiple Failures

Single link failures are the predominant form of failures in
optical networks [13]. However, the utilization of k maximally
link disjoint preplanned backup paths allows the considered
preplanned restoration schemes to potentially overcome mul-
tiple failures. For instance, if k link disjoint backup paths are
preplanned, at least k − 1 backup paths result available for
recovering a disrupted lightpath from any dual failure scenario.
To adapt the proposed preplanned restoration to a dual failure
scenario, the substitution of the parameter λl̄

l with a parameter
λl̄,m̄

l is required. The parameter λl̄,m̄
l represents the potential

capacity utilized on link l for recovering lightpaths disrupted
by a dual failure on link l̄ and m̄ ∈ L. However, a subopti-
mal backup path selection can still be performed by utilizing
the backup path selection probabilities computed through λl̄

l.
The suboptimal selection is based on excluding backup paths
affected by the second failure (i.e., by assigning to them a selec-
tion probability equal to zero) and renormalizing the remaining
backup path choice probabilities.

C. DPR-PW Scheme

The DPR-PW scheme is a single-layer (e.g., optical layer)
preplanned restoration scheme in which backup paths are de-
terministically selected with the objective of minimizing the
square Euclidean distance between the fraction of lightpaths
assigned to backup paths and the backup path selection prob-
abilities P l̄

ri
s,d

. The backup path selection probabilities are the

ones utilized in SPR-PW. Given their computation method
and the available network state information, they represent the
fraction of disrupted lightpaths assigned to a backup path that
minimizes the contention for network spare resources. Thus, the
DPR-PW scheme utilizes the same network state information

employed in the SPR-PW scheme [8] but aims at improving
the SPR-PW restoration blocking probability by optimizing
the backup path selection strategy without requiring additional
signaling or node capabilities such as grooming capabilities.
1) DPR-PW Description: In the DPR-PW scheme, upon

failure occurrence, each node s identifies the lightpaths, orig-
inating from itself, that are disrupted by the failure. Then,
for each destination d, it assigns each disrupted lightpath,
connecting the same node pair (s, d), to one of the k preplanned
backup paths belonging to the set Rs,d. For each destination d,
the backup path selection provides k subsets of lightpaths. Each
subset contains the lightpaths assigned to the same backup path.

The assignment of the disrupted lightpaths to the preplanned
backup paths is formally defined by utilizing the following
sets:

1) Πl̄(s, d) is the set of |s, d|l̄ lightpaths between the node
pair (s, d) disrupted by the link l̄ failure;

2) Πl̄
i(s, d) is the set of |s, d|l̄i disrupted lightpaths between

the node pair (s, d) assigned to backup path ri
s,d upon link

l̄ failure.
Given the failure of link l̄, the lightpath subsets Πl̄

i(s, d) are
formed so that all the disrupted lightpaths between the same
node pair (s, d) are assigned to one and only one backup path

k∑
i=1

|s, d|l̄i = |s, d|l̄ ∀l̄ (3)

where |s, d|l̄i ≥ 0. The square Euclidean distance DS,P between
the fraction of lightpaths assigned to a backup path and the
backup path selection probabilities P l̄

ri
s,d

is defined as the

sum, for each backup path, of the squared difference between
the ratio of lightpaths assigned to the backup path and the
number of disrupted lightpaths and the backup path selection
probability

DS,P =
k∑

i=1

(
|s, d|l̄i
|s, d|l̄

− P l̄
ri

s,d

)2

. (4)

The objective of the DPR-PW scheme is to minimize DS,P

so that the consistency between the backup path assignment
and the backup path selection probability is maximized.
2) DPR-PW Algorithm Implementations: Two possible im-

plementations of the DPR-PW scheme are proposed. The two
implementations differ in the procedure utilized for building the
lightpath subsets.

The exhaustive DPR-PW implementation, namely E-DPR-
PW, utilizes an exhaustive search to choose the lightpath assign-
ment that minimizes DS,P . In the E-DPR-PW implementation,
upon link failure notification, for each destination node d each
source node builds a table containing a number of rows equal
to the possible

(|s,d|l̄+k−1
k−1

)
assignments of the |s, d|l̄ disrupted

lightpaths to the k preplanned backup paths. Each row also
contains the DS,P value correspondent to each assignment.
Based on the table, the source node selects the row that min-
imizes DS,P . After the selection of the optimal backup path
assignment, the source node starts the restoration attempt along
the selected backup paths.
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The iterative DPR-PW implementation, namely I-DPR-PW,
utilizes an iterative greedy assignment of disrupted lightpaths
to the subsets. Assuming that a set of N lightpaths between
the same (s, d) pair is disrupted by the failure of link l̄ (i.e.,
|s, d|l̄ = N ) at a specific iteration n of the overall N iterations,
the source node s assigns one disrupted lightpath to a backup
path so that the distance Dn

S,P , computed after n iterations, is
minimal. Specifically

Dn
S,P = min

j∈{1,...,k}

k∑
i=1

(
|s, d|n−1,l̄

i + δj

n
− P l̄

ri
s,d

)2

(5)

where δj is a binary variable that is equal to 1 if i = j and 0
otherwise, and |s, d|n−1,l̄

i is the number of lightpaths assigned
to subset i until iteration n − 1.

In this scenario, the constraint in (3) becomes

k∑
i=1

|s, d|n,l̄
i = n (6)

for each iteration n and the specific link l̄ failure.
The computational complexity of the two proposed DPR-PW

scheme implementations can be measured in terms of the num-
ber of Euclidean distances to be computed by the source node s
to assign all the disrupted lightpaths between the (s, d) pair to
the preplanned backup paths. In particular, the E-DPR-PW im-
plementation requires the computation of

(|s,d|l̄+k−1
k−1

)
distances,

while I-DPR-PW needs k × |s, d|l̄ distance computations
(i.e., k distance computations for each iteration). Therefore,
I-DPR-PW presents a significantly lower computational com-
plexity than E-DPR-PW.

On the other hand, while the E-DPR-PW implementation
guarantees the selection of the optimal backup path assignment,
the I-DPR-PW implementation might provide a suboptimal
assignment because of its greedy nature. Nevertheless, the opti-
mality of the I-DPR-PW implementation, when two preplanned
backup paths are available, can be proved (Appendix).
3) DPR-PW Example: The effectiveness of the DPR-PW

scheme with respect to the SPR-PW scheme is explained by
the example depicted in Fig. 1. Network links and lightpaths
are assumed to be bidirectional and two (k = 2) preplanned
backup paths are computed for each established lightpath.
Suppose that each network link has a capacity of ten wave-
lengths. Two lightpaths3 are established between node pair
(0,5), nine lightpaths are established between node pair (2,3),
and one lightpath is established between node pair (1,5) and
node pair (1,4). The network utilization parameters are as
follows:

• cl = 10 ∀l;
• W0,5 = {v1

0,5, v
2
0,5}, |W0,5| = 2;

• W2,3 = {v1
2,3, . . . , v

9
2,3}, |W2,3| = 9;

• W1,5 = {v1
1,5}, |W1,5| = 1;

• W1,4 = {v1
1,4}, |W1,4| = 1;

• µ(0,1) = 1, µ(0,5) = 3, µ(1,4) = 1, µ(2,3) = 9;
• µl = 0 for the other links.

3For clarity, in Fig. 1, only one working lightpath with k = 2 backup paths
is depicted for each (s, d) pair.

Fig. 1. Example of failure restoration in the test network topology.

TABLE I
POSSIBLE BACKUP PATH CHOICES FOR |0, 5|(0,5)

Upon failure of link l̄ = (0, 5), three working lightpaths v1
0,5,

v2
0,5, and v1

1,5 are disrupted. Therefore, the numbers of light-

paths |s, d|l̄ in the disrupted lightpath sets are |0, 5|(0,5) = 2
and |1, 5|(0,5) = 1. Moreover, considering the backup paths
r1
0,5, r2

0,5, r1
1,5, and r2

1,5 shown in Fig. 1, the λ
(0,5)
l parameter

assumes the following values:

• along r1
0,5: λl̄

(0,1) = 2, λl̄
(1,4) = 3, λl̄

(4,5) = 3;

• along r2
0,5: λl̄

(0,2) = 2, λl̄
(2,3) = 3, λl̄

(3,5) = 3.

For the failed lightpaths between node pair (0,5), the backup
path selection probabilities for the two preplanned backup paths
r1
0,5 and r2

0,5 are computed at node 0 by utilizing (1) and (2) as

p1 = P
(0,5)

r1
0,5

=
9
10

(7)

p2 = P
(0,5)

r2
0,5

=
1
10

. (8)

Table I shows, for the three possible disrupted lightpath
assignments j to the backup paths r1

0,5 and r2
0,5, the values of

the following quantities:

• |s, d|l̄i,j , with i ∈ {1, 2}, is the number of failed lightpaths
that are assigned to each backup path ri

0,5;
• Dj

S,P is the Euclidean distance from the backup path
selection probabilities p1 and p2;

• Pr j
S is the selection probability of the specific assignment

if the SPR-PW scheme is utilized.



3210 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 23, NO. 10, OCTOBER 2005

The SPR-PW scheme performs independent backup path se-
lections for each disrupted lightpath; therefore, the selection
probability Prj

S of the jth assignment is computed as

Prj
S

(
|s, d|l̄i,j

)
=

( |s, d|l̄

|s, d|l̄1,j

)
p
|s,d|l̄1,j

1 p
|s,d|l̄−|s,d|l̄1,j

2 . (9)

The SPR-PW scheme provides the following average square
Euclidean distance from the computed probabilities p1 and p2:

3∑
j=1

Pr j
S Dj

S,P = 0.09. (10)

In comparison, the DPR-PW scheme, in both its exhaustive
and iterative implementations, deterministically chooses the
solution with the minimum square Euclidean distance from
the backup path selection probabilities (i.e., |s, d|(0,5)

1 = 2;
|s, d|(0,5)

2 = 0) and therefore the resulting average square dis-
tance is 0.02.

D. MSPR-PW and MDPR-PW Schemes

The MSPR-PW scheme, proposed in [9] as the stochastic
integrated multilayer restoration (SIMuR) scheme, is the ex-
tension of the SPR-PW scheme to multilayer network archi-
tectures. As it can be observed in [6] and [9], the SPR-PW
scheme improves its performance (in terms of restoration
blocking probability) at a fixed average network throughput4

if the number of wavelengths in each link increases. Indeed,
intuitively, the higher is the number of available wavelengths
per link, the higher is the number of lightpaths that fail
simultaneously, and the higher is the number of stochastic
choices performed at nodes involved in restoration. Therefore,
the fraction of lightpaths assigned to the preplanned backup
paths closely approaches their selection probabilities P l̄

ri
s,d

,

thus potentially minimizing the average restoration blocking
probability. The MSPR-PW scheme increases, on purpose, the
number of stochastic choices by applying the stochastic choice
of the backup path to the lower-order LSPs multiplexed in the
disrupted lightpaths.

The MDPR-PW scheme extends the DPR-PW scheme to
multilayer network architectures. Similar to the MSPR-PW
scheme, the MDPR-PW scheme exploits the possibility of as-
signing lower-order LSPs, instead of lightpaths, to preplanned
backup paths. The increased number of failed connections to
be assigned to preplanned backup paths increases the number
of possible assignments of failed connections to preplanned
paths. Thus, it potentially decreases the minimum achievable
distance DS,P .

Both MSPR-PW and MDPR-PW can be classified as in-
tegrated multilayer restoration schemes because they contem-
porarily select the path and the granularity (i.e., the network
layer) at which lower-order LSPs (e.g., sublightpath connec-
tions) multiplexed in failed lightpaths are recovered. Indeed,

4The network throughput is defined as the ratio between the network capacity
utilized by the working lightpaths and the total available network capacity.

TABLE II
E[Pr

(0,5)
b

] VALUES IN FUNCTION OF n

backup paths with high selection probability P l̄
ri

s,d

are more

likely to be chosen by disrupted lower-order LSPs. Thus, lower-
order LSPs can be multiplexed in the same backup lightpath and
all-optically recovered. On the other hand, LSPs that cannot
be multiplexed to fully occupy the lightpath bandwidth are
recovered at the sublightpath granularity. However, MSPR-PW
and MDPR-PW schemes require additional node capabilities
such as node (de)multiplexing (i.e., grooming) capabilities that
increase the overall network cost.
1) MSPR-PW Example: In the following example, the po-

tential restoration blocking probability improvement achievable
by utilizing the MSPR-PW scheme is shown. Suppose that
in the network depicted in Fig. 1 each network link has a
capacity of two wavelengths. Four working lightpaths v1

0,5, v1
1,5,

v1
1,4, and v1

2,3 are established. Therefore, the network utilization
parameter values are as follows:

• cl = 2 ∀l;
• µ(0,1) = 1, µ(0,5) = 2, µ(1,4) = 1, µ(2,3) = 1;
• µl = 0 for other links.

Upon failure of link l̄ = (0, 5), the working lightpaths v1
0,5

and v1
1,5 are disrupted. Lightpath v1

0,5 can be rerouted along
either backup path r1

0,5 or backup path r2
0,5, while lightpath v1

1,5

can be rerouted along either r1
1,5 or r2

1,5. Network parameter
λ

(0,5)
l assumes the following values:

• along r1
0,5: λl̄

(0,1) = 1, λl̄
(1,4) = 2, λl̄

(4,5) = 2;

• along r2
0,5: λl̄

(0,2) = 1, λl̄
(2,3) = 2, λl̄

(3,5) = 2;

• along r1
1,5: λl̄

(1,4) = 2, λl̄
(4,5) = 2;

• along r2
1,5: λl̄

(1,2) = 1, λl̄
(2,3) = 2, λl̄

(3,5) = 2.

From (1) and (2), the backup path selection probabilities are

p1 = P
(0,5)

r1
0,5

= P
(0,5)

r1
1,5

=
1
2

p2 = P
(0,5)

r2
0,5

= P
(0,5)

r2
1,5

=
1
2
.

Given the values of the probabilities p1 and p2, the expected
value of the restoration blocking probability for the MSPR-PW
scheme is obtained by averaging among all the possible as-
signments of the lower-order LSPs multiplexed in the failed
lightpaths to the preplanned backup paths

E
[
Pr(0,5)

b

]
=

1
2n

2n∑
k=0

{(
2n

k

)
pk
1p2n−k

2 |n − k|
}

(11)

where n is the number of LSPs in which each of the two
disrupted lightpaths is demultiplexed.

If each working lightpath can be demultiplexed into lower-
order LSPs, E[Pr(0,5)

b ] decreases as summarized in Table II.



GIORGETTI et al.: SINGLE-LAYER VERSUS MULTILAYER PREPLANNED LIGHTPATH RESTORATION 3211

At the limit for n → ∞, the value of E[Pr(0,5)
b ] obtained

by utilizing the MSPR-PW scheme approaches 0. Indeed, for
n → ∞, the disrupted lower-order LSPs are evenly distributed
to the two preplanned backup paths. This distribution guaran-
tees the successful restoration of all lower-order LSPs in a full
grooming network scenario.
2) Multilayer Restoration Schemes in Next Generation

SONET/SDH Over WDM Networks: Next generation SONET/
SDH (NG-S) over wavelength division multiplexing (WDM)
networks provide fundamentals for efficiently implementing
Data over SONET (DoS) while guaranteeing the coexistence
with traditional voice services. NG-S edge nodes, i.e., multi-
service provisioning platforms (MSPPs), support generic fram-
ing procedure (GFP), virtual concatenation (VCAT), and link
capacity adjustment scheme (LCAS) [14]–[17]. The proposed
multilayer preplanned restoration schemes (i.e., both MDPR-
PW and MSPR-PW) can be implemented in NG-S over WDM
networks by terminating all optical lines with SONET/SDH
Digital Cross Connects (DCS) that demultiplex lightpaths and
electrically switch SONET/SDH finer granularity frames that
correspond to lower-order LSPs.

For example, consider an NG-S over WDM network, in
which each wavelength carries OC-48 (i.e., 2488.32 Mb/s)
SONET frames. Network nodes are equipped with DCS per-
forming switching functionalities at the DS-3 level (i.e.,
44.736 Mb/s). OC-48 capacity is shared between voice and
data traffic: one VC-4-7v Virtual Concatenation Groups (VCG)
with 1.05 Gb/s payload is reserved in each OC-48 for data
traffic while the remaining capacity is utilized for voice ser-
vices. MSPPs are present at each network node. GbE connec-
tion requests are generated between MSPPs and mapped into
VC-4-7v VCGs.5

After failure notification, the MSPPs from which the failed
VC-4-7v VCGs originated apply one of the proposed multilayer
restoration schemes (e.g., either MDPR-PW or MSPR-PW) at
the VC-4 granularity. Thus, each VC-4 belonging to the
failed VC-4-7v is separately assigned to a backup path. After
the backup path selection, the signaling protocol supporting
NG-S (e.g., RSVP-TE signaling) configures the VC-4s along
the links spanned by the chosen backup paths [17]. Then, LCAS
signaling adds the recovered VC-4s to the same VCG to which
the disrupted VC-4-7v belongs.

E. Required Signaling and Recovery Time

During the lightpath provisioning phase, signaling and rout-
ing protocol extensions proposed for the SPR-PW scheme
[8], [11] are utilized by all the considered schemes for reserving
working lightpath capacity and updating node databases.

During the restoration phase, in all the considered schemes,
failure isolation, failure notification, and backup path activation
signaling are necessary [18]. Each source node is assumed to
discover all the lightpaths disrupted by the failure from a single
notification message that carries the ID of the failed link l̄.

5VC-4-7v Virtual Concatenation Groups (VCG) is typically utilized by GFP
to map GbE client signals into SONET frames with a bandwidth efficiency
of 95%.

Two signaling schemes, based on bidirectional mode
RSVP-TE signaling [11], are considered for backup path ac-
tivation: the LSP-oriented and the PATH-oriented signaling
schemes. When used in combination with single-layer schemes,
LSP-oriented signaling requires one signaling instance per dis-
rupted lightpath to reserve resources along the selected backup
path. When used in combination with multilayer schemes, LSP-
oriented signaling requires one signaling instance per disrupted
lower-order LSP to reserve resources along the selected backup
path. For each (s, d) pair, the PATH-oriented scheme utilizes
one aggregate signaling instance for reserving resources along
each backup path selected by at least one disrupted lightpath or
lower-order LSP.

While the overhead required by the LSP-oriented signaling
does depend on whether a single-layer or a multilayer scheme
is implemented, the overhead required by the PATH-oriented
signaling does not. Furthermore, the overhead required by
both LSP-oriented and PATH-oriented signaling schemes does
not depend on the backup path selection strategy (i.e., either
stochastic or deterministic).

The recovery time can be expressed as a function of the
following quantities:

• tsel(j) is the computational time needed for selecting the
backup path of the jth lightpath or lower-order LSP;

• tsig is the backup path activation signaling round-trip time;
• txc is the time necessary to perform cross connections in

nodes belonging to the backup path.
Common values for tsig and txc are in the order of tens of
milliseconds and milliseconds respectively [19], [20].

The recovery time experienced by the jth lightpath or lower-
order LSP between the node pair (s, d) depends on both the
utilized signaling and restoration schemes. In particular, the
recovery time in both single-layer and multilayer stochastic
selection schemes utilizing LSP-oriented signaling is

RT(s,d)
j,LSP,S = tsel(j) + tsig + txc. (12)

The recovery time in the iterative implementation of both
single-layer and multilayer deterministic schemes utilizing
LSP-oriented signaling is

RT(s,d)
j,LSP,D =

j−1∑
i=1

tsel(i) + tsel(j) + tsig + txc. (13)

Equation (12) models the independent backup path selection
performed by stochastic schemes for each disrupted lightpath
or lower-order LSP. Equation (13) models the fact that, in
deterministic schemes, the backup path selection for the jth
lightpath or lower-order LSP is performed only upon comple-
tion of all the previous j − 1 backup path selections. Therefore,
stochastic schemes that utilize LSP-oriented signaling poten-
tially guarantee fast recovery time.

The recovery time for all the proposed restoration schemes
utilizing the PATH-oriented signaling is

RT(s,d)
j,PATH =

|s,d|l̄∑
i=1

tsel(i) + tsig + txc. (14)
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TABLE III
PROPOSED RESTORATION SCHEMES AND INVESTIGATED SCENARIOS

As shown in (14) (where the sum is extended to all disrupted
lightpaths or lower-order LSPs), the signaling instance is acti-
vated once all the disrupted lightpaths or lower-order LSPs have
been assigned to a backup path. Therefore, the recovery time is
potentially higher than that of schemes utilizing LSP-oriented
signaling.

III. PERFORMANCE EVALUATION

A. Scenarios

A multilayer optical network with a GMPLS control plane
is considered (e.g., NG-S over WDM). During the provisioning
phase, connections between each (s, d) pair are generated and
routed at the lightpath granularity. Thus, lightpath capacity
(e.g., OC-48) is fully utilized. Upon failure occurrence, after
failure localization and failure notification, source network
nodes run one of the proposed preplanned restoration schemes
and then trigger the restoration signaling to recover disrupted
connections.

The performance of the investigated restoration schemes is
evaluated in three different grooming scenarios summarized
in Table III. In the all-optical scenario, network nodes do not
have grooming capabilities. Thus, lightpaths are recovered as a
whole at the optical layer. In single-hop grooming and multihop
grooming scenarios, disrupted lightpaths can be recovered by
exploiting network node grooming capabilities. In particular,
in the single-hop grooming scenario, just the network edge
nodes are equipped with grooming capabilities. Each disrupted
lower-order LSP is recovered by establishing or by reutilizing
single-hop lightpaths between the same node pairs connected
by the disrupted lightpaths. Thus, only disrupted lower-order
LSPs belonging to the same node pair (s, d) can be multiplexed
in lightpaths activated along the selected backup paths. In the
multihop grooming scenario, grooming capabilities of inter-
mediate nodes along a backup path are exploited. Disrupted
lower-order LSPs are recovered by establishing or by reutilizing
one or more single-hop lightpaths along the selected backup
paths. Lower-order LSPs belonging to different (s, d) pairs can
be multiplexed into the same lightpath by utilizing electronic
grooming capabilities of any node along the selected backup
paths. Thus, in the multihop grooming scenario, a more efficient
network capacity utilization is achievable. However, equipping
all the nodes with grooming capabilities leads to a significant
increase in the overall network cost.

B. Methodology

The performance evaluation of the proposed schemes is
based on three main parameters: the restoration blocking prob-
ability, the restoration signaling overhead, and the idle restora-
tion capacity.

Given the failure of a bidirectional link l̄ ∈ L, the restoration
blocking probability Prl̄

b conditional to the failure of link l̄ is
defined as the ratio between the number LSPl̄

u of unrecovered
lower-order LSPs and the total number LSPl̄

f of disrupted
lower-order LSPs

Prl̄
b =

LSPl̄
u

LSPl̄
f

. (15)

The restoration blocking probability Prb is defined as the
average of the conditional restoration blocking probability over
all the possible single link failures

Prb =
|L|−1∑
l̄=0

Prl̄
f Prl̄

b (16)

where Prl̄
f is the failure probability of link l̄.

The restoration signaling overhead is represented by the
number of hops spanned by the PATH and RESV messages
utilized for lower-order LSPs restoration averaged over all the
possible single-link failures. The LSP-oriented signaling over-
head OLSP and the PATH-oriented signaling overhead OPATH

are defined, respectively, as

OLSP =
|L|−1∑
l̄=0

Prl̄
f

∑
s,d

k∑
i=1

2hri
s,d

LSPl̄
f,ri

s,d
(17)

OPATH =
|L|−1∑
l̄=0

Prl̄
f

∑
s,d

k∑
i=1

2hri
s,d

Ni. (18)

In (17), LSPl̄
f,ri

s,d
is the number of disrupted lower-order

LSPs between the node pair (s, d) that are recovered along the
path ri

s,d. In (18), Ni is a binary variable assuming the value
of 1 if one or more lower-order LSPs are assigned to backup
path ri

s,d and 0 otherwise. In (17) and (18), hri
s,d

represents the

number of links spanned by the ith backup path ri
s,d. Finally, the

factor 2 takes into account the reservation message round trip.
Equation (18) also represents the average signaling overhead
when a single-layer restoration scheme is utilized.

The third evaluation parameter is the idle restoration capacity
IRC that measures the unutilized lightpath bandwidth after
the restoration attempt in multihop grooming scenarios. The
value of IRC is computed after the restoration attempt by
averaging the link idle restoration capacity over all the network
bidirectional links

IRC =
1
|L|

∑
p∈Pr

uphp (19)

where Pr is the set of lightpaths activated during the restoration
phase while up and hp represent, respectively, the unutilized
lightpath p bandwidth and the number of links spanned by the
lightpath.
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Fig. 2. Pan-European network topology.

IV. NUMERICAL RESULTS

The proposed restoration schemes are evaluated in the Pan-
European network topology, depicted in Fig. 2, by using a
custom-built simulator. The Pan-European network consists of
15 nodes and 24 bidirectional links. Each network node is
assumed to have full wavelength conversion capabilities and
the total capacity of each link cl is set to 32 wavelengths.

The preplanned restoration schemes outlined in Section II
are also compared against the optimal solution of the linear
programming (LP) formulation of the PRR problem adaptation
to multilayer networks with given link capacity and grooming
capable nodes (i.e., multihop grooming scenario). The consid-
ered problem optimal solution is the one maximizing the num-
ber of recovered lower-order LSPs under the assumption that
failed lightpaths can be demultiplexed into an infinite number
of lower-order LSPs. Thus, the average restoration blocking
probability obtained by the optimal solution represents the
lower bound for all the investigated restoration schemes.

Each experiment consists of generating a set of lightpath pat-
terns, uniformly distributed among all the possible node pairs
(s, d), until a specific average network throughput is reached.
The network throughput is defined as the ratio between the net-
work capacity utilized by the working lightpaths and the total
available network capacity.

For each experiment, all the possible bidirectional link fail-
ures are generated and the investigated recovery schemes are
applied. The link failure probability Prl̄

f is assumed to be uni-
formly distributed among all the bidirectional links (i.e., Prl̄

f =
1/|L|). The values of the performance evaluation parameters
are then computed and averaged among all the experiments
repeated by generating different lightpath patterns achieving

Fig. 3. Comparison between SPR-PW and MSPR-PW (multilayer restoration)
in multihop grooming scenario utilizing k = 2 preplanned backup paths.

the same network throughput. For each set of experiments, the
confidence interval of the performance evaluation parameters is
computed with the 95% confidence level.

Figs. 3 and 4 compare the performance of the investigated
schemes in terms of restoration blocking probability Prb as a
function of the average network throughput when k = 2 pre-
planned backup paths are available in the multihop grooming
scenario. For the DPR-PW scheme, only the results regard-
ing the I-DPR-PW implementation are shown because of the
proved equivalence between the E-DPR-PW and the I-DPR-PW
in this case (for the details, see Appendix). Fig. 3 shows that,
by utilizing upper-layer functionalities of the MSPR-PW, it
is possible to decrease the restoration blocking probability at
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Fig. 4. Comparison between SPR-PW, DPR-PW (single layer), and MDPR-
PW (multilayer) in multihop grooming scenario utilizing k = 2 preplanned
backup paths.

Fig. 5. Comparison between SPR-PW and MSPR-PW (multilayer) in single-
hop grooming scenario utilizing k = 2 preplanned backup paths.

any network throughput and closely approximate the optimal
solution given by the LP scheme. However, due to the limited
number of preplanned backup paths, the restoration blocking
probability improvement, expected from (11), is slight. Fig. 4
shows that the DPR-PW scheme is able to achieve a restora-
tion blocking probability very close to that obtained by the
MSPR-PW scheme without requiring node grooming capa-
bilities. Moreover, as shown in Fig. 4, the utilization of the
MDPR-PW does not substantially improve the restoration
blocking probability even in a multihop grooming scenario.

Figs. 5 and 6 compare the performance of the investigated
schemes in terms of restoration blocking probability as a
function of the average network throughput in the single-hop
grooming scenario when k = 2 preplanned restoration paths are
available. Figs. 5 and 6 show that, in the single-hop grooming
scenario, the utilization of the considered multilayer preplanned
restoration schemes (i.e., MSPR-PW and MDPR-PW) does not
improve the restoration blocking probability obtained by the
SPR-PW. In addition, Fig. 6 shows that even in the single-
hop grooming scenario, DPR-PW obtains the best performance
among both single-layer and multilayer deterministic and sto-
chastic schemes.

Fig. 6. Comparison between DPR-PW (single layer) and MDPR-PW (multi-
layer) in single-hop grooming scenario utilizing k = 2 preplanned backup
paths.

Fig. 7. Idle restoration capacity with k = 2 preplanned backup paths for each
working lightpath and single-hop grooming.

In addition, Figs. 5 and 6 show that, for all the considered
multilayer schemes, as the number n of lower-order LSPs
multiplexed in a single lightpath increases, the restoration
blocking probability increases too. As shown in Fig. 7, this is
due to the lower efficiency in the utilization of end-to-end
lightpaths by fine-granularity lower-order LSPs (i.e., high idle
restoration capacity). Indeed, in the single-hop grooming sce-
nario, just lower-order LSPs between the same (s, d) pair may
share lightpaths activated along the chosen backup path.

Figs. 8–11 show the results obtained by the investigated mul-
tilayer and single-layer preplanned restoration schemes when
three backup paths are preplanned for each working lightpath
(k = 3). Even in this case, only the I-DPR-PW implemen-
tation of the DPR-PW scheme is considered. If three paths
are utilized, the performance improvement with respect to the
SPR-PW scheme in the multihop grooming scenario increases
for all the investigated schemes. In addition, the relative be-
havior of the investigated schemes obtained with k = 2 is
confirmed.

Fig. 12 shows that PATH-oriented signaling is more scalable
than LSP-oriented signaling in function of the number n of
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Fig. 8. Comparison between SPR-PW and MSPR-PW (multilayer) in multi-
hop grooming scenario utilizing k = 3 preplanned backup paths.

Fig. 9. Comparison between SPR-PW, DPR-PW (single layer), and MDPR-
PW (multilayer) in multihop grooming scenario utilizing k = 3 preplanned
backup paths.

Fig. 10. Comparison between SPR-PW and MSPR-PW (multilayer) in
single-hop grooming scenario utilizing k = 3 preplanned backup paths.

LSPs multiplexed into the failed lightpaths. As depicted in
Fig. 12, the signaling overhead required by the LSP-oriented
signaling increases linearly as a function of the number of

Fig. 11. Comparison between DPR-PW and MDPR-PW (multilayer) in
single-hop grooming scenario.

Fig. 12. Signaling overhead at average network throughput 0.5 utilizing
k = 3 preplanned backup paths.

Fig. 13. Signaling overhead with n = 4 utilizing k = 3 preplanned backup
paths.

LSPs multiplexed into failed lightpaths while the average
PATH-oriented signaling overhead increases only slightly. This
behavior could be expected by comparing (17) and (18). Fur-
thermore, Fig. 13 shows a slight increase of the signaling
overhead for the PATH-oriented signaling scheme as a function
of increasing average network throughput. This increase is due
to the higher number of failed lightpaths. However, the increase
is small because of the high number of backup paths that are
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not selected, and thus not activated, due to unavailable spare
resources along their links.

V. SUMMARY

In this paper, a family of deterministic preplanned restora-
tion schemes has been proposed. The novelty of the proposed
schemes is a deterministic method for selecting the preplanned
backup path utilized to recover disrupted lightpaths. As in
already proposed stochastic preplanned restoration schemes,
the information utilized by the methods consists of the network
state at the failure occurrence and on the forecast network link
occupation after lightpath recovery. Single-layer deterministic
preplanned restoration with proportional weighted path choice
(DPR-PW) and multilayer DPR-PW (MDPR-PW) schemes
have been compared against single-layer [stochastic preplanned
restoration with proportional weighted path choice (SPR-PW)]
and multilayer [multilayer SPR-PW (MSPR-PW)] implementa-
tions of the stochastic preplanned restoration with proportional
weighted path choice (SPR-PW) scheme.

The DPR-PW scheme has shown the ability of closely ap-
proximating the optimal assignment of failed lightpaths to the
preplanned backup paths if lightpath capacity is fully utilized.
Moreover, in all the analyzed network scenarios characterized
by different network node grooming capabilities, the DPR-PW
scheme has guaranteed restoration blocking probabilities better
than or similar to those of both single-layer and multilayer
stochastic and multilayer deterministic preplanned restoration
schemes. The DPR-PW scheme does not require additional
signaling with respect to the SPR-PW scheme during light-
path recovery and does not require the interlayer coordination
needed in multilayer schemes. On the other hand, the DPR-PW
scheme recovery time is slightly higher than that of stochastic
schemes because of the required intranode coordination during
backup path selection.

Thus, the proposed deterministic preplanned restoration
schemes represent an appealing solution for lightpath recovery.
In particular, if lightpaths are fully utilized, it has been shown
that it is highly efficient to utilize the single-layer DPR-PW
scheme because it guarantees optimal performance without
impacting the overall network cost.

APPENDIX

PROOF OF E-DPR-PW AND I-DPR-PW EQUIVALENCE

The objective of this Appendix is to prove the equivalence
between the two implementations of the DPR-PW scheme (i.e.,
E-DPR-PW and I-DPR-PW) when k = 2 preplanned backup
paths r1 and r2 are available to disrupted connections be-
longing to a specific (s, d) node pair. The number of con-
nections between the (s, d) pair disrupted by the failure is
assumed to be |s, d| = N . In this scenario, the possible dis-
tribution of the N failed connections to the two preplanned
backup paths is

(|s,d|+k−1
k−1

)
= N + 1. The following quantities

are defined:
• ZN = {�zN

0 , �zN
1 , . . . , �zN

m , . . . , �zN
N } is the set of N + 1 pos-

sible distributions of failed connections to the preplanned
backup paths;

Fig. 14. Considered fraction of the real plane and vector projections on the
z1 axis for N = 3.

• �zN
m = (zN

1,m, zN
2,m) = (1/|s, d|)(m,N − m) = (1/|s, d|)·

(|s, d|1, |s, d|2) is the vector representing one possible
distribution of failed connections to the preplanned
backup paths normalized to the number |s, d| of failed
connections between the (s, d) pair;

• �a = (a1, a2) = (Pr1 , Pr2) ∈ R
2 is the objective point con-

sisting of the computed path selection probability pair;
• �zN

m̂
∈ ZN is the vector representing the failed connec-

tion distribution selected by either the E-DPR-PW or the
I-DPR-PW.

Given the former definitions, the constraint formulated in (3)
becomes

2∑
i=1

zN
i,m = 1, zi,m ≥ 0 ∀m,∀N. (20)

The minimization problem formulated in (4) is equivalent, in
this scenario, to find the vector �zN

m̂
∈ ZN whose distance from

the objective point �a is minimal

�zN

m̂
= min

m
‖�zN

m − �a‖2. (21)

The solution space of the problem in (21) is represented by
the set ZN and is contained in the fraction of the real plane
constrained by the inequalities 0 ≤ z1 ≤ 1 and 0 ≤ z2 ≤ 1 as
depicted in Fig. 14 for N = 3. The generic solution �zN

m belongs
to the segment going from the point with coordinates (z1 = 1,
z2 = 0) to the point with coordinates (z1 = 0, z2 = 1) of the
solution space. Because all the failed connections must be
assigned to a preplanned backup path, a solution may also be
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Fig. 15. Vector projections on the z1 axis for N = 1, 2, 3, 4. The empty
square represents the selected solution for N while the dotted arrows point the
selectable solution at step N + 1 by I-DPR-PW implementation.

represented by projecting the vector �zN
m on one of the axes

(e.g., z1), i.e., by the number of connections assigned to one
preplanned backup path (e.g., r1).

In Fig. 14, the circle represents �a while squares represent
elements of the set Z3. Due to the constraint in (20) and consid-
ering that |s, d|i ∈ N, the set Z3 contains N + 1 = 4 elements.
In particular, Z3 = {(0, 1), (1/3, 2/3), (2/3, 1/3), (1, 0)}.

AN
�zm

represents the decision segment (delimited by the ver-
tical bars in Fig. 14) proper of the specific solution �zN

m . The
decision segment contains the set of points for which �zN

m is
the closest feasible solution. Therefore, if the projection of �a
is contained in the decision segment AN

�zm
, �zN

m is the closest
solution to the objective point �a.

In the scenario depicted in Fig. 14, the E-DPR-PW scheme
selects �z 3

m̂=1
= (1/3, 2/3) (i.e., the empty square in Fig. 14)

as the solution minimizing the square distance from �a. In fact,
by projecting all the feasible solutions and �a on the z1 axis,
the projection of �a is in the decision segment relative to the
solution �z 3

m=1.
E-DPR-PW and I-DPR-PW implementations result in equiv-

alence if they choose the same solution �zN

m̂
for any value

of |s, d| = N . The equivalence between E-DPR-PW and
I-DPR-PW can be proved by induction. Thus, the following
statements must be proved.

1) If |s, d| = 1, the two scheme implementations choose the
same solution �z 1

m̂
.

2) If I-DPR-PW chose the same solution �zN

m̂
chosen by

E-DPR-PW for |s, d| = N , it chooses the same solution
also for |s, d| = N + 1.

When |s, d| = 1, Z1 holds two possible solutions Z1 =
{(0, 1), (1, 0)}. Both implementations, driven respectively by
(4) and (5), choose the solution �z1

m̂
that minimizes the square

distance from �a.
If |s, d| = N , ZN contains N + 1 possible solutions and

therefore the projection axis z1 is divided in N + 1 decision
segments as depicted Fig. 15.

For |s, d| = N , the decision segment radius r = 1/2N is
defined as the distance between the projection of the generic

solution �zN
m and its decision segment bounds. Thus, the

coordinate along the projection axis z1 of the mth element
of ZN , with m = 0, 1, . . . , N is

zN
1,m = 2rm. (22)

The decision segments AN
�zm

have the following bounds:
• AN

�zm
= [0, r) if m = 0

• AN
�zm

= [2rm − r, 2rm + r) if m ∈ {1, 2, . . . , N − 1}
• AN

�zm
= [1 − r, 1] if m = N .

By assumption, I-DPR-PW and E-DPR-PW choose for
|s, d| = N the same solution �zN

m̂
. If |s, d| = N + 1, E-DPR-PW

can choose any of the possible N + 2 solutions. Instead,
as shown by the dotted arrows in Fig. 15, I-DPR-PW can choose
only among the solutions minimizing the square distance
from �a and contained in the subset SN+1 ⊂ ZN+1 as

SN+1 =
{
�zN+1

m̃
, �zN+1

m̃+1

}
(23)

where m̃ represents the index of the solution selected for
|s, d| = N . Therefore, it is sufficient to prove that the solu-
tion minimizing the square distance from �a for |s, d| = N + 1
belongs to the subset SN+1 (i.e., �zN+1

m̂
∈ SN+1). This is

equivalent to prove the following proposition:
Proposition 1: If �a ∈ AN

�z
m̂

⇒ �a ∈ {AN+1
�z

m̃

∪ AN+1
�z

m̃+1

}.

Proof: The former proposition is proved by calculating
the bounds of decision segments AN

�z
m̂

, AN+1
�z

m̃

, and AN+1
�z

m̃+1

.

Considering the decision segment bounds, it results in

AN
�z

m̂

⊂
{

AN+1
�z

m̃

∪ AN+1
�z

m̃+1

}
∀m (24)

and therefore Proposition 1 results in true ∀m and ∀N . �
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