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1 INTRODUCTION

The conventional approach in the U.K. has beeratoe all travel time changes at a constant
rate regardless of thesize or direction. This ‘constant iuwvalue’ approach was supported

by the 1980-86 UK DoT Value of Time Study YWA/ITS/TSU, 1987). However, there has

always remained a vocal body of opinion critioélthis approach (see Welch and Williams,
1997, for references and discussioBpme of the main objeotis have been the following:

I. small amounts of time are less useful than large amounts;

il. small time savings (or losses) might notribiced by travellers and any that are not
noticed cannot be valued by those affeeted so should not balued by society;

iii. small time savings are said to often account for a large proportion of scheme benefits,
so that small errors in measurement migeamthat the schemerisally of no benefit
to anyone;

iv. allowing small time savings to have ‘full’ value is said to inflate the measured total of
benefits and so lead to schemes (often road schemes) being wrongly found to have
sufficient net benefit to justify implementation;

V. time savings are less highly valued thanteme losses, according to surveys, and so
should have a lower unit vawhen evaluating schemes.

Both aspects relate to the possible non-corstaf the value of time for a given journey
made for a given purpose (clearly, it is mucssleontroversial, andhdeed standard practice,
to allow for variation by pyrose and traveller type).

The practical difficulties aréwofold. On the one hand, it is difficult to overcome the lay
reaction that small time savings have little or no value, as well as the feeling that losses are
more important than gains. On the other haihthese points haveng empirical relevance,

they cause major problems fthre cost-benefit calculus, &ssses and gains will not cancel

out, and time savings cannm directly aggregated.

Although they do not recommend that values défifidtiated by size and sign should be used
for appraisal, the HCG/Accent (1999) Report (AHCG) notes that [p 259]

For any level of variation around the original journey time, gains (savings) are valued
less than losses. For non-work related jeys, a time savings of five minutes has
negligible value.

A recent paper by Gunn (2001) notes that comaibee results are available from a re-
analysis of the 1988 Dutch value of Time study.

For reasons which will be carefully reheargadthis paper, we do not believe that the
conclusion on the differences between gains and losses is safe. This is based on an extensive



re-analysis of the AHCG data. We have founkaitder to reach a cdmsion on the issue of
small time savings, we agree with AHCG that their data undoubtedly implies a lower
valuation: we have some concerns, nonefisglas to the interpmgion which should be
placed on this.

2 PRELIMINARIES

2.1 Thedata

AHCG have helpfully provided us with theiginal documented datasets, which we have
accessed without difficulty. In this report, imave concentrated entirely on Experiment 1,

which is the main source of the AHG@dings. Table 1 describes the data.

Table 1: The Data Sets

Observations Before Processing | Observations After Processing
Business (B1.DAT) 11427 9557
Commuting (C1.DAT) 6031 4737
Other (O1.DAT) 10399 8038

For each data set, observations were rejelyedHCG in their analysis according to the
following conditions:

if total journey cost <10 pence

if total journey time <10 minutes

if total journey cost < absolute vawf cost change (A) in SP design

if total journey time < absolute value of time change (A) in SP design
if total journey cost < absolute vawf cost change (B) in SP design

if total journey time < absolute value of time change (B) in SP design
if time on motorway/total journey time is negative (sic)

if time on trunk roads/ total journey time is negative (sic)

We have not queried the basis for these wstghs, though we coiker them generally
sensible, and we have also shown for a nunadbenodels that th@verall results do not
appear to be greatly affected byfelient approaches to exclusions.

2.2 The Basic Model

Confining our analysis to the data set afteclesions, we have repduced the basic model
results [Model 4-1] set out on page 162 of AHE@nal report. This model can be written:

Ui = Be. Gij + Pr. iy (M1)

where: i relates to an individual journey
k relates to a design “treatment’ie a single SP pairwise choice
] relates to pairwise option A or B within treatment k

In AHCG the model is estimated with a tree stowe and the cost coefficient constrained to
equal 1. This allows the value of time and the associated t-statistic to be a direct output of the
model. We have dropped the tr&teucture and coefficientsefreely estimated for time and



cost changes. All our models are estimatsthg GAUSS software (Aptech Systems, Inc,
Maple Valley, WA 1996).

As shown in Table 2, this specition of the model yields the same level of fit, values of
time and t-statistics as those reported by AHTRuUs we can have confidence that both the
data and the method of analysis are compatible.

Table 2: M1 Base Models [= AHCG Model 4-1]

Business Commute Other
Time -0.078026.30) -0.082 (14.19) -0.0545 (15.31)
Cost -0.007524.51) -0.0163 (19.74) -0.0122 (25.36)
value of time (p/min) 10.4 5.1 4.5
Averagel L -0.649687 -0.636065 -0.632679
No. Obs 9557 4737 8038

All t-statistics are given relative to zero. Astie case with AHCG, we have not in this
Report carried out any adjustrmeon the standard errom® allow for the “repeated
measurements” problem (though ABQCeport some later work mg Jackknife techniques).
Thus we should have some caution in intetipg the t-statisticand possibly the log-
likelihood ratios as well: we cagxpect the level of significande be generally somewhat
overstated.

2.3 Non-Linear Formulations

Both the sign and size issues impact on theality of the model, although their effect is
different. We note, of course,ahthere are other factors (whiale refer to as “co-variates”)
related to the journey and the traveller which will impact on the value of time: in general,
these are not our concern here. However, mcatthin the AHCG design the size of time
and cost changes is sensibly related to the tmd cost of the current journey, we have in
many places estimated the effect of thesertjey co-variates”. Further analysis of co-
variates is the subject aflater part of the study.

We therefore investigated three straightfard alternatives tthe linear model M1:
(quadratic) W = Be. Gij + Pez Gii> + Pr. i + Pz tig° (M2)

(power) U = Be. Gii® + Br. tig” (M3)

(log cost) Wi = Be. In(Gig) + Br- ti (M4)

Once we move to a non-linearrfoulation, the value of time isot constant, and we need to
make assumptions about the values which waras for the time and cost elements. In doing
this, we generally make use of the mean tiraed costs for the current journeys over the
sample of interest, as given in Table 3 belblwte that this is a fferent convention from the
“reference journey” used by AHCG (p 171), iaintakes 30 minutes and costs £2, and is the
same for all purposes.



Table 3: Mean current journey time and cost for estimation sample

Business

Commute

Other

Time (minutes)

99.7

46.1

81.7

Cost(pence)

822.9

3015

623.4

The results for the 3 mode(®12, M3, M4) are presented ifables 4a-c: Model M1 is
repeated for purposes of comparison.

Table 4a: Non-Linear Utility Specifications (Business Travel)

Coefficient Linear (M1) Quadratic (M2) Power (M3) Ln Cost (M4)
Time -0.07797 (26.30) -0.06799 (63) -0.036324.56) -0.043919.72)
Cost -0.00754 (24.51) -0.00911 (89) -0.044033.89) -1.573716.42)

Time (quad) [i]

-0.000046(3.42)

Cost (quad) [d 0.0000005884.36)

Time (power) {] 1.14473(29.76)

Cost (power) {§] 0.78060(23.51)

VOT (at mean) 10.33 (36.61) 9.47 (?) 10.27 (?) 23.0(?)
Mean LL -0.649687 -0.646347 -0.643674 -0.667525
No.Obs. 9557 9557 9557 9557
Algorithm Newton Newton BHHH Newton
Table 4b: Non-Linear Utility Specifications (Commuting)

Coefficient Linear (M1) Quadratic (M2) Power (M3) Ln Cost (M4)
Time -0.08242 (14.19) -0.08762 (10)90 | -0.05647 (3.28) -0.04066 (8.52
Cost -0.01632 (19.74) -0.01825 (18.37) -0.10127 (3.58) -1.89321 (15.80)
Time (quad) [i] 0.000031840.71)

Cost (quad) [d 0.00000188%3.53)

Time (power) {] 1.09328(18.08)

Cost (power) {§] 0.73871(17.19)

VOT(at mean) 5.05 (21.24) 4.95 (?) 5.06 (?) 6.48 (?)
Mean LL -0.636065 -0.6341131 -0.629175 -0.657660
No.Obs. 4737 4737 4737 4737
Algorithm Newton Newton BHHH Newton
Table 4c: Non-Linear Utility Specifications (Other)

Coefficient Linear (M1) Quadratic (M2) Power (M3) Ln Cost (M4)
Time -0.05445 (15.31) -0.04455 (8.73) -0.02891 (3.30) -0.01325 (4}71)
Cost -0.01219 (25.36) -0.01595 (23.67) -0.13087 (4.86) -2.24621 (20.44)
Time (quad) [i] 0.00005243.50)

Cost (quad) [d 0.00000151%7.83)

Time (power) {] 1.13422(21.53)

Cost (power) {§] 0.69658(25.64)

VOT(at mean) 4.47 (22.20) 3.78 (?) 4.58 (?) 3.68 (?)
Mean LL -0.632679 -0.623004 -0.618773 -0.652490
No.Obs. 8038 8038 8038 8038
Algorithm Newton Newton BHHH Newton

For all three data sets the power function meeedts the best fit, ilowed by the quadratic,
linear and the logarithmic specifications. This suggests that #rersignificant non-linear



effects with regard to journey time and coBhe estimated coefficients for the power and
guadratic specifications show that responslemith higher journeytimes and costs have
higher values of time, as wastablished by AHCG. This issal true for the logarithmic
specification of the model, but the logaritlergpecification of cost does not generate an
improvement in fit.

Note that this is contrary twhat we might expect, based on the conclusions of Gunn (2001),
where he provides strong evidence from ReveBlkederence analysis for a “log-cost” utility
specification, particularly in #tncase of mode and destinatwroice models. Further models
were specified in which Time and Cost, andh&ialone, were specitien logarithmic form

but neither led to an improvement in fit otke linear specificatiorgs shown in Table 5.

Table 5: Average log-likelihood i logarithmic transformations

Business Commute Other
Linear -0.649687 -0.636065 -0.632679
Ln Cost -0.667525 -0.657660 -0.652490
Ln Time -0.685138 -0.656170 -0.647576
Ln Cost Ln Time -0.679975 -0.660995 -0.653165

AC

We can plot the implied indifference curvés these formulations, around the average
current journey.

Figure 1: Indifference Curves for Business Non-Linear formulations

— —e——Linear (M1)
- - -@- - - Quadratic (M2)
—a— Power (M3)

—¢— Ln Cost (M4)

However, although we have based the modelhernmplied actual timand costs associated
with the different SP options, this is nah fact, how the data was presented to the
respondents. All the variations in time and goghe SP experiment are described as changes
to the current journey, in other wordsatsandAc. If T; and G are the time and cost values
for the current journeys, then the mode|sorted above have been estimated using:



tig = Ti + Atig G = G + AcCiy
For a linear model, this is immataki since we can develop (M1) as

Uikj = Be-Cij + Pr-tikj

= Be-(Ci + Acig) + Br.(Ti + Alig)

= [BCCI + Bt-Ti] +BC-ACikj + Bt-Atikj (Ml’)
Since the term in square brackets is the stamall options faced by gividual i, it has no
impact on the utility formulation, so thathe “absolute” and “incremental” utility
specifications are the same model (M1).

When we move to the quadratic formulatidrgwever, this is no longer the case. If we
develop (M2) in thesame way, we obtain:

Uig = [Be.Gi + Bez. G + Be.Ti + P Ti 7]
+ Be. ACikj + Bcz.(ACikj)z + 2Bc2.G .ACikj + Bt Atikj + Btz.( Atikj)z + 2B T .Atikj (MZ’)

Although once again the square breicterm can be dropped, what remains is not the same as
an equivalent quadratic “inareental” form, which would be:

Ui = Pe AGKj + Bez.(ACiK;)? + Pr. At + Bra.( Atiyg)? (M2a)

This is therefore aifferent model. Moreover, while (M2) iseen to have “cross-product”
terms of the form TAt, etc, these are effectivetpnstrainedto have the coefficient 2; etc,
implying that there is yet another quatic variant withouthis constraint:

Uij = Be ACiki + Pez(ACK) + Pea.Gi ACik; + Pr. At + Bro. (Atix)? + Bra. Ti At
M2b)

Fitting the incremental Model (M2a) produces aywdifferent result, as shown in Table 6:

Table 6: M2a Quadratic on Incremental Time and Cost

Business Commute Other
Time @A)t -0.0842 (27.57) -0.090@4.72) -0.066§17.55)
Cost QA)c -0.0086 (25.32) -0.02020.59) -0.015425.67)
Time (quad) At?] -0.001363 (10.55) -0.0025319 (7.76) -0.00173329 (10.5B8)
Cost (quad)Ac?] -0.00001022 (10.74) -0.0000476K0.68) -0.00002547 (12.17)
Averagel L -0.637375 -0.615510 -0.614007
No. Obs 9557 4737 8038

For all purposes, the LL increases signifibarand it can be shown that the model
demonstrates much more curvature, as shbwthe increased magnitude of the quadratic
terms. Effectively we havedecoupled the variatiomwithin the experiment from that
associated with the journey details. Thisdesmonstrated by Mod€M2b) in Table 7, in
which the quadratic terms are virtually unchasgbut the basic variah in value of time
with current cost antime is allowed for.



Table 7: M2b Quadratic on Incremental Timeand Cost with Time and Cost Covariates

Business Commute Other
Time Q) -0.0787 (17.49) -0.096(11.1.49) -0.056@10.60)
Cost QA)c -0.0108 (22.42) -0.021(19.44) -0.019125.22)
Time (quad) At?] -0.00134930 (10.31) -0.0025037R54) -0.00183171 (10.76)
Cost (quad)Ac?] -0.00001043 (10.84) -0.000044(73) -0.00002208 (11.31)
Time Covariate [A&t] -0.00005191 (1.92) -0.00009432 (1.03) -0.00009288 (3.04)
Cost Covariate  [6c] -0.00000178 (6.06) -0.00000359 (2.79) 0.00000367 (8.22)
Averagel L -0.633499 -0.614272 -0.604248
No. Obs 9557 4737 8038

From this we learn two things. Firstly, thereaiserious danger obnfounding the effects of
design variations and the jougndetail covariates. Secondlgfter allowing for the general
impact of longer (and more expensive) journeyghe value of time, there does appear to be
significant curvature (non-lewarity) with respect to ghoptions in the design.

To investigate this further, is important to understand the SRBide in rather more detail, as
well as developing an econometric theory fwon-linearity. These are the tasks for the
following sections.

It may be noted that one consequence of“theremental” specification is to restrict the
number of testable model forms. Since theenwents (both for cost and time) are negative as
well as positive, it is not possible to use eittiex logarithmic or power forms in testing non-
linearity within the desigh We will therefore have to rely largely on the quadratic
formulation in what follows. This has sonwsadvantages, since there is considerable
correlation between the Bar and quadratic terms.

3 THE DEVELOPMENT OF THE UTILITY FORMULATION FOR VALUE OF
TIME ESTIMATION

3.1 TheoreticalConsiderations

The method of valng “non-market commwdities” (ie, in this contdax aspects of travel which
cannot be directly traded fomoney) is firmly baed on the concept Ofvillingness to pay”.
With a given budgetand given prices, the consumer arranges expenditure so as to obtain
maximum utility U*. If then an impovement is made witiut charge, the conmer’s utility will
increase. The willingness toyp#or such an improveent (the “Compensiag Variation”) may
be defined as the amount of money P which,raated from the consumie budget B, brings
him back precisely to his oiital level of utility U*. In other words, he should ledifferent
between not having the improvemeantd having it ah cost of P.

Figure 1 shows the outcome for the Business mdidisl readily seen that, apart from the Ln
Cost form (which has the “wrong” curvattiyethe “curves” are more or less linear over the
range of time changes [-20,+20h this example, the pav curve isin fact not

distinguishable from the Linear. This stronglyggests that the variations in model form are
essentially picking up the differences associat#ti the co-variates relating to the current

journey time and cost.

! The only possibility is to incorporate dummies to indicate the sign, and use the absolute values in the non-
linear transformation. However, thobligesus to make an allowance for the direction of change in the model
specification.



If v is the indirect utility functio, as a function of the budgeind the travel time (assuming
other arguments remain fixed), we may write this as:

W(B!T) = \V(B_P!T +At)
where T is the base journey time, atidhere assumed negativejhe change itravel time.

This is the definition othe valuation P of thehange in travel timet, and the aim of any
empirical methodology should bedtlow P to be estimated.

A rather narrow definition diWillingness to pay” mighimply that this rgquires contexts where
travellers are given the choice of paying mareney in order to reduce their travel time.
However, the term willigness to pay (WtP) is oftaised in opposition tthe term "willingness
to accept” (WtA), and in so-catleContingent Valuation studiestbanethods are used, with the
commonly experienced empiriaasult that WtP values al@ver than WtA values.

It is helpful to put this intdhe general framework of tradéobetween money and time, as
shown in Figure 2.

AC

At

Figure 2: Tradeoffs between cosand time around current journey

It is assumed that the travelisrcurrently located at the origof this graph. Any choice which

he is required to make relating to changesadst and time can be expressed as differences
relative to the current journey. ThusA€ > 0 for a given option, then that option costs more
than the current journey.

The economic theory of time allocation deriyesnarily from the goodseisure tradeoff within

the theory of the labour markethe standard analysis is indicated in Figure 3, whereby
individuals are assumeid have an indiffergce between different quantities of money and
leisure time, with the shape ashin. As leisure time is reduced, individuals become more
reluctant to give up additional leisure tirtee work unless they arcompensated by a higher
wage rate (implying aationale for “overtime” rates). @wersely, at low incomes and large
amounts of “leisure” (not necessarily voluntarytdividuals will be wlling to accept work (ie
reduce leisure time) ireturn for relatively low wage rates.



Income
(goods

IncreasingJ

At

Leisure time

Figure 3: Tradeoff between income and leisure

From the transport point of viewye are interested in how theldace is affected by changes in

the cost and time dfavel. For a given current position A indtire 3, we can re-interpret the
figure in transport terms to produce the shapetiitesd in Figure 4, in respect of an individual
trip. An increase in travel cost acts in the offeodirection to an increase in income, and an
increase in travel time acts in the oppositeaion to an increase Imisure time. Hence, the
figure is (more or less) inverted. Clearly the indifference curve through the origin must be
entirely in the NW and SE quadrants, in whitie changes in time and cost are of opposite
sign.
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Figure 4: Tradeoff between cost and time for given trip

For an individual making a specified journey waibst C and time T, the basic requirement of
the analysis is to deliver a family of indifferee curves U(c,t) = k. The value of time at any
point c,t can be found by:

a determining on which indifferencerge (c,t) lies (ie the value of k)
b along this curve (ie holding k constaéking the ratio of ma@inal utilities:
Ve (auk /auk )
ot oc

This is related to the fundamental differential equation along the indifference curve:

du, = Yk g+ Y ge o
ot oc

oUy

oc
slope of the indifference curveu gives the "value of time"rédeoff, or marginal rate of
substitution, between time and co3t).remain at the same utilityMel, an increase in cost must
be matched by a decrease in time, @od versa. This allows a time loss or gain to be valued
along the lines set out above.

Hence the slope dc/dt along the indifference curve is given %ﬁl . The (negative)

3.1 Conditions on non-linear forms
The direction of the curvature should be cléaom a given base, theegiter the cost increase

(Ac > 0), the greater the relative compensating temtui time must be, &ing to a fall in the
value of time (flatter curve)as the (money) budget constrabegins to bind. Likewise, the
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greater the time increas&t & 0), the greater the relative coemgating reduction in money must
be, leading to an increase iretlalue of time (steeper curve), as the “time budget” constraint
begins to bind.

If non-linearity existsthen the value of time, which isehangent to thendifference curve,

will fall as cost increases and time decreasescandersely. In other words, it must have the
shape shown in Figure 4. Any departure from this will be inconsistent with economic theory.
There is thus a good case for imposing such a form on the analysis.

For an individual, the question thus turns oa filmctional form of marginal utility with
respect to money and time. On gexi¢heoretical grounds we expect

a bothau—k and 8U—" <0
oc
2
b both’ 2K and 82U2k <0
ot? ac

The condition on the second derivatives reflécith the “satiety” axiom (in reverse!) and the
constraints on the overall time and money budgets.

If both second derivatives are zero, then thieevaf time is constant, and the indifference
curveat that level is a straight line. In practice it imreasonable to expect either derivative
to be zero: however, whi at issue is the change in timarginal utilities over the range of
(c,t), both in the SP experimeand in an appraisal.

The simplest form of allowing for this theoretical variation is to use a form

oU,

p - —C/(X-t) where X is some “travel (time) budged; £ >0

Integrating, W = - t + { In (X-t) + terms in dier variables. We can deal with costs in a
corresponding way, to obtaing& -\ ¢ +& In (Y—C) +...., where Y can either be total income,
or some “travel (money) budget”.

Unfortunately, unless we know the budgets X anithi¥ is not much help! One possibility is
to try to estimate them, or make an assuompfibout their distributim and this could be
given further consideration. li&rnatively, we can expand tesnof the form In (Y—c) as
follows:

In (Y=c) =InY +In (1—c/Y}x In Y —c/Y — % (c/Y¥ ......

Since (for a single individual) Y i@ constant (as is X), and we are only interested in relative
utilities, we can re-write theffective utility function as:

U= - t—=C /X + % (X ....] hc=E[clY + Y2 (cIYY....] +....

Collecting terms and re-defining the coefficients,

11



U= [0 =CIX] t=[ Y2 IXP ]2 . [ R —EIY] C = [ YoE IY?] G2
= 9't-0t? Nc—-&c? +..

The quadratic coefficients and & will need to be significantlyifferent from 0 to justify a
departure from linearity. The originebnditions on the positive signs af, ¢, A, &) to satisfy
the 29 order conditions imply that the transformed coefficiepts{, A’, &) must also all be
positive.

Since both the linear and quadratic coefficiemtshe transformed version for estimation, are
functions of the travel time and cost budgeit& can expect thavariations in these
coefficients across the sample will be foundresponding to different budgets. This can be
examined in the later co-variate analysis.

Note that although the curvature as shaw Figure 4 has intuitive validity, thecaleis not
clear. That is, while we expect the to increase (in negative terms)agicreases, we have
no immediate expectations asvibat size of increase it is required to lead to significant
change in slope. As wdiscuss below, we might expect Htttleparture from linearity for the
majority of changes in cost or time thahdze realistically assaatied with a journey.

While there are no theoretical bouridghe functions in Figure # practice we can assume that
the curves are only defined for positive costd aimes: this means dh we can ignore cases
whereAc < -C andAt < -T, if C and T are the current castd time of the tripWe note that the
rules developed by AHCG for rejecting observationtheir analysis meathat data which does
not meet this condition has already been excluded.

4 BRIEF DESCRIPTION OF THE EXPERIMENT 1 DESIGN

Note: More detail is given in Appendix A. Here we concentrate on those aspects which are of
most relevance to the subsequent analysis.

There are 12 separate questionnairestimglao the trafficconditions (M U T)x the length of
the journey (A B C D). The distribution is as follows:

M otorway Urban Trunk
5-25mins (Q1) 5-15 mingQ5) 5-25 mins (Q9)
26-50 mins  (Q2)| 16-25 mingQ6) | 26-50 mins (Q10

51-75 mins (Q3)

26—40 mingQ7)

51-75 mins (Q11

o0w>

~

75+ mins (Q4) 41+ mins (Q8) 75+ mins (Q12

The design is conceivedaamd the following ideas:
each guestionnaire has 8 pairnisenparisons, based on thagiables time and cost, in
all cases defined relative time current journey, thus, Ac; each ofAt, Ac is set to zero
in one of the alternativeto be compared;

there are eight "boundary vakiof time", measured as/At - in pence per minute these
are: 1, 2, 3.5, 5, 7, 10, 185. Minor variations occur, @sumably to deal with rounding

12



there are four "types" of pavise comparison, according tilee quadrants in Figure 2:

At>0,Ac>0
At>0,Ac<0
At<0,Ac<O0
At<0,Ac>0

A OWONBE

Taken all in all, onlyl0 possible values dft are presented-20,-15,-10,- 5,- 3, 0, +5,
+10, +15, +20), and only foudifferent non-zero valuesre presented in any given
guestionnaire. The range of cosanges is considerably wider.

For understandable reasons, ¢hexr a correlation between the values presented and the base
time, in order to avoid unrealistic changes. Tlameears to be sufficienbmmonality of values
across the experimentsdtbow separate values be estimated for eactt value: nonetheless, it
needs to be borne in nal that no respondentdiaxplicitly traded wh all 9 possibilities.

5 ANALYSIS OF SIGN EFFECTS
51 Introduction

In the first place we concentrate on the effeftthe sign of the change, and we turn to the
guestion of the size effects later. Note, howetheat any non-linearity effects that are found

will have an impacper se, since if the theoretically expext curvature is found, then the
value of time will fall as time savings increaaed rise as time losses increase. Note, in this
respect, that while small time losses would then be worth less (per minute) than large time
losses, small time gains would be wartbre than large time gains.

We noted earlier that the sifioance of the quadratic terndepended strongly on the utility
formulation. The basic model (M2), which appearbe in line with tle theory set out above,
produced a quadratic cost coeféiot of the wrong sign: howevehis appears to be due to
confounding with the current jooey covariates. When thidfect was removed, either by
modelling on the differences (M2a) or by explicidlijowing for the covariate impact (M2b),
significant quadratic coefficients of the thetzally correct sign were obtained, and, on the
face of it, a substantiabn-linearity was indicated.

5.2 The AHCG Specification of Sign Effects

There are various ways in wh this non-linearitycould be reflectedin the utility
specification. The AHCG approach was to alltow different coefficients on time and cost
according to the sign aft andAc. Thus, their implied specification is:

Ui = Be+ACiki[ACikj>0]+ Bc—ACii[ACij<O]+ B+ Atig[Atij>0]+ Br. Atixj[Atij<0] (MS)

where (here and henceforth) a term of the focondition] represents a logical (dummy)
variable with the value 1 iff theoadition is satisfid, O otherwise.

AHCG do not report the results of such a nmipdet move on immediely from the basic

model [M1] to one which includes other terms well (AHCG Model 4-2), chiefly due to
size effects. However, we have estimatedriosiel (M5), with the results given in Table 8:
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Table 8: M5 Time and Cost Coefficients varying by Sign

Business Commuting Other
Time(+ve) -0.1090 (27.6) -0.1286 (17.8 -0.0973 (20.4)
Time(-ve) -0.0576 (17.4) -0.0416 (5.6) -0.0286 (6.8)
Cost (+ve) -0.0121 (28.2) -0.0278 (20.6 -0.0214 (26.6)
Cost (-ve) -0.0050 (13.6) -0.0111 (12.8 -0.0087 (16.4)
MeanlLL -0.626621 -0.603173 -0.600502
No. Obs 9557 4737 8039

In terms of LL, this is a noticeable improvement on the quadratic formulations (M2a) and
(M2b). The expectation is that the “increase”fioents should be larger (in absolute size)
than the “decrease” coefficients, for both timmed cost. In fact, the estimated ratios
(increase/decrease) were as follows:

Table 9a: Ratio of “increase” to “decrease” coefficients (Model M5)

time cost
Business 1.89 2.42
Commuting 3.09 2.50
Other 3.40 2.46

On the face of it, these ratios are extremeghhMoreover, even if we can accept that there
may be severe short-term ctmaints which bring about a diffence between the utility of
time savings vs time losses, it does not seemldeethat similar short term constraints can
account for the discontinuity in the cost coe#fiti. After all, encoumting fluctuations in
commodity prices and making adjustments for thera daily event in most people’s lives,
for the kind of maximum variations being discussed in the design-hé®).(

Translating these figures intbe implied variation by value of time for each quadrant gives

us:

Table 9b: Implied Values of Time by Quadrant (Model M5)

Quadrant 4 Quadrant 1
Business 4.76 9.01
Commuting 1.50 4.63
Other 1.34 4.55

Quadrant 3 Quadrant 2
Business 11.52 21.80
Commuting 3.75 11.59
Other 3.29 11.18

This implies that the average value of time for a point in quadrant 2 (time loss, cost saving)
relative to a point in quadrant(@me saving, cost loss) is indhatio of 4.6, 7.7 and 8.4 for
the three purposes respectively.
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5.3  Subdividing the data by Quadrant

The four types of tradeoff in the design defi in the previous section each involve a
different combination of savings and losses. # #ifect relates genuinely to the sign of the
cost and time changes, then the same resuitddhe obtained whether we confine the data
to quadrants 1 and 3, on the one hand, odigues 2 and 4, on the other. We therefore
estimate a partitioned version of Model (M5) these two subsets of the data: the results are

set out in Tables 10a-c for the three purpses

Table 10a: Business Travel Models M5

all data quadrantg+3 guadrants 2+4
Time(+ve) -0.1090 (27.6) -0.0613 (9.9) -0.1641 (20.0)
Time(-ve) -0.0576 (17.4) -0.0696 (12.5 -0.0452 (8.3)
Cost (+ve) -0.0121 (28.2) -0.0075 (11.9 -0.0125 (15/7)
Cost (-ve) -0.0050 (13.6) -0.0054 (8.8 -0.0097 (13.2)
MeanlLL -0.626621 -0.658164 -0.584992
No. Obs 9557 4754 4717

Table 10b: Commuting Travel Models M5

all data quadrantd+3 guadrants 2+4
Time(+ve) -0.1286 (17.8) -0.0519 (4.6) -0.1823 (14.2)
Time(-ve) -0.0416 (5.6) -0.0490 (4.1) -0.0427 (3.0
Cost (+ve) -0.0278 (20.6) -0.0157 (9.3 -0.0318 (12.4)
Cost (-ve) -0.0111 (12.8) -0.0113 (6.9 -0.0161 (11.p)
MeanlLL -0.603173 -0.645439 -0.548040
No. Obs 4737 2338 2380

Table 10c: Other Travel Models M5

all data quadrantd+3 guadrants 2+4
Time(+ve) -0.0973 (20.4) -0.0197 (2.6) -0.1288 (16.0)
Time(-ve) -0.0286 (6.8) -0.0418 (6.2) -0.0508 (6.0
Cost (+ve) -0.0214 (26.6) -0.0109 (11.3 -0.0290 (16.6)
Cost (-ve) -0.0087 (16.4) -0.0114 (11.0 -0.0108 (12.5)
MeanLL -0.600502 -0.627432 -0.555203
No. Obs 8039 3983 4005

The results are striking. If we reproduce Ta®# but with values for the two subsets, we
obtain:

2 Note that because of the error in the implemesmatif questionnaire MC (See Appendix A), treatment no. 4
cannot be consistently classified by quadrant: the associated responses have therefore been omitted from the
data for the estimation by subset, and as a result theaemwhlbbservations for the three purposes falls by 86,

19, and 51, respectively. If these arsoadxcluded from the estimation for the full dataset, there is no significant
effect.
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Table 11: Ratio of “increase” to “decrease’coefficients [subsets based on quadrants]

time cost
2+4 1+3 all 2+4 1+3 all
Business 3.63 1.14 1.89 1.29 1.39 2.42
Commuting 4.27 1.06 3.09 1.98 1.39 2.50
Other 2.53 0.47 3.40 2.69 0.96 2.46

It is clear that the ratios for types 1 and 3 are, in fact, close to 1 (though for the Other
purpose, both ratios are actudiigsthan 1), while those for types 2 and 4 are much higher. If
the data was confined to types 1 and 3, it @poh the face of it, be difficult to justify a
general hypothesis that, over the range of vgwesented, positive changes (ie, losses) were
perceived as causing relatively more disiytithan negative change(savings), per unit
change.

The question which obviously arises is: what is the distinguishingréeaf types 2 and 4
which could lead to such diffaneresults? One answer occuranediately: all tradeoffs for
these types involve a comparisaith the current position (ie for one of the options A, B,
both At andAc are zero), which is notéhcase for types 1 and 3.

5.4  The “Inertia” Specification

We therefore added to the utility specifioa a dummy term (which for convenience we

refer to as “inertia”) indicating when an agti coincided with the current journey. In other
words:

Itcy; = 1 iff Acj = Aty; = O; O otherwise
The results of this revised specification (Yfdr types 2 and 4 are given in Table 12.

Table 12: M5I Time and Cost Coefficielts varying by Sign, + “Inertia”
(Types 2 and 4 only)

Business Commuting Other
Time(+ve) -0.0713 (7.1) -0.1013 (6.2) -0.0500 (4.8
Time(-ve) -0.1056 (14.9) -0.1093 (6.5) -0.0951 (10.5)
Cost (+ve) -0.0088 (11.5) -0.0249 (9.6 -0.0214 (12.8)
Cost (-ve) -0.0082 (11.4) -0.0162 (11.1 -0.0098 (11.3)
“Inertia” 1.0124 (13.7) 0.7740 (7.4) 0.8577 (11.3
MeanlLL -0.564192 -0.536629 -0.538778
No. Obs 4717 2380 4005

Again the results are striking: for all threerposes the dummy “inertia” term is highly
significant and positive, denoting a dominamdency to choose the rtant journey, and
there is a marked improvement in the LL. Buéwnore important is the impact on the ratio
of the coefficients, shown in Table 13 below:
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Table 13: Ratio of “increase” to “decrease’coefficients [subsets based on quadrants]

time cost
2+4 2+4with 1+3 2+4 2+4 with 1+3
Inertia Inertia
Business 3.63 0.68 1.14 1.29 1.07 1.39
Commuting 4.27 0.93 1.06 1.98 1.54 1.39
Other 2.53 0.53 0.47 2.69 2.18 0.96

In all cases, the tias for the (2+4) groumvith inertia are now much closer to those for the
(1+3) group. Moreover, the ratiosrfthe time coefficients are dédssthan 1.

The next test is to puhe data back together, re-estiméie model including the inertia term
(Model M5I) , and then to test the differertmetween the model and one where we ignore the
separate coefficients for increases and decrebaekeep the inertia term (Model M1lI). This

is set out in Tables 1&-c for the three purposes.

Table 14a: Business Travel Models M5I1, M1l

M5I M1l
Time(+ve) -0.069@15.4)
Time(-ve) -0.090822.7) -0.0817 (27.1)
Cost (+ve) -0.0082 (18.0)
Cost (-ve) -0.0073 (18.1)| -0.0081 (25.2)
“Inertia” 0.9031 (16.6) 0.8312 (25.3)
Mean LL -0.611578 -0.613180
No. Obs 9557 9557

Table 14b: Commuting Travel Models M5I, M1l

M5 M1l
Time(+ve) -0.07799.1)
Time(-ve) -0.07899.3) -0.0755 (12.6)
Cost (+ve) -0.0195 (13.9)
Cost (-ve) -0.0144 (14.7)| -0.0163 (19.3)
“Inertia” 0.8066 (10.0) 0.9113 (19.4)
Mean LL -0.592345 -0.593923
No. Obs 4737 4737

Table 14c: Other Travel Models M5I, M1l

M5I M1l
Time(+ve) -0.05038.9)
Time(-ve) -0.055€11.9) -0.0526 (14.3)
Cost (+ve) -0.0146 (18.2)
Cost (-ve) -0.0108 (18.7)| -0.0125 (25.1)
“Inertia” 0.8540 (14.5) 0.9304 (25.3)
Mean LL -0.587002 -0.588730
No. Obs 8039 8039

From these results we can note two things. Firstly, we can see how the “increase/decrease”
ratios, and the implied values of time, have ehdle, once the inertia term is included: this is
shown in Table 15.
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Table 15a: Ratio of “increase” to “decrease” coefficients (Model M5I)

time cost

Business 0.76 1.12
Commuting 0.99 1.35
Other 0.90 1.35
Table 15b: Implied Values of Time by Quadrant (Model M5I)

Quadrant 4 Quadrant 1
Business 11.07 8.41
Commuting 4.05 3.99
Other 3.81 3.45

Quadrant 3 Quadrant 2
Business 12.44 9.45
Commuting 5.48 5.41
Other 5.15 4.66

These coefficient ratios are now much closer to 1.0, and it is of some interest that while
the cost ratios remain above 1, this is notdhge for the time ratios where the outcome is at
face value counter-intuitive. Note also that freat disparity in values of time by quadrant

has largely disappeared.

Secondly, we can compare the overall modelriterms of average Log likelihood, for the
models M1l, M5 and M5I — @se are given in Table 16.

Table 16: Comparison of Modé¢Fit (LL per observation)

Model (M5) (M51) (M11)
no. of parameters 4 5 3
Business -0.626621 -0.611578 -0.613180
Commuting -0.603173 -0.592345 -0.593923
Other -0.600531 -0.587041 -0.588771

This makes it clear that the inertia term wsthgle cost and time coefficients (M1I) produces

a far better fit than the “inease/decrease” specification hatit inertia (M5), despite the
former containing one less parameter. Further, given the inertia specification, the additional
benefit of allowing the coefficients to vary according to the sign of the change (M5I) is small
(and, for the time coefficients, counter-intuitive).

A further test based on the quadratic models with an inertia term (Models (M2al) and
(M2bl)) confirmed these general conclusiomsmpared with the corresponding versions
without the inertisierm. The quadratic termsere of much lower significance, and that for
time was of the wrong sign, as shown in Tables 17 and 18.
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Table 17: M2al Quadratic on Incremental Time and Cost, with Inertia

Business Commute Other
Time -0.079525.71) -0.0813 (13.11) -0.0538 (13.96)
Cost -0.007722.66) -0.018) (18.54) -0.0131 (22.88)
Time 0.00044216 (2.86) 0.00003651 (0.10) 0.0001925 (1.01
Cost -0.00000169 (1.69) -0.00002460 (5.38) -0.00001170 (5.62)
Inertia 0.8669 (21.11) 0.8316 (14.86) 0.8859 (20.33)
Averagel L -0.612433 -0.590738 -0.586458
No. Obs 9557 4737 8038

Table 18: M2bl Quadratic on Incremental Time and Cost with Time and Cost
Covariates, with Inertia

Business Commute Other
Time -0.0753 (16.52) -0.0904 (10.62) -0.0437 (8.09)
Cost -0.010%20.99) -0.02M® (17.97) -0.0173 (23.06)
Time 0.00050570 (3.23) -0.00014569 (0.39) -0.00019810 (0.96)
Cost -0.00000174 (1.73) -0.00001989 (4.36) -0.00000933 (4.91)

Time Covariate

-0.00004130 (1.51)

0.00013977 (1.52

-0.00009359 (3.01)

Cost Covariate

0.00000198 (6.74)

0.00000480 (3.75

)

0.00000378 (8.70)

Inertia 0.8799 (21.29) 0.8504 (15.11) 0.9142 (20.69)

Averagel L -0.608058 -0.588621 -0.575580

No. Obs 9557 4737 8038

The conclusion of this analysis, therefore, is that them isignificant curvature related to
the sign of the change, once the inertia terimti®duced into the model. At least over the
range of time changes presentedhe experiment, there is no support for time savings being
valued differently from time kses. We emphasise that this conclusion relates to the sign
effect: we have not yet considered the issuenoéll time changes. There is, of course, the
possibility of confounding the two e&ftts, and we will return to this.

5.5 Discussion of the “Inertia” Term

It has been convenient to refer to the dumwvayiable which signifie that an option (in
quadrants 2 or 4) coincides with the currentpeyras “inertia”. The presence of true inertia
in transport behaviour is welltasted: however, the explanation has usually been advanced in
terms of the cost of acquiring information abalternatives, or, sligly differently, the
uncertainty surrounding the perfornta of the alternative. In puiple, neither of these reasons
should apply to SP whethe information about ¢halternatives is provadl directly and without
gualifications (though there remains the ib#ity that the respondent may rimlieveit!). In
addition, the alternatives presented havénherent characteristics (as might be the case, for
example, with different modes), and therefdhere is no reason to postulate any “brand
loyalty”. In this case, thereforet is more difficult to conceivehat a true inertia effect is
present.

As discussed in Appendix A, fany SP pairwise eoparison based ofit andAC, the slope of

the line joining the two optionseing compared represents the (negative) “boundary value of
time” (Bvot) — this assunsg of course, that thelis no additionaltility effect relating to one of

the options. On this basis, in tbase of a tradeoff in quadrant(Bme loss), the current journey
will be chosen if the spondent’s actual vot Bvot , while for a tradeoff in quadrant 4 (time
saving), the current journey will be aten if the respondent’s actual vet Bvot.
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Correspondingly, the estimatigorocess will “deduce” these rétanships when the current
journey is chosen.

For an SP respondent, choosing the current situation in a choice context may be a safe option,
and one which avoideaving to make a careful assessmé&here is also # possibility that

people may tend to believe moratihey will get the costs thadhat they will get the benefits!

If a respondent is adequatedgatisfied with his current jourge he can avoid the effort of
assessing the tradeoffs in Quadrants 2 and delgcting the current journey. Taken at face
value, this will therefore in itselmply low values of time fotime savings antligh values of

time for time lossesunless the possibility is allowed for.

In the case of tradeoffs quadrants 1 and 3, there is no alog way in which one of the options
can be regarded as “speciatipugh the fact that the desigompels respondents to choose
between a time saving (or loss) against a sasing (or loss) — as opposed to between two
options both involving differentombinations of timend cost savings (or losses) — could lead
respondents to treat the SP taskan essentially short term basef]ecting "“inertia" caused by
existing constraints whose effect will be soéidrover time. In thigase an increase either
price or time will tendto be resisted, leading to a dht@mrm indifference curve which is
discontinuous at the origin, witihe shape suggested in FigurdtShould notbe overlooked
that this is reminiscent of tH&P “inertia=task-simplifying” explation. In practice, therefore, it
will be difficult to be sure that we are observggnuineshort term responses.

AC

At

Figure 5: Short term inertia effect

We have carried out further investigationsste whether the “inedi effect could reside
primarily in the time or cost changghis can be done along the following lines:

define Ii; = 1 if At = O, otherwise 0

define Ig; = 1 if A, = O, otherwise 0
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The dummy variable used in the analysgfar can be equivalently defined as:
|tij =1if |tkj =land |ij =1, otherwise 0

Ideally, we would like to show #t the “interaction” coefficienon Itc is highly significant,
while the individual timeand cost inertia coefficients ondnhd Ic are not. Unfortunately, the
form of the design prevents such analysis.tifpes 1 and 3, Itc = O dric = 1-It, while for
types 2 and 4, Ic = K Itc: furthermore, taking the diffence of the two options A-B, for
types 1 and 3Altc = 0 andAlc+Alt = 0, while for types 2 and 4\lc = Alt = Altc. Hence,
across the whole data sat¢ + Alt —2Altc =0: there is thus perfecbllinearity and we cannot
include all three “inertia” variables. Our inviggttions reveal that wie the overall model fit
using Ic and It is slightly better than one usitog the differences in the other coefficients are
marginal. For the sake of thoroughnesesthresults are reproduced in Table 19.

Table 19: Alternative Base Model (M1) wih Separate Inertia on Time and Cost

Business Commute Other
Time -0.0817 (27.0) -0.0757 (12.6) -0.0525 (14.3)
Cost -0.0080 (24.9) -0.0163 (19.3) -0.0125 (25.0)
Time Inertia 0.3308 (14.7) 0.4256 (13.4) 0.4523 (18.1)
Cost Inertia 0.4998 (22.3) 0.4756 (14.7) 0.4777 (19.2)
Average LL -0.611577 -0.593835 -0.588736
No. Obs 9557 4737 8038

This is certainly not the first tienthat “inertia” effects haveelen suggested in SP analysis. In
the Swedish Value of Timstudy, it appears thall the pairwise comparisons were in
quadrants 2 and 4. The following extraate taken from Dillén & Algers (1998):

The particular way in which the survesas designed — a baakernative resembling
the current trip compared withther alternatives — madeeasy for the interviewee to
adopt a “no change” strategy. It was therefalso quite clear whalternative implied
a time gain and a time loss respectively. [p 5]

...This may, however, produce a certainoant of inertia in favour of the base
alternative. The matter was taken into coesation in the original analysis resulting
in a significant inertia parameter.. [p 13]

In the Swedish work with the linear modél.appears that the presence or absence of the
inertia coefficient doesot significantly influence the (average) value of time, though the
inertia coefficient is positive and significant. Iréstingly, this is entilg compatible with the
results here (compare values of time from models (M1) and (M1l)).

In further work on the long-diahce travel data, Dillén & Akrs investigate whether the
inertia effect is different according to tlggadrant (2 or 4). Thepegin by estimating the
linear model separately for the two quadrantsheuit inertia. This produces a value of time

for quadrant 2 (time losses) almost twice that for quadrant 4 (time savings). This is
compatible with the analysis of the Al@data, though the effect is less strong.

When they add inertia terms, the valuediofe for the two quadrants become much more
similar: however, the inertia terms are sfgmaintly different — that for quadrant 2 is
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insignificant. Pooling the data but estimatisgparate inertia terms for the two quadrants
restores the significance of both: in termseguivalent minutes, the quadrant 2 inertia is
worth 3.4 minutes and the quadra@nl3.4 minutes. This pooledodel with separate inertia
coefficients was the preferred form, and ledioincrease in value of time (compared to the
single inertia model) of about 16%.

Comparable analysis can be carried out on the AHCG data and is reported in Table 20.

Table 20: Base Model (M1) with Separate Inertia for Q2 and Q4

Business Commute Other
Time -0.0849 (25.40) -0.0796 (12.29) -0.0599 (14.9)
Cost -0.0079 (24.59) -0.0157 (18.70) -0.0120 (24.41)
Q2 Inertia 0.6902 (12.61) 0.7584 (9.72) 0.6645 (11.43)
Q4 Inertia 0.9993 (19.51) 1.0779 (14.15) 1.2507 (20.32)
Average LL -0.610957 -0.592484 -0.584912
No. Obs 9557 4737 8038

For the business data, in termisequivalent minutes, the irtexr effect is 8.1 minutes for
quadrant 2 and 11.8 minutes for quadranSdmewhat higher results apply to the other
purposes. The models with separate inertia coeffisiare marginally preferred, and lead to a
slight increase in value of tencompared to the single inertia model. Thus these results are
broadly compatible with the Swedish analysis.

Our judgement that there is noi@ence of a variatiom value of time due to the sign of the
time change challenges the conclusions ofri5(R001), which were based not only on the
AHCG data analysed here but also corrobeeaevidence from the 1988 Dutch Value of
Time study data. It turns out, hewer, that this studiyad essentially the same kind of design,
with corresponding possibilities fdinertia” effects. We postuta, therefore, that if the
Dutch data was analysed in the same wagy/,'¢sign effect” might vanish there as well.

Some additional evidence can be found fiitve supplementary AHCG study design for the
Tyne crossing experiment (in addition to thplieation of the 1985 design): this was similar
to Experiment 1 in containing some possibiliiesinertia. Preliminary analysis of this data
has found significant inertia effects for Comimgt and marginally significant evidence for

Leisure, though there is ndfect for Business. The effecton the value of time are not

marked, but suggest some increase.

6 SMALL TIME CHANGES
6.1  Allowing for Journey Co-variates

In investigating what the data tells us abouakitime savings, it will be sensible to correct,
as far as possible, for the journey covarialdss is particularly the case since the smaller
changes (3 and 5 minutes) are only presknte relation to the shorter journeys (See
Appendix A on the design): although change&®minutes occur in all the questionnaires, it
might be argued that this is outside the raogerhat would typically be implied by “small”
time savings.
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It is convenient for the analysis of small timkanges if we can confine the effect of the
journey covariates to theost coefficient, even if this is not the preferred final model
specification. With this in mind, we ingtgate five variants on Model (M1l):

Ui = Be. G + Pr. tig + Q Ity (M11)
a) cost and time effects:

Ui = (Beo + Ber G). ACij + (Bro + Pra Ti). Atiyj + Q ItCy (M6a)
b) time effects on both cost and time coefficients

Uij = (Beo + Be1 Ti). ACij + (Bro + P Ti). Atisg + Q ltcy (M6b)

C) time effect on cost coefficient only

Ui = (Beo + Ber Ti)- ACij + Br. Atig + Q 1tcy (M6c)
d) cost effect on cost coefficient only

Ui = (Beo + Ber Ci). ACij + Br. Aty + Q ItCy (M6d)
e) time effect on time coefficient only

Ui = Be. ACikj + (Bro + Pra Ti). Atig + Q Itcy (M6e)

As usual, T and C refer todlactual journey time and cost.
The estimations for these five specitioas are set out in Tables 21 a-e.

Table 21a: Covariates For Time and Cost with Inertia

Business Commute Other
Time -0.0768 (16.92) -0.0859 (10.26) -0.0415 (7.77)
Cost -0.010422.07) -0.019 (18.05) -0.0168 (23.63)
Time Covariate At -0.00004833 (1.77) 0.00013635 (1.51) -0.00010833 (3.56)
Cost Covariate 8¢ 0.00000188 (6.47) 0.00000529 (4.47) 0.00000354 (8.55)
Inertia 0.8368 (25.38) 0.9091 (18.88) 0.9492 (25.33)
Averagel L -0.608962 -0.590903 -0.577363
No. Obs 9557 4737 8038

Table 21b: Time Covariates on Time and Cost with Inertia

Business Commute Other
Time -0.0772 (14.28) -0.0838 (9.61) -0.0420 (7.00)
Cost -0.010(16.87) -0.012 (16.05) -0.0164 (20.01)
Time Covariate At -0.00004065 (1.13) 0.00011927 (1.19) -0.00009689 (2.60)
Cost Covariate Ac 0.00001344 (3.63) 0.00004349 (3.49) 0.00002580 (5.84)
Inertia 0.8338 (25.34) 0.9084 (18.87) 0.9456 (25.27)
AveragelLL -0.610610 -0.591882 -0.579991
No. Obs 9557 4737 8038
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Table 21c: Time Covariates on CosEffect Only with Inertia

Business Commute Other
Time -0.082327.19) -0.0763 (12.72) -0.0544 (14.74)
Cost -0.010422.00) -0.01& (18.16) -0.0176 (25.16)

Time Covariate Ac

0.00001661 (6.86)

0.00003263 (4.08)

0.00003439 (11.68)

Inertia

0.8329 (25.32)

0.9125 (19.01)

0.9363 (25.16)

Averagel L -0.610678 -0.592029 -0.580421
No. Obs 9557 4737 8038
Table 21d: Cost Covariates on Cost Effect Only with Inertia
Business Commute Other
Time -0.082827.29) -0.0772 (12.83) -0.0544 (14.93)
Cost -0.010423.76) -0.01& (18.93) -0.0176 (26.03)

Cost Covariate &8¢

0.00000214 (8.43)

0.00000414 (4.63)

0.00000439 (12.66)

Inertia

0.8360 (25.36)

0.9134 (19.00)

0.9388 (25.17)

Averagel L -0.609129 -0.591140 -0.578161
No. Obs 9557 4737 8038
Table 21e: Time Covariates on Tne Effect Only with Inertia
Business Commute Other
Time -0.0646 (15.64) -0.0655 (8.99) -0.0208 (4.40)
Cost -0.008725.44) -0.016 (19.41) -0.0128 (25.74)

Time Covariate At -0.00014114 (5.89) -0.00016670 (2.36) -0.00026024 (10.17
Inertia 0.8350 (25.40) 0.9178 (19.12) 0.9596 (25.73)
AveragelLL -0.611291 -0.593330 -0.582053

No. Obs 9557 4737 8038

The results indicated that alletspecifications were very siar. The theoretically expected
form a) performed the béstbut it was only marginally better than form d), which for all
three purposes produced a better fit tharithed remaining specificeons. Model 6d, which
confines the journey length effect to the cemtiable, was therefore used as the base for the
subsequent analysis.

6.2 Estimating Utilities for Each Time Change

We begin by creating dummy variables for e&iole change, with the aim of replacing the
time termp:. Aty in M6d by X, By. [Atij=R] where the set of values Ranges over (-20, —
15, -10, -5, -3, +5, +10, +15, +20). Note ttid is close to the final specification adopted
by AHCG (ignoring further covariateffects) except that theshose to divide the dummy
variables by the value oAtik,-“ and (for reasons which arunclear) dropped the term
corresponding witlAty; = —3, thus presumably forciriigto have a zero valuation.

The results are heavily dependent on whetheinalede the inertia term in the specification,
as we would intend on the basisour earlier analys. Ideally, we would like to compare the
specifications with and withounhertia with the AHCG Mode#i-2 results, in terms of the
implied indifference curves. This is difficult, Wwever, because of theeatment of the sign
effect in AHCG’s model.

We denote our “dummy viable” specification as:

3 although the time covariate was not significant for Business and Commuting
* This will have no effect on the model specification, but transforms the coefficients directly into values of time
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(without inertia)

(with inertia)

l-i-l<j - (BCO + Bcl C|) Ckj + 2y Btr- [AtikJ:RT]

(M7)

U = Beo + Bea C). G + Zr Bur- [Ali=Re] + Q Itcy  (M71)

The results of the estimatioage given in Tables 22 and 23.

Table 22: Conditioning on Time Change — no inertia (M7)

Business

Commute

Other

Cost

-0.009620.52)

-0.0165 (17.02)

-0.0149 (21.52)

Cost Covariate &c

0.00000156 (6.21)

0.00000227 (3.04)

0.00000264 (7.69)

T-20

1.4856 (17.08)

1.3659 (5.09)

1.0774 (10.49)

T-15 0.8977 (7.94) 1.2659 (4.99) 0.7321 (4.53)
T-10 0.4885 (8.00) 0.6009 (5.51) 0.1673 (2.03)
T-5 -0.1050 (1.73) -0.1058 (1.38) -0.4746 (7.00)
T-3 -0.5452 (7.28) -0.6916 (8.89) -0.9723 (14.31)
T5 -0.3306 (5.24) -0.4266 (5.46) -0.0549 (0.79)
T10 -1.009§19.13) -1.05% (12.96) -0.7141 (12.56)
T15 -1.4877(12.91) -1.846 (9.49) -1.6530 (11.51)
T20 -2.133919.18) -3.08% (9.03) -2.0530 (13.71)
AveragelL -0.628999 -0.603723 -0.582007
No. Obs 9557 4737 8038
Table 23: Conditioning on TimeChange — with inertia (M71)

Business Commute Other
Cost -0.009619.96) -0.0164 (16.39) -0.0141 (20.10)

Cost Covariate &8¢

0.00000158 (6.11)

0.00000204 (2.65)

0.00000249 (7.07)

T-20

2.0777 (22.09)

1.9380 (6.91)

1.6598 (14.91)

T-15 1.4175 (12.32) 1.7980 (7.18) 1.2601 (7.91)
T-10 1.0100 (14.99) 1.1009 (9.43) 0.6361 (7.27)
T-5 0.3543 (5.34) 0.3006 (3.65) -0.0963(1.35)
T-3 -0.0778(0.98) -0.2449(2.91) -0.5240(7.25)

T5 0.2361(3.39) 0.2246(2.52) 0.7028(8.77)

T10 -0.5202 (9.04) -0.5719 (6.35) -0.1414 (2.18)
T15 -1.1031 (9.32) -1.3368 (6.78) -1.1110 (7.59)
T20 -1.6583 (14.39) -2.5945 (7.44) -1.3846 (8.88)
Inertia 1.0377 (22.75) 1.0438 (15.52) 1.1208 (20.95)
AveragelLL -0.600748 -0.577071 -0.553108

No. Obs 9557 4737 8038

Although these models are not stiy “nested” with AHCG’s 4-2model, it is of interest to

compare the average log<ilkhoods, in Table 23.

Table 23: Comparison of Modé Fit (LL per observation)

Model (M7) (M71) (AHCG 4-2)
no. of parameters 11 12 15
Business -0.628999 -0.600748 -0.6058
Commuting -0.603723 -0.577071 -0.5755
Other -0.582007 -0.553108 -0.5622




While AHCG Model 4-2 comfortably outperfornise “without inertia” specification (M7), it
gives a worse fit than dtel M7l for both Businessnd Other purposes, and the
improvement for Commuting is sthgiven the extra parameters.

For both with and without inertia specificatiotise general pattern @ear: on both sides of
At = 0, the dummy utility coefficients move the right direction, becoming smaller (more
negative) with increases (losses) and lafgeore positive) with timedecreases (savings),
though not necessarily in a lewemanner. However, for aB purposes, the specification
without inertia (M7)has the wrong sign for both the alintime savings (—3,-5), and the
specification with inertia has the coefficient o = +5 of the wrong sign and significant,
while that forAt = -3 is also of the wrong sigmadugh not significant foBusiness. Dummy
coefficients with the “wrong sign” arindicated in bold in the Tables.

Of course, we are less interested ia significance of the dummy coefficienger se than in
the implieddeviationsfrom the general (linear) utility spéication for the time changes. An
analysis along these lines for the specificatigiin wiertia indicates that the deviation at —10
minutes is not significant, while that at5 is only significant for Leisure (marginal for
Commuting). However, the other deviations ap@ato be significant. In other words, time
losses of 5 and 10 minutes are less onefoasvey greater utility) than the linear model
would imply, while a time gaiof 3 minutes conveys less litii than the linear model would
imply. A similar analysis fothe specification withouinertia suggested &k all the “small”
time changes (-10, -5, -3, +5, +10) appear tsipeificant, with tle exception of that for
+10, and the +5 valuesrf8usiness and Commuting.

These dummy coefficients can be transfainm@o money terms by dividing by the negative
of the effective cost coefficiend + Bc1 G): in order to standarsk, we took the average
value of the actual journey costfGr each of the three purposes, given earlier in Table 3.

These money equivalents represent the money compensation (whether positive or negative)
associated with the time change, and camplbéied, as an indifference curve through the
origin, against the time savings to which thefer. An instructive pattern emerges (Figure
6a—c). The Figures plot botthe “without-" (Table 22) ad “with-Inertia” (Table 23)
specifications, and, for comparison, a lineanifrm value of time) formulation taken from

Table 21d. For all purposes, theis a highly noninear, and essentigllcounter-intuitive,

pattern in the vicinity of the origin (ie, for small time changes). Points in thend %
guadrants denote locally negativalues of time (though they manot be signitant in all

cases).

The most implausible result occurs witle tther purpose, where (using the “with inertia”
specification) it is implied that to move from a tisaving of 3 minutes At = —3) to a time
loss of 5 minutesAt = +5), travellers would on average be preparepayp an extra 97.4
pence! This clearly requires explanation.

6.3  Subdividing the Data by Size of Time Change
There are two issues hem@nd it is not cleaa priori how far they are related. The first is

whether the value of time is piendent on the size of the timkange, and the second is why
we are finding counter-intuitiveeadeoff behaviour (negative valuestime). In order to try
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to understand this, we began by breaking dhta up into three subsets "small, medium,
large" based on the (absolute) size of time change in the pairwise comparison, as follows:

“small” (-3, -5, +5)
“medium” (-10,+10)
“large” (remainder)

and estimated separate models for various Bpa&itons tested earliefinear (M1), separate
coefficients for increases/decreases (M5), lineiétn wmertia (M11), and separate coefficients
for increases/decreases with inertia (M5I).

For all subsets and combinations thereof, lthsic conclusions relating to the “sign” and
“inertia” remained valid. We gsent here merely the comparative log-likelihood values LL —
the complete results are given in Appendix B.

Tables 24a—c gives the result for average LLtlerthree purposes, separately for the three

subsets of time changes. The indicator ** meiiwas the ratio of gains to losses is counter-
intuitive (ie <1): * means that is only marginally > 1.
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Table 24: Average log-likelihood for differert models by purpose and size of time
change
a “Large”

M1 M5 M1l M5I
Business -0.6054 -0.5905 -0.5877 -0.5875*
Commuting -0.6104 -0.5686 -0.5696 -0.5661
Other -0.64 -0.6096 -0.6095 -0.607
b “Medium”

M1 M5 M1l M5
Business -0.6484 -0.6217 -0.6143 -0.6093**
Commuting -0.6391 -0.6158 -0.6049 -0.5982**
Other -0.6157 -0.5826 -0.574 -0.5673**
c “Small”

M1 M5 M1l M5
Business -0.65 -0.6172** -0.6089 -0.6028**
Commuting -0.6065 -0.5789** -0.5702 -0.5691**
Other -0.5687 -0.5436** -0.5291 -0.5273**

Encouragingly, the model conclusions for #hgn effect hold up for each size subset: M1l is
better than M5 which is better than M1 (witte exception of Large/ Commuting, where M5
is slightly better than M1l). For Medium @rSmall, the “expected” relationship between
gains and losses becomes counterintuitivéModel 51, and is always counterintuitive in
Model 5 for Small. Values of time are hardlyanged by adding the inertia term, but the sign
effect vanishes (see Appendix B). This demaisfr that despite the apparent non-uniformity
of values of time with the size of the time ofa, there is no evidence of contamination with
the sign effect.

However, the value of time falls consistgnas we move through the subsets Large -
Medium - Small, and is very low for the Small subset (actua#lgative for the Other
purpose, in line with the indifference curve igiiie 6¢). The values for the preferred Model
11 of the four tested are given below:

Table 25: Values of time (model M1hby purpose and size of time change

Large Medium Small
Business 12.12 9.33 2.7
Commuting 7.94 4.79 1.58
Other 7.17 2.38 -2.99

A further variant on the preferdinear model with journey covariates (M6d in Table 21d) is
given in Table 26. This splits the data into pairwise choices with “large time savings” (—10
minutes or more), “large time losses” (+10 minutes or more) and small time changes in the
range [-5,+5]. Separate time coeiints are estimated for each range.
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Table 26: Model with Cost Covariates orCost, Inertia and 3 way time split

Business Commute Other
Time (At <-10) -0.0953 (25.26) -0.101(11.94) -0.072115.65)
Time (-10t<10) -0.0087 (0.98) 0.0068 (0.60) 0.0941 (9.60)
Time (At > 10) -0.0722 (17.27) -0.0741 (9.83) -0.0461 (9.16)
Cost -0.009621.30) -0.018) (16.42) -0.0141 (21.16)

Cost Covariate &c

0.00000178 (7.06)

0.00000270 (3.32)

0.00000284 (8.40)

Inertia

0.9135 (23.27)

0.9354 (17.55)

1.0054 (22.89)

Averagel L -0.604069 -0.582888 -0.560486

No. Obs 9557 4737 8038

For all three types of journey purpose, “largehie savings are shown, in fact, to have a
higher value than “large” time increases: this counieuitive result is inine with the earlier
findings (see Table 15) when the inertia term is present. The (uncorrected) t-statistics
reporting the significance in the difference between time coefficients for large savings and
losses are 4.6, 2.7 and 4.3 for business, commuting and “other” traffic respectively.

For small time changes, business and commutaifjc have (effectivel) a zero value of
time and “other” traffic has ai@mnificant) negative value dfime. Note that a corresponding
effect was seen in AHCG’s Model 4vhere the Other purpose coefficient sih= +5 had
the wrong sign, though its significance was marginal.

We are thus finding a strong effect that the gahitached to small ahges in time is very
low, and, in some cases, apparently negathMthough our model spdwation is different,
these findings are not essentially isatireement with those reported by AHCG.

6.4 Interpretation of Findings relating to Small Time Changes

On the face of it, it is possible to hypothesize mber of reasons as to why these results are
occurring: they could be related to

e problems with the analysis
e problems with the design
e problems in responding to the SP tasks

In Section 3 we demonstrated that the theakfmm of the indifference curve requires the
2

sign of the second derivativ%to be non-positive. This is incompatible with any
implications that small time savings are valued at a lower unit rate. Nonetheless, the
theoretical form, of course, assumes thatifutihaximising) behaviours reassessed in the
light of any changes in travel conditions, andhia short term this may not be the case. There

is also the issue of to whaktent smaltime changes angerceived(or, perhaps better, in the
context of an SP exercise, taken seriously).

The implied negative values of time are a ddf@ matter. taken at face value, they are
simply illogical. The fact that we have estitad one negative value of time (apparently
significant) plus, from the earlig¢ables, significant dummy uty coefficients of the wrong
sign needs to be very carefully consideredrofer to arrive at a correct interpretation.
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In the first place, it is critical to note &h the design does not offer respondents any
opportunity todisplay a negative value of time — ie by chomsa time increase rather than a
cost decreaseHence, if negative values are derivéds would seem to be an outcome of
the model specification, armeeed not imply that thdata is illogical. To see why we are
obtaining these model results, weeddo go back to the data.

If we concentrate on the “small time changesiid, for convenience, on the tradeoffs in
guadrants 1 and 3, where “inertia” is not iague, we can see from the design (given in
Appendix A) that for each time changg there are a number of possible comparisons across
the different questionnaires — sometimes tBame comparison occurs in different
guestionnaires.

Thus, forAt = =3, we have:

Q1 treatment 6 Ac = =75
Q5 treatment 6 Ac=-5
Q6 treatment 7 Ac =-30
Q9 treatment 8 AC=-5

In practice, we do not expedt eespondents to evince the sawaue of time, and there will
be a distribution. The proportiochoosing the cost saving shdulise as thecost saving
increases. Although there will be differences asded with the respondents facing different
guestionnaires, because of their base jounwegitions, we would generally expect that for
“Q1 treatment 6” the proportion choosing the cesting will be higher than those for “Q5
treatment 6” and “Q9 treatment 8”, since in tinst case a cost saving @b pence is offered,
while in the latter cases, the cost savingméy 5 pence — all to be traded against a time
saving of 3 minutes.

We therefore examined all the tradeoffs inaQuants 1 and 3. Apart from minor variations,
the data for each purpose confirmed that:

for a given value oAt, the propensity to choose the lower cost option increased as the
cost difference increased,; and

for a given value ofc, the propensity to choose tlmver cost option decreased as
the time difference increased

This is precisely what one would require onwgrds of general rationality, and is illustrated
for the Business purpose in Figure 7 (Figuiasthe other purposes are given in Appendix
C). Type 3 tradeoffs (reductions in cost and tiue) on the left side, and Type 1 tradeoffs on
the right side. Each connected line corresponds to a particular time change: (€40), and
the vertical axis shosvhow the proportion chemg the lower cost ¢ion changes according
to the size of the cost change. For Type 3]dher cost option is the cost saving itself, while
for Type 1 it is the increased time option. Thigplains the differentrientation of the two
sides of the Figure.

® The only (trivial) exception is that due to the eirothe questionnaire relating to one of the treatments (see
footnote 3 )> However, we have already demonstrated that this has no significant impact aty#ie an

30



Figure 7: Business Travel - aggregate choices in raw data
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In spite of the general ration@lidisplayed by this data, tlgeeneral level of those choosing
the cost saving is high, even when the cost sagirggnall. As an illustration, we present in
Table 27 the results for “small” time changesdaBned previously) — note that observations
have been combined across questionsairgen the tradeoffs are identical.

For example, this shows that for Business/etlers, 27% would pfer a reduction of 5
pencein the journey cost to a reduction of 5 ntewiin the time, and this proportion rises to
59% who would prefer a reductiaf £1.25 rather than 5 minutdsis the values at the low
end of the cost savings that are most diffidoltaccept — ie that more than a quarter of
business travellers value a 5 mmgaving at less than 1 p/min.

Table 27: estimation sampleroportions choosing lower cost option (Quadrants 1 & 3)
At Ac proportion choosing lower cost
Business Commuting Other

-5 -5 0.27 0.19 0.45

-5 -10 0.36 0.45 0.52

-5 -20 0.40 0.39 0.50

-5 -35 0.55 0.68 0.71

5 -50 0.61 0.66 0.65

-5 -125 0.59 0.73 0.84

-3 -5 0.49 0.56 0.59

-3 -30 0.62 0.79 0.86

-3 -75 0.63 0.79 0.90
+5 10 0.53 0.49 0.66
+5 25 0.65 0.69 0.78
+5 125 0.86 0.93 0.92
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In examining this further, it is convenient to reproduce the form of “dummy variable”
analysis reported in Table 23 etc. leavingtbet“inertia” cases (typesand 4). These results

are given in Table 28 below:

Table 28: Conditioning on Time (types 1 and 3 only)

Business Commute Other
Cost -0.008112.36) -0.0144 (9.89) -0.0139 (13.12)
Cost Covariate 8¢ 0.139E-05 (4.05) 0.153E-05 (1.42) 0.307E-05 (6.30)
T-20 1.6396 (12.61) 1.3936 (3.60) 1.1751 (7.91)
T-15 0.7922 (4.76) 1.6745 (4.50) 0.8903 (3.64)
T-10 0.9212 (10.45) 0.8281 (5.34) 0.5309 (4.63)
T-5 0.3181 (3.93) 0.1876 (1.90) -0.2384 (2.79)
T-3 -0.0195 (0.20) -0.2798 (2.77) -0.4454 (5.26)
T5 0.3707 (3.77) 0.1833 (1.44) 0.7439 (5.79)
T10 -0.3937 (5.47) -0.2929 (2.53) -0.0315 (0.37)
T15 -0.9319 (6.69) -0.9737 (3.96) -0.9239 (5.06)
T20 -1.4356 (9.52) -2.5415 (5.42) -1.0568 (4.73)
Averagel L -0.646311 -0.630568 -0.592166
No. Obs 4754 2338 3983

While not identical, these results are generally \ose to those given in Table 23 for the
whole sample, with the inclusion of the inettieam, as can be seen from Figures 8a-c which

plot both the Table 23 results and th&een Table 28 as indifference curves.

Figure 8a: Business Indifference Curves
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Figure 8b: Commuting Indifference Curves
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Figure 8c: Other Indifference Curves
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The results can beonsidered analogous to an aggregkig-linear estimtion along the
following lines. For convenience, we denote twst saving alternative as A and the time
saving alternative as B. Consider a tradeoff in quadrant 3 sa¢hatO for A andAt < 0
(time saving) for B. Then threspective utilities are:

Ua = —B AC Ug=a
where we expect both andp to be positive.
Assuming the logit model, the probability of choosing A is given by

Pa = exp (B Ac)/[exp (=B Ac) + exp @)].

Hence In (p/1—p) = - AC —a
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For At = =3, there are only 4 “obse&tions” (2 of which can be paad, as they relate to the
same value oAc). From this, we have to estimate the dummy coefficiefthe value of} is

of course determined by otheripaise comparisons as well)nd this (here, the utility okt

= -3) effectively determines the valueAsf at which 50% would choose the cost saving (so
that In (p/1-p) = 0): this is given byc = —a/B. In circumstances where In (p/1—p) is high
even for small cost savings, the result may well bedtas the wrong sign.

To give a simple example, supposattB0% choose the cost savings\at= —75, and 67%
choose it at\c = 5. Then the values of In (p/1—pgdn (9) = 2.2 and I2) = 0.69. Hence 70
B =2.2-0.69 = 1.51 angl= .0216. Hence. = — (.69 — .108) = —.582. This impliexhagative
utility for At = -3, and correspondingly a negative value of time.

This explanation suggests that the negativeeghf time are not a feature of the data, but
rather of the assumptions made in the analysis, which shoulllowtthe value of time to
go negative. Given that the data demonstrategh proportion choosing the cost saving, one
reasonable explanation is that there is a sicpnifi block of respondents whose value of time
is effectively zero for small time changes (thowghether this is truljthe case, or merely
how they respond to the SP, cannot be detem)inAll such responas, who effectively
treat the time change as zero, choose tha saving. On top of them, there will be a
distribution of non-zero values @ifne who will contribute tdhe overall (low) average value
of time.

This explanation also fits the observed tesson the proportion aosing the time loss or
money loss for type 1, whest = +5. In this case, a proportion effectively treat the time
increase as zero, and choose it in pesfee to losing even small amounts of money.

6.5 Models with Distributed Values of Time

One way of dealing with this is to allow fordéstribution of values of time, with a lower
bound of zero. A standard assumption is to mgsa lognormal distribution with parameters
u, o, to be estimated, and this was tested in the AHCG work.

There are a number of ways in which the |agmal distribution can bepecified, and there

are further variations on the estimatiapproach. The method proposed by Ben-Akiva,
Bolduc & Bradley (1993) scat the utility in money terms, while estimating an overall
scaling parameter compatible with the standard logit formulation (so that this is effectively
the coefficient on cost), with the value of tilegnormally distributed. A variant on this is to
allow for co-variates to affedche mean value of time - again, there are different ways of
specifying this (see Ben-Akiva, ?1996).

A further important assumption relates to ttwemain of the variation when dealing with SP
data: essentially, the question is whether omeilshpostulate a single (random) value of time
for each respondent, or allow threndomness to relate to indivial choices. If the variation
is expected to relate essentially to thepoeglent, then it wouldseem that the former
approach should be adopted. Howevercesi®HCG also postulatethat there would be
variation with the sign andze of the design variablesgthtook the latter approach.
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Although AHCG report the findings of lognormal disttion models in terms of values of
time (Tables 122 and 123), they dot report the actualoefficients. They indicate that such
models give a better fit to the data than “simple” logit models, but after comparing the
distributions of implied VOT for log-normalna simple (covariate) models concluded that
“the log-normal assumption may not be appropriatidis case”, for reasons which we do not
fully understand.

For the simplest model (corresponding wighr M1), AHCG found that the lognormal
specification was only marginally better for tBesiness sample, bghowed a substantial
improvement for Commuting and Other (comgide, in LL terms, to the quadratic
incremental specification M2b). For the full covariate model AHCG4-4 (where the
contributions of the covariates wefiged for the purpose of the lognormal estimation), a
further significant improvement was found.

With limited time at our disposal, we were radile to develop purpose-built software, and we
made use of GAUSS code developed bwifr Revelt and Ruud (1996,1999) at the
University of California, Ber&ley for error components Idg(ECL). This makes use of
simulated maximum likelihood techniques, whereas AHCG used Gaussian quadrature: this
should not lead to substantial differences.

For practical reasons we confined the logndreféect to the time coefficient only, and
estimated an alternative versiohmodel M6d. Since the time efficient is expected to be
negative, and the lognormal distribution is not defined for negative values, we multiply the
time changes by —1 and estimate a positive time coefficient.

The results are shown in Table 29 below. paemeters which are actually estimated for the
time coefficient are the mean and standardad®n of the underlyig normal distribution.
Despite various attempts, we were unable to obtain a converged estimate for Commuters.

Table 29: ECL Choice models with the tne coefficient log-normally distributed

Business Commute Other
Time (u) -2.5113 (59.42) -3.0196 (26.31)
Time (o) 0.3540 (2.43) 1.3064 (10.40)
Cost -0.0110 (18.74) -0.0267 (10.34)
Inertia 0.8535 (23.27) 1.0765 (19.80)
Cost Covariate 0.224E-5 (8.18) 0.633E-05 (9.42
Average LL -0.609043 -0.575785
No. Obs 9557 8038

The estimated value of for Business appears significartiqtigh it would probably not be if
we corrected for repeated measurements)tHautmprovement in LL is marginal. For Other
traffic, the value of time has a stromgtkewed distribution: the value af is highly
significant, and the improvemeint LL is also highly significantlt is also noteworthy that
for Other traffic, the cost coefficients are ab@b times as large, compared with the fixed
coefficient version (Table 21d).

We can convert the coefficients in Table 29 tluga of time, using the standard properties of
the lognormal distribution: thresults, and the formulaeeds are given in Table 30.
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Table 30: A comparison of the imfied value of time by model type

Business | Commute | Other
“Fixed Coefficient” Be/(BeotBciC) 9.22 4.47 3.66
“log-normal” mean | expu+c%/2) /BeotPaC) | 9.39 n/a 5.04
“log-normal” median | exp(u) /(BcotPeiC) 8.82 2.15
“log-normal” mode | exp—c2) /(BeotBeiC) 7.78 0.39
“log-normal” std dev | expu+c?2)N(expo® —1) | 3.45 10.70

[(BeotBerC)

Mean C (pence) 822.9 301.5 623.4

For the purposes where we have achieved timason with the lognormal distribution, the
results are in line with thosef AHCG (for the models withoutovariates). They support a
highly skewed distribution for Other traffic, bnbt for Business. We may note that, while in
the case of Other traffic the high proportionsas$ing lower cost options could be explained
by the concentration at the lower end of th&rdiution (since 50% have values below 2.15
p/min), this explanation does napply to the Business sample.

As noted, our lognormal analysis has not refleédtes possibility that each individual has a
unique value of time, distributed among th&pulation. As was done in AHCG’s analysis,
the value for a given individual is allowed ary randomly with the time changes offered.
Another possibility is tat for a given individual the variatiois related to the time changes,
particularly when these are “small”.

Our conclusion from this is that while treghormal assumption is aggriate for explaining
the estimated negative valuettime, it does not provide amgxplanation, at least in the
forms tested, for the variation with the size of time change.

6.5  Other Investigations of the Data and the Design

In an indirect attempt to exane the variation of values d¢iime within a single individual,
we returned once more to the data (agaimvimd the problems of “inertia”, we confine the
analysis to types 1 and 3). On thdlmypothesis that thendividual has asingle value of
time, we can devise a rationality test bylening the pair-wise comparisons faced by any
respondent according to their immliboundary values (see Appendix A).

Formally, if the four pair-wis comparisons (in types 1 aBjl are ordered with boundary
values B < B, < Bz < By, then the individual’'s willingnesto choose the option with the
shorter timeshould not increaseas the boundary value dreases. Individuals whose
responses contradict this can be viewediraational” (though, NB only on the underlying
assumption of aingle value of time). On this definition, 31% of respondents were classed as
“irrational”.

The twelve questionnaires diffsubstantially in their distribution of small time changes. If
the main factor affecting this “rationality” test was a tendency for different (lower) values of
time in connection with small time changese would expect areater proportion of
“irrational” respondents among those questionnaires with monewse comparisons
involving small time changes. In facip such tendency could be inferred.
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A different line of enquiry waso see whether the design impliany inherent bias in terms
of the (average) values of time which colld recovered. In order to examine this, we
devised a simulation procedure to “manufactuesponses with different assumptions about
the underlying average value of time, and to amallge data to see tipewer of the design.

1000 individuals were simulated to respondetich of the 96 treatments in the design.
Analysis of the 96,000 simulated respondesnsed a very close match between "assumed"”
and "modelled" values of time, over the rarfigem 1 to 20 p/min. Thus, at least for the
recovery of average values of tintiee design appears extremely robust.

Further analysis looked at siaad sign effects. For a simuldtealue of time of 10 pence per
minute, the model was able to recover the valueme separately for “large time savings” (—
10 minutes or more), “large time losses” (+1(uates or more) and small time changes in the
range [-5,+5].

Finally, we investigated the aityl of the design to recover gation in values by the size of
the time change (as is done, of courseTable 83 of AHCG, as well as in the “dummy
variable” analysis reported abovéjthough the results were slitih less robust (which is to

be expected given the greatlmvel of disaggregation), ¢hperformance was still very
acceptable.

The simulations also indicated that if “inaftwas present but notcluded in the model
formulation, then the input values of time r@enot recoverable. Including the inertia term
corrected for this.

Overall, therefore, we consider that we hawiejacted the design to sifjonant testing, and it
has proved remarkably robust. This removesceons which were expressed previously at
the time of the independent reviews comnaissd by the Department and bound in with the
AHCG Report. We are confident th#te results being obtained amet artefacts of the
design.

6.6  Thresholds and Perception

An alternative explanation for the apparent kaues of time for small time changes is that
individuals do have a single value of time, butetle is some mechanism, which for
convenience we refer to as perception-filterimbich downgrades or “discounts” (see Welch

& Williams) the absolute size of the change below some “threshold”. Assuming symmetry
between positive and negative changes, me lwith the analysis reported earlier, the
“perceived” time differenceAr , say) could be written:

At = Sign &) * {|AL] . [ At > 0] + 0.(JAY)™ [ |At] <6] }

where 0 is the threshold value (eg 10 minute®)d m > 1 an estimated parameter, implying
a relationship as illustrated in Figure 9.
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Figure 9: Perception Filter
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The aim is then to define the utility function in terms ff rather thanAt, with the
implication that small changes are perceigsdmaller than they are. Note thattfer O or m
=1, the model resolves to M6d.

With this in mind, we set up a procedure to estimate méarBecause of the non-linear
nature of the estimation, we firstly confined ourselves to a grid-search over integer values of
0, obtaining Maximum Likelihood estimates of and other coefficients conditional én

This was not possible for all values @f The results in terms of model log-likelihood and
estimated m are presented in Table 31.

Table 31: Model LL for alternative values of “perception parameters”

Business Commute Other
Assumed | m (t-ratio)* | Average | m (t-ratio)* | Average | m (t-ratio)* | Average LL
0 LL LL
0 1 (fixed) -0.609129 | 1 (fixed) -0.591140Q 1 (fixed) -0.578161
4 >70 n/a >18 n/a n/a
6 9.14 (3.27) -0.605034| 9.92 (2.63) -0.583403 n/a
8 4.43 (3.29) -0.605064| 5.12 (2.57) -0.583472 n/a
10 3.43 (3.22) -0.605085| 4.09 (2.37) -0.583517 n/a
11 3.15 (4.85) -0.604423| 4.44 (3.42) -0.582373  8.20 (6.54 -0.563342
12 2.43 (6.20) -0.604624| 3.19 (5.04) -0.582492  5.21 (7.60 -0.56355(
13 2.11 (6.64) -0.604861| 2.72 (5.75) -0.582755 n/a
14 1.91 (6.77) -0.605066| 2.45 (6.13) -0.583028 n/a
15 1.78 (6.82) -0.605235 2.26 (11.33) -0.583280 n/a

*NB the t-ratios test the significance of tlference of m from 1.0, which is the null
hypothesis

For all three purposes, the indication is that of the values test@¢ Idr minutes gives the
best result in terms of L% the value of m is in all cases significantly different from 1. In all
cases, the model is a substantial improveroannhodel M6d with no tteshold (as shown in

®in subsequent analysis, we were able to optimisefatid m simultaneously for the Business and
Commuting purposes: the estimated value$ farere 10.83 and 11.13 and the improvement in average LL was
very small
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Table 21d). The complete estimated models (M8)6fer 11 are set out in Table 32: the
specification for M8 is identicdb that for M6d, except thait is replaced bwr.

Table 32: Choice models with “perceived” time coefficientq = 11)

Business Commute Other

Time (“perceived”’) | -0.090624 (28.21) -0. 105646 (14.09) -0. 086387 (20.52)

m 3.149952 (7.19) 4.435129 (4.42) 8.202311 (7.45)

Cost -0.009843 (22.06) -0.016677 (18.77) -0.01710 (27.71)

Cost Covariate &¢ 0.00000171 (6.76) 0.00000261 (3.29) 0.00000345 (9.98
Inertia 0. 82229 (24.84) 0. 891382 (18.20) 0.964581 (25. 09)
Average LL -0. 604423 -0. 582373 -0. 563342

No. Obs 9557 4737 8038

In comparison with Table 20d, most of the caméints are similar, but the time coefficients
have all increased (though onBlightly for Business), re#ing in higher values of
“perceived” time, once the smaller actual ticleanges have been effectively downgraded.
This results in the following comparison in texmf values of time (Table 33), calculated, as
usual, at the sample mean journey cost:

Table 33: A comparison of the imfied value of time by model type

Business | Commute | Other
“no threshold” (M6d) 9.34 4.48 3.72
“threshold6 = 11" (M8) 10.74 6.65 5.78

Summarising, the Business valuses by 15%, the Commutey 48% and the Other value
by 55%. Note that they arelktot as high as the valuestiezated only on the “large” time

changes (as given in Table 25),iefhare between 13 and 24% higher.

The perception function implies the followingeiyeived” values for the time changes used

in the experiment (Table 34):

Table 34: Implications of the perception function

Presented values “Perceived” Values

(minutes) Business | Commute | Other
10 8.15 7.21 5.03
5 0.92 0.33 0.02
3 0.18 0.03 0.00

There is thus a strong implica that travellers @& not responding to the small time changes.

If we transform to indifference curves, addre, we obtain the pattn shown in Figure 10.
While these curves now respect the theoretical condition on the first derivatives, thus
avoiding implications of negative values of tintieey clearly do not respect the conditions on
the second derivatives. It shoub# noted that the symmetrgsults from the constraints
imposed by the model form, where thés assumed to be no variationdign.
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Figure 10: Indifference Curves with Perception Effect
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Conclusions on Small Time Savings

With regard to the “size” effect, there is no dotli#t the data strongly indicates that a lower
unit utility attaches to smatime changes (whether positiee negative). There is nothing
apparently illogical in the data or the deswlnich could have contritted spuriously to such
an outcome, nor is it an artefadftthe model specification. ®@preferred model indicates that
time changes of 10 minutes os$eare increasingly “discounted”.

Nonetheless, we are not inclined to talkeese results at face value. The results are
inconsistent with the theoretical expectationstlos shape of the indifference curve, at least
when allowance is made for adjustments beyond the immediate short term.

In general, the following kinds of explanation may be considered:

@) The data reflects real perception ameferences. People are willing to trade
at a lower rate for small changes than for large. This would lead to a
recommendation (at least for modelling)l@iver unit values for 5 mins or less
than for 10 (or, perhaps, 11) mins or more.

(b) The data relating to small time changes as presented in SP is unreliable.
People’s perception of the problem is défex; there is a failure of belief, and
they refuse to trade at a plausible rate.

The evidence is essentiallylesit on these two l@rnatives. There nat be some doubt,
indeed, as to whether Stateaference is a suitable vehicle frarrying out tk investigation
of responses to small time changes, degp# commendable effort put into it by AHCG.

In the circumstances, our preferred viewdsabide by the theoretical requirements on the
shape of the indifference curve. For reasons which have been rehearsed elsewhere, (see for
example Fowkes (1999)) we bmle that any valuations based on the “small time savings”
hypothesis (that small time changes have lowmt value) are not ggopriate, either for
evaluation or for forecasting models. Thus wéeve that explanation b) above is the more
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plausible, and that the values set out in 83 for the threshold model M8, based primarily
on the higher time differences, are the moaliable results (before taking account of
covariates).

We are aware that this can be seen as soatepdrverse, given thedathat most projects

rely for their benefits on “small” time savinggprecisely the ones whose SP valuation we are
ignoring! In principle, the “perception” functiodoes provide a (possibly) principled way of
testing what the impact on benefits would ib@a “discounted” approach (a la Welch &
Williams) were to be taken. An alternative approach, which requires further consideration, is
that while a constant value of time is recommended re¢hability attached to predicted
small time savings needs to be explicitly dealt with.

In the last analysis, we conclude that SP islatively weak method for eliciting values of
small time savingper se, and that consequently any recoamdations in this area (both for
modelling and evaluation) mustlyeon a mixture of theory intpretation and pragmatism. It

will be important to examine critically any othevidence that has attempted to examine this
issue, as well as the question of what is actually to be defined as “small” in the context of
time changes.

7. OVERALL CONCLUSIONS FROM THE ANALYSIS
7.1 ModelFormulation
After a lengthy investigation, which has amwined a number of alternative model

specifications, a useful summary of the conduosican be given by considering the level of
explanation, represented by the average Uuejdor the various models estimated.

Figure 11: Average LL for different models
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As an expositional device, we have chosen to plot in Figure 11 the values for the various
models in ascending order according to the Bess results. In general, the conclusions for

the different purposes are vesymilar, but this approach does indicate where significant
differences between the purposes occur. It is also easy to see the significant improvements
which are associated wittertain specifications.
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For reference, the results are also set oufahle 35. To avoid confusion, the reordered
model nos. are given in the last column of the table and will be referred to as RM1 etc.

Table 35 Model Development Reordered
ParametersBusiness Commuting  Other Modelno.
sample (after exclusions) 9557 4737 8038 (RM)
MODEL
InCost 2 -0.667525 -0.65766 -0.65249 1
M1(Linear) (AHCG4-1) 2 -0.649687 -0.636065  -0.632679 2
AHCG lognormal[~4.1] 3 -0.6495 -0.6143 -0.6074 3
M2 (Quadratic) {c?) 4 -0.646347  -0.6341131 -0.623004 4
M3 (Power) 4 -0.643674 -0.629175  -0.618773 5
M2a (A%, AGY) 4 -0.637375 -0.61551  -0.614007 6
M2b (A%, Ac®)cov 6 -0.633499 -0.614272  -0.604248 7
M7 (dummies) 11 -0.628999 -0.603723  -0.582007 8
M5 sign 4 -0.626621 -0.603173 -0.600502 9
M1l M1 + Inert 3 -0.61318 -0.593923 -0.58873 10
M2al M2a+Inert 5 -0.612433 -0.590738 -0.586458 11
M5l sign+Inertia 5 -0.611578 -0.592345 -0.587002 12
M1l inertiaT,C 4 -0.611577 -0.593835 -0.588736 13
M6e [,CAt cov 4 -0.611291 -0.59333  -0.582053 14
M1IQI | for 2,4 4 -0.610957 -0.592484 -0.584912 15
M6c I,TAc cov 4 -0.610678 -0.592029  -0.580421 16
M6b I,TAt, TAc cov 5 -0.61061 -0.591882  -0.579991 17
Méd I,CAc cov 4 -0.609129 -0.59114  -0.578161 18
lognormal ~Mé6d 5 -0.609043 #N/A -0.575785 19
M6a I, TAt,CAc cov 5 -0.608962 -0.590903  -0.577363 20
normal ~Mé6d 5 -0.608888 -0.588225 -0.57063 21
M2bl M2b+ Inert 7 -0.608058 -0.588621 -0.57558 22
AHCG sign + size [4.2] 15 -0.6058 -0.5755 -0.5622 23
Percept10 5 -0.605085 -0.583517 #N/A 24
Perceptll 5 -0.604423 -0.582373 -0.563342 25
Percept * 5 -0.604414 -0.582369  -0.563317 26
3dummiesl 6 -0.604069 -0.582888 -0.560486 27
dummiesl 12 -0.600748 -0.577071 -0.553108 28
AHCG covariates [4.4] (29,31,34) -0.5919 -0.5548 -0.5479 29
AHCG lognormal[~4.4] (30,32,35) -0.5833 -0.5514 -0.5452 30

RM1 is the Ln Cost specification, which istlvorst for all purposes, while RM2 is the basic
model (M1) corresponding to AHCG 4-1. BMs the AHCG lognormal variant on M1,
which produces little improvemefr business, but a morelsstantial improvement for the
other purposes.

RMs 4 to 7 show the modegtogress available from non-limegpecifications. Continuing
progress is made in RMs 8 (sidlummies) and 9 (sign effegt the Other results for RM8
show a particularly marked improvement, reflegtthe strongly “discourd” values of small
time changes for this purpose.

RM10 is the first “inertia” specification, andrfall purposes there is a perceptible “jump”
relative to the “sign effects” specificatioRMs 11 to 13 represent minor improvements,
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though it is noticeable that for @onuting and Others is RM11 which is in fact the best of
this range.

While RM15 allows the inertia effect to valby quadrants 2 and 4,ehliemaining RMs in the
range 14 to 18 and 20mesent the alternative specificatidosthe journey covariates (these
are all specifications including Inertia). RMI introduces the lognorrhdistribution on the
chosen specification (M6d) — f@usiness the improvement isgiit, but for Other it is more
marked (the model could not be estimated for Commuting).

RM21 is the same model (M6d) but assumingpemal distribution on the time coefficient —
this was not reported in the text above, butaict produces a better fit than the lognormal
(though it does not constrain the value of titnebe positive). Once again, the greater
variability in the Other sample is demonstrated.

RM22 allows for non-linearity (quiatic formulation based oft?) as well as the covariates
due to time and cost.

RM23 is the AHCG Model 4-2, with sign andzsieffects. Note that this produces a far
greater improvement for Commuting and Ottiean it does for Business. RMs 24 to 26 are
the most parsimonious models which deal viatth the sign (inertia) and size (perception)
effects: these have 6 parameters (including the threshaldmpared with AHCG 4-2 which
has 15. The variations associated with different values of the threshold are minor.

RMs 27 and 28 are dummy specifications inabgdinertia — in RM27 the time changes are
grouped into three rangesltiiough the full specification oRM28 (M71) outperforms the
threshold models for all purposes nvolves substantially more parameters.

The last two RMs are from AHCG and intragucovariates (model 4-4): RM30 allows the
value of time to be lognormally distributedn&eé we have not yet imiduced covariates to
our analysis (apart from those related to the journey)ethesdels understandably show a
greater level of explanation.

Aside from these, where further investigation into covariates will be reported in a later
project note, we conclude that the modelsdolaon inertia and threslds reported in Table

33 are good and parsimonious dgsiions of the data, and are f@asier to intgret than the
equivalent HCG 4-2, which iany case makes use of distincis by the sign of the time and
cost changes which we consider invalid. The differences in overall log-likelihood, with 9
fewer parameters, are -13.16 (Busing88)56 (Commuting) and 9.18 (Other).

We therefore propose that these modelgaken forward into the covariate analysis.

7.2 Recommendations on Sign and Size Effects

At the outset of this paper, we suggested a number of reasons for giving attention to the
possible variation in value of time due to #ign and size of the time change. We now recall

these, with some conclusions.

I. small amounts of time are less useful than large amounts;
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il. small time savings (or losses) might notrib®iced by travellers and any that are not
noticed cannot be valued by those affeeted so should not balued by society;

iii. small time savings are said to often account for a large proportion of scheme benefits,
so that small errors in measurement mighamthat the schemerisally of no benefit
to anyone;

iv. allowing small time savings to have ‘full’ value is said to inflate the measured total of
benefits and so lead to schemes (oftesd schemes) being wrongly found to have
sufficient net benefit to justify implementation;

V. time savings are less highly valued tham tane losses, according to surveys, and so
should have a lower unit vaduwhen evaluating schemes.

We believe that the AHCG conclusion relating to significant differences in valuation
according to the sign of both time and costnges is invalid, due ta model specification

error. This is due to that part of the SFsida which allowed directomparisons with the
“current journey”. Although in ouview it would be better not timclude such comparisons, it

is possible to make an appropriate allowance for them in the model specification. When this
is done, the “sign effeteffectively vanishes.

This does not mean that the idea that ga@me less valued than losses is inherently
implausible: what it does mean is that over the range of changes examined in the AHCG
study, which would certainly aver the vast majority of ghway schemes, there is no
significant evidence of an effect.

With regard to the “size” effect, there is no dotli#t the data strongly indicates that a lower
unit utility attaches to smatime changes (whether positiee negative). There is nothing
apparently illogical in the data or the deswnich could have contritted spuriously to such
an outcome, nor is it an artefadftthe model specification. @preferred model indicates that
time changes of 10 minutes os$eare increasingly “discounted”.

Nonetheless, we are not inclined to talkeese results at face value. The results are
inconsistent with the theoretical expectationsttuag shape of the indifference curve, at least
when allowance is made for adjustments beyond the immediate short term.

There must be some doubt, indeed, as to henebtated Preference is a suitable vehicle for
carrying out the investigation eésponses to small time changes, despite the commendable
effort put into it by AHCG. Consequenthgny recommendations in this area (both for
modelling and evaluation) mustlyeon a mixture of theory intpretation and pragmatism. It

will be important to examine critically any othevidence that has attempted to examine this
issue, as well as the question of what is actually to be defined as “small” in the context of
time changes.

In the circumstances, our considered vievthat the correct approach, both for evaluation
and for forecasting models, is to reject thescounted value” hypothesis, and to base the
values of time on the implied rate of tradeb&tween time and money for the larger time
changes.
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We should conclude by sayingathwhile we have disagreed with some important points in
the AHCG Report, this should niot any way be taken as casting doubt on the quality of their
work, both with regards to the data collectionl @reparation and the apsils to which it has
been subjected.

This paper has been primaritpncerned with the analysis tife AHCG data. In terms of
implications for appraisal, it follows from our analysis that we concur with AHCG's
conclusion that appraisal values should not difig sign. We also agree that unit values for
appraisal should not differ by size, but our predd model specification will yield different
values from AHCG's.
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Appendix A: The Experiment 1 Design

There are 12 separate questionnairestimgléo the trafficconditions (M U T)x the length of

the journey (A B C D). The distribution is as follows:

M otorway Urbar/ Trunk
5-25mins (Q1) 5-15 mingQ5) 5-25 mins (Q9)
26-50 mins (Q2)] 16-25 mingQ6) | 26-50 mins (Q10

51-75 mins (Q3)

26—40 mingQ7)

51-75 mins (Q11

o0w>

75+ mins (Q4) 41+ mins (Q8) 75+ mins (Q12

N—r

The design is conceivedaamd the following ideas:

each guestionnaire has 8 pairnisenparisons, based on tregiables time and cost, in
all cases defined relative time current journey, thust, Ac whereAt, Ac are defined

relative to the current journey (T,C), so thatt— T etc. ; each aft, Ac is set to zero
in one of the alternativeto be compared;

there are eight "boundary vakiof time", measured as/At - in pence per minute these
are: 1, 2, 3.5, 5, 7, 10, 185. Minor variations occur, @sumably to deal with rounding

there are four "types" of pavise comparison, according tiee quadrants in Figure Al:

At>0,Ac>0
At>0,Ac<0
At<0,Ac<0
At<0,Ac>0

A OWDNPRE

The types can be illustrated graphically in tregdam below: the slope of the line represents the
(negative) boundary vot (Bvoth the case of types 2 and 4etburrent journey will be chosen

if actual vot> Bvot (type 2) ok Bvot (type 4); for typed and 3 the point on thi axis will be
chosen if actual vet Bvot (type 1) o Bvot (type 3).

AC ) _
ecreasing
4 1 /Utility

At

Figure Al: Types of Pairwise Compaison in SP Desigr{Experiment 1)

" The earlier review by Bates noted that the values for experiment ldestieal between UA and UB, so that
there were only 11 distinct sets of choices. Thisstwwurt to be an error, based on an erroneous copy of the
guestionnaire. We are satisfied that the correct valges used, both at the time of interview and in the
analysis.
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Each "type" is represented twice among tlghtecomparisongynce with a "low" boundary vot
(£5), and once with "high" boundary vot (> 5 p/min)

The design is simple in concept, allowingsatisfactory range of boundary values and the
possibility, in principle, of tegtig the variation in coeffients with gains or kses on either time
or cost variable. Thability to estimate th effect of differensizesof saving/loss is dependent
on the actuavaluesused in the design: here there soene constraints imposed by the current
journey, since the changes néedbe seen as reasonable.

There is a minor problem in thmplementation of one of the questionnaires, which appears to
be a printing error. In questionnaire MC, thertb pairwise comparisois in fact a dominant
choice: option A should always be preferred.regéngly, the data onsponse (Appendix H of

the HCG/Accent Report) does notiegly confirm this to be the case: option A was chosen by
167 out of 193 respondts. Since comparison type 2 only ocaumsein the MC set, it may be
deduced that the cost for atiative A was meant to be 10mher than the current rather than
lower. We have confirmed that the coding of tla¢a reflects this errer ie it gives the values
actually presented rathelattthe intended values.

In addition, it is strange thah this set (MC) the 2nd highteboundary votis 22.5 p/min
(comparison 1) rather than tHé p/min that is used in all the other questionnaires. It is
suggested that the time reductfonalternative B should have éxe 15 rather than 10 minutes.

As far as tk range oAt andAC are concerned, the actualues used aras follows:

For At we have:

Value no.ofoccurrences
-20 4

-15 6

-10 15

-5 16

-3 8

+5 12

+10 2

+15 7

+20 6

NB: the "number of occurrers” relates to the number @fcasions the value occurs
over the 12x8 = 96 different pair-wise compans: in practice, these will be weighted
in different ways as the 1Questionnaires are distributathong the sample. However,
the information makes it cleéinat a limited number of absie time changes has been
investigated.

For AC the number of options is much greatbe 96 comparisons are reasonably distributed

over the range—300,+300), and the majority are in the rang&0Q,+100). All values are
rounded to 5p.
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The discussion about boundarylues above shows that the design is generally capable of
distinguishing a sensiblenge of vot's both @ the whole experimemind within each of the
four "types". It is also of interest to see hawell distributed the bowtary values are over the
size of At. The table below summarises the boundayies as they apply to each valueAof
(some values may oacmore than once):

At boundary values (p/min)
-20 1,35

-15 ¢1),7,15

-10 1,2,35,5,10, 15,225, 25
-5 1,2,4,57,10, 15,25

-3 1.67,5, 10, 25

+5 2,5,10,25

+10 1,2,35,5,7,10, 15, 25

+15 1,3.33,7

+20 1,3.5,7,15

This shows that within that range £10,+10), the full range of boungavalues (1,25) applies,
though the numbeaf values forAt = -3 and +5 is more restted. Outside the rangel(0,+10),

the coverage is less good, particularly athigher end of the boundary vot spectrum. These
observations aside, the powettwd design is well distributeztross the central valuesAif

Of the 9 possible values aoft, only four different valuesare presented in any given
guestionnaire. The didiition is as follows:

Questionnaire codes Base time range At values

UA 515 mins -3/-5,+5,+10
uUB 15-25mins -3,-5,45,+15
MA,TA 5-25mins -3-5,+5,+10
ucC 26-40mins -5~-10,+10,+15
uD >40 mins -5~15,+10,+20
MB,TB 26-50mins -5-10,+5,+10
MC,TC 51-75mins -10-15,+10,+15
MD,TD >75mins -10~20,+10,+20

For understandable reasons, ¢hexr a correlation between the values presented and the base
time, in order to avoid unrealistic changes. Tlaeears to be sufficienbmmonality of values
across the experimentsdtbow separate values be estimated for eactt value: nonetheless, it
needs to be borne in na that no respondentdaxplicitly traded beteen all 9 possibilities.
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Appendix B: Various estimated models for purpose and size of time change segments

As noted in Section 6.3, theréle subsets "small, medium, lafcare based on the (absolute)
size of time change in the pairwise comparison, as follows:

“small” (-3, -5, +5)
“medium” (-10,+10)
“large” (remainder)

Four separate models are presented: M1, M5, M1l and M5I

Table B1: M1 Business
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.073041 -18.25 -0.077402 -15.52| -0.045625 -3.69
Cost -0.005248| -11.33 -0.00782 -17.37 -0.01464 -12.32
Obs 2374 3925 3258
LL -1437.1 -2544.99 -2117.68
Av LL -0.60535 -0.648405 -0.649995
VoT 13.92 17.82 9.9 22.61 3.12 4.63
Table B2: M1 Commuting
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.077809 -7.44 -0.074459 -9.44 -0.0395pb5 -2.6]
Cost -0.00897 -6.07 -0.012114 -11.19 -0.022877 -13.41
Obs 387 1507 2843
LL -236.23 -963.1 -1724.19
Av LL -0.610415 -0.639084 -0.60647
VoT 8.67 9.6 6.15 13.51 1.73 3.13
Table B3: M1 Other
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.052587 -10.85 -0.051249 -8.91 0.047729 3.46
Cost -0.006958 -11.2 -0.01185 -16.36 -0.019802 -12.9
Obs 1418 2836 3784
LL -907.45 -1746.25 -2151.92
Av LL -0.639954 -0.615744 -0.56868B
VoT 7.56 16.43 4.32 12.33 -2.41 2.84

49



Table B4: M5 Business
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.101146 -16.02 -0.09641/9 -16.8 -0.087726 -5.4
Time -ve -0.065927 -16.04 -0.048233 -7.18 0.028792 1.87
Cost +ve -0.008798 -13.56 -0.011843 -17.94 -0.0226 -13.81
Cost -ve -0.005149 -8.39 -0.003737 -7 -0.001595 -1.09
Obs 2374 3925 3258
LL -1401.96 -2440.13 -2010.89
Av LL -0.590547 -0.621689 -0.617216
T +ve/-ve 1.53 2.00 -3.05
C +ve/-ve 1.71 3.17 14.17
VoT +ve 11.5 20.54 8.14 17.8 3.88 6.36
Vot -ve 12.8 9.45 12.91 7.35 -18.05 0.76
Table B5: M5 Commuting
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.114851 -8.38 -0.106005 -10.54 -0.102691 -5.58
Time -ve -0.056976 -4.64 -0.0573438 -4.99 0.037158 2.11
Cost +ve -0.016135 -6.61 -0.022525 -11 -0.033095 -12.98
Cost -ve -0.007332 -4.53 -0.009276 -7.9 -0.011417 -5.8[L
Obs 387 1507 2843
LL -220.06 -928.01 -1645.69
Av LL -0.568639 -0.615797 -0.57885}
T +ve/-ve 2.02 1.85 -2.76
C +ve/-ve 2.20 2.43 2.90
VoT +ve 7.12 8.24 471 13.47 3.1 6.11
Vot -ve 7.77 4.76 6.18 5.14 -3.25 1.68
Table B6: M5 Other
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.088479 -11.26 -0.079857 -11.6 -0.023123 -1.3
Time -ve -0.044599 -8.82 -0.02277 -2.5 0.132603 8.33
Cost+ve -0.012551 -12.94 -0.02238B -14.67 -0.027876 -13.5
Cost-ve -0.006534 -8.01 -0.007108 -9.14 -0.008636 -4.62
Obs 1418 2836 3784
LL -864.47 -1652.32 -2057.03
Av LL -0.609637 -0.582622 -0.54361[L
T +ve/-ve 1.98 3.51 -0.17
C +ve/-ve 1.92 3.15 3.23
VoT +ve 7.05 15.44 3.57 14.45 0.83 1.36
Vot -ve 6.83 8 3.21 2.8 -15.36 3.26
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Table B7:

M1l Business

Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.085302 -19.58 -0.067226 -12.97 -0.030963 -2.48
Cost -0.007035 -13.61 -0.007202 -15.26 -0.011478 -9.5
Inertia 0.651525 8.91 0.804521 15.78 0.8969(11 15.601
Obs 2374 3925 3258
LL -1395.23 -2411.32 -1983.92
Av LL -0.587713 -0.614348 -0.60893)
VoT 12.12 23.19 9.33 19.13 2.7 2.94
Table B8: M1l Commuting
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.085033 -7.8 -0.06453 -7.67 -0.033345 -2.18
Cost -0.010708 -6.82 -0.01347 -11.48 -0.021123 -11.88
Inertia 0.936759 5.36 0.868017 9.71 0.8613383 13.81L
Obs 387 1507 2843
LL -220.45 -911.56 -1620.97
Av LL -0.569637 -0.604883 -0.570168
VoT 7.94 10.77 4.79 10.98 1.58 2.53
Table B9: M1l Other
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time -0.066308 -12.59 -0.025469 -4.05 0.05509 3.86
Cost -0.00925 -13.14 -0.01070p -14.11] -0.018395 -11.49
Inertia 0.804784 8.97 0.976129 14.66 0.950941 16.5p
Obs 1418 2836 3784
LL -864.32 -1627.73 -2002.03
Av LL -0.609534 -0.573952 -0.529078
VoT 7.17 20.38 2.38 4,92 -2.99 3.01
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Table B10:

M5I Business

Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.087135 -12.04 -0.04651/8 -6.17 0.03221 1.62
Time —ve -0.08241 -13.4 -0.098191 -11.31 -0.075916 -4.01L
Cost+ve -0.007461 -10.24 -0.00799p -11.37 -0.013501 -7.94
Cost —ve -0.006512, -9.1 -0.007013 -10.79 -0.009398 -5.44
Inertia 0.551185 3.79 1.018469 9.75 1.0664]19 9.56
Obs 2374 3925 3258
LL -1394.66 -2391.56 -1963.78
Av LL -0.587471 -0.609315 -0.60275(
T +ve/-ve 1.06 0.47 -0.42
C +ve/-ve 1.15 1.14 1.44
VoT +ve 11.68 17.66 5.82 8.24 -2.39 1.43
Vot —ve 12.65 11.94 14 13.88 8.08 5.87
Table B11: M5l Commuting
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.099456 -5.78 -0.030569¢ -2.28 -0.0008[76 -0.04
Time-ve -0.072398 -4.31 -0.11171p -7.86 -0.052204 -2.43
Cost+ve -0.014015 -5.15 -0.012055 -6.07 -0.022181 -8.86
Cost—ve -0.008738 -4.52 -0.01360b -9.68 -0.019917 -8.0Y
Inertia 0.505719 1.4 1.268016 7.32 0.939541 7.36
Obs 387 1507 2843
LL -219.08 -901.52 -1617.91
Av LL -0.56609 -0.598219 -0.56908Y
T +ve/-ve 1.37 0.27 0.02
C +ve/-ve 1.60 0.89 1.11
VoT +ve 7.1 7.51 2.54 3.05 0.04 0.04
Vot —ve 8.29 5.63 8.21 8.82 2.62 3.02
Table B12l: M5 Other
Large Medium Small
Coefficient t-stat Coeffician t-stat Coefficient t-stat
Time +ve -0.074571 -8.02 -0.006566 -0.67 0.119911 5.15
Time -ve -0.057628 -8.12 -0.0678038 -6.43 0.009457 0.48
Cost +ve -0.011037, -10.19 -0.012533 -8.89 -0.015344 -7.7
Cost-ve -0.007673 -8.27 -0.010594 -11.5 -0.0209p2 -8.48
Inertia 0.478875 2.71 1.19419% 9.42 1.294803 10.7
Obs 1418 2836 3784
LL -860.76 -1608.81 -1995.23
Av LL -0.607022 -0.567281 -0.52728
T +ve/-ve 1.29 0.10 12.68
C +ve/-ve 1.44 1.18 0.73
VoT +ve 6.76 13.03 0.52 0.71 -7.81 3.4
Vot -ve 7.51 9.28 6.4 8.1 -0.45 0.46
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Appendix C Aggregate ChoiceProportions in the Data

This Appendix summarises the data relatingadeoffs in Quadrastl and 3 for the AHCG
Experiment 1. The proportions relate to the okatows in the estimatiosample only, ie after
implementing the exclusions defined by AHCGeTata is divided between the three purposes
Business, Commuting and Other.

Altogether there are 24 = 48 pairwise comp@ons falling into Quadrds 1 and 3. However,
some of these relate to the samaeleoff between time and coas a result, there are only 36
different tradeoffs. Table Gdelow shows the distribution the design: the last column
indicates whether a particular tradelodfs already occled in the list.

We therefore combined thetddor cases where the traffesas the same. For ease of
presentation the options A and B were re-ordsecetthat A’ was always the lower cost option (ie
in Quadrant 1, A’ was the optianith zero cost, and in QuadréitA’ was the option with the
cost saving). Table C2 presettie proportions choosing the optié’ at each @deoff, for the
three purposes.

These figures are illustrated in Figures Cd @2 for the Commutingnd Other purposes: for
Business, the corresponding Figur&igure 7 in the main text.
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Table C1: “Non-Inertia” Tradeoffs in the Design

Treatmentat[A]
14
15
16
17
13
14
15
17
12
15
16
17
12
13
16
18
12
13
14
16
14
15
17
18
13
14
16
17
12
15
16
18
13
15
16
18
12
13
14
18
12
14
15
16
13
14
16
17

Ac[A]

O U1 O O 01U

AYB]
0

10
0
-20

250

100

-225
-250
140

Ac[B]

250
-105

Questionnaire Bvot

©COUOWOWPWOWMONNNNDOODOOODT TUUORADMDMRNMNWWWWNNNNRERRPR

B
o o

10
10
11
11
11
11
12
12
12
12

10
5
15
2
3.33333
25
7
15
1
5
10
25
7
3.5
1.66667
1
Hup
10
15
7
3.33338up
2
28up
3.5
28lup
dup
Aup
3.5lup
Hup
28lup
1.6666dup
25
Aup
dup
35
5
10
1
15
25
7
2
35
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Table C2: Proportions Choosing LowerCost Option (“Non-Inertia” Tradeoffs)

Time Cost
-20  -20
-20  -70
-15 -105
-15 -225
-10 -10
-10 -20
-10 -35
-10 -50
-10 -70
-10 -100
-10 -250

-5 -5
-5 -10
-5 -20
-5 -35
-5 -50
-5 -125
-3 -5
-3 -30
-3 -75
5 10
5 25
5 125
10 20
10 35
10 50
10 70
10 100
10 150
10 250
15 15
15 50
15 225
20 70
20 140
20 300

(Nos)
Choose
A
28
49

64
48

28
23
53
36
15
98
88

15
28
29
148
60
65

142
34
46

104
101
140

53
102
83
132
61
66
98

24
47
17

10
78
100

Business Commuting
(Nos) Proportion  (Nos) (Nos) Proportion (Nos)
Choose lower costhoose Choose lower cost Choose
B’ A B’ A’
177 0.14 6 13 0.32
124 0.28 4 10 0.29
53 0.55 13 12 0.52
33 0.59 16 7 0.7
73 0.28 8 33 0.2
62 0.27 7 12 0.37
68 0.44 30 42 0.42
57 0.39 16 11 0.59
23 0.39 16 6 0.73
104 0.49 15 3 0.83
78 0.53 4 7 0.36
41 0.27 11 48 0.19
50 0.358974 15 18 0.454545
44 0.4 28 43 0.39
121 0.550186 207 97 0.680921
39 0.61 27 14 0.66
46 0.59 49 18 0.73
147 0.491349 183 141 0.564815
21 0.62 45 12 0.79
27 0.63 54 14 0.79
91 0.533333 71 74 0.489655
55 0.647436 69 31 0.69
22 0.864198 117 9 0.928571
122 0.3 5 10 0.33
150 0.404762 155 125 0.553571
119 0.41 8 10 0.44
57 0.698413 99 40 0.71223
31 0.66 22 5 0.81
26 0.72 29 8 0.78
16 0.859649 20 3 0.869565
70 0.26 5 23 0.18
76 0.382114 23 21 0.522727
7 0.71 6 1 0.86
24 0.29 0 7 0
95 0.45 6 8 0.43
92 0.52 10 3 0.77

Other
(Nos) Proportion
Choose lower cost
B’

36 101 0.26
35 53 0.4
40 24 0.63
38 11 0.78
10 31 0.24
18 34 0.35
46 40 0.53
33 23 0.59
12 13 0.48
92 41 0.69
65 21 0.76
31 38 0.45
25 230.520833

26 26 0.5

333 134 0.713062
26 14 0.65
70 13 0.84
304 208 0.59375
55 9 0.86
45 5 0.9

92 48 0.657143

84 24 0.777778
221 18 0.924686
44 48 0.48

230 164 0.583756
86 47 0.65
107 28 0.792593
50 4 0.93
37 3 0.93
57 80.876923

22 30 0.42
24 51 0.32
17 1 0.94
10 7 0.59
54 34 0.61
104 27 0.79

55



ppn choosing lower cost

ppn choosing lower cost
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Figure C1: Comuuting - aggregate choices in raw data

Figure C2: Other Travel - aggregate choices in raw data
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