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ranslucent optical networks exploit the advantages of
both transparent optical networks (where connections
are switched in the optical domain) and opaque net-
works (where connections are optically terminated in

each intermediate node and switched in the electrical domain)
[1]. On the one hand, optical transparency offers considerable
bandwidth at low cost. On the other hand, by performing
opto-electronic signal regeneration at some of the intermedi-
ate nodes, it is possible to recover the signal degradation due
to physical impairments. Both linear physical impairments
(e.g., amplified spontaneous emission noise, chromatic disper-
sion, and polarization mode dispersion) and non-linear physi-
cal impairments due to intra- and inter-channel effects (e.g.,
self-phase modulation, four-wave mixing, cross-phase modula-
tion, and cross-talk) contribute to the degradation of the opti-
cal signal quality. Such effects are especially critical for high
data rates and limited wavelength spacing [2]. Opto-electronic
regenerators are used to reamplify, reshape, and retime the
optical signal (i.e., 3R regeneration) with the aim of guaran-
teeing the quality of transmission (QoT) required by the end-
to-end connections.

In translucent optical networks, a requested connection can
be supported either by a transparent lightpath, that is, a single
all-optical segment, or by a translucent lightpath, that is, a
sequence of all-optical segments connected by nodes that
opto-electronically regenerate the signal. Thus, a careful

regenerator placement and an intelligent regenerator utiliza-
tion are fundamental for designing and managing cost-effec-
tive translucent optical networks with QoT guarantees.
Several studies focused on centralized schemes for regenera-
tor placement and routing and wavelength assignment in
translucent optical networks [1, 3, 4] when connection requests
are known in advance (i.e., static traffic scenario).

Translucent optical networks with dynamic connection
requests present additional cross-layer challenges. In [5], a
framework is proposed to address these challenges assuming
that updated information is available at each node. A first
challenge is the regenerator placement, which should be tai-
lored to the dynamic scenario. Indeed, specific algorithms are
required to account not only for the present and estimated
future network traffic, but also to account for the dynamic
provisioning and rerouting of network resources [6]. Other
challenges are the QoT evaluation and the dissemination of
QoT-related information. The work in [7] proposes routing
solutions when QoT information is inaccurate or outdated, for
example, due to coarse measurements of QoT parameters and
reduced availability of monitoring equipment. Moreover,
another main challenge is the study of strategies for regenera-
tor discovery and selection. Such strategies must be designed
while keeping in mind that network state information may be
available only locally and may change frequently due to the
dynamic nature of the connection requests. All these issues
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Abstract
The evolution of optical technologies has paved the way to the migration from
opaque optical networks (i.e., networks in which the optical signal is electronically
regenerated at each node) to transparent (i.e., all-optical) networks. Translucent
optical networks (i.e., optical networks with sparse opto-electronic regeneration)
enable the exploitation of the benefits of both opaque and transparent networks
while providing a suitable solution for dynamic connections. Translucent optical net-
works with dynamic connections can be controlled by the GMPLS protocol suite.
This article discusses the enhancements that the GMPLS suite requires for the con-
trol of dynamic translucent optical networks with quality of transmission guarantees.
Such enhancements concern QoT-awareness and regenerator-awareness and can
be achieved by collecting and disseminating the information on QoT and regenera-
tor availability, respectively, and by efficiently leveraging such information for traf-
fic engineering purposes. More specifically, the article proposes two distributed
approaches, based on the routing protocol and the signaling protocol, for dissemi-
nating regenerator information in the GMPLS control plane. Moreover, three strate-
gies are introduced to efficiently and dynamically designate the regeneration
node(s) along the connection route. Routing and signaling approaches are com-
pared in terms of blocking probability, setup time, and control plane load during
provisioning and restoration.
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influence the path computation and wavelength assignment.
Preliminary studies [2, 7, 8] address some of these challenges
in control planes based on generalized multiprotocol label
switching (GMPLS).

This article surveys several solutions for addressing such
challenges in dynamic translucent optical networks, with a dis-
tributed control plane based on the GMPLS protocol suite,
during both provisioning and restoration. Because the regen-
erator placement is assumed to have been decided during net-
work design, the article focuses on the description of a
QoT-aware control plane, able to distribute regenerator avail-
ability information and to dynamically designate the utiliza-
tion of the information (Table 1). First, solutions for
accounting and disseminating QoT information (e.g., physical
impairment parameters) among control plane nodes are dis-
cussed. Second, several solutions based on GMPLS protocols
are proposed for discovering available regenerators and dis-
seminating the corresponding information among control
plane nodes. Third, approaches for the selection and the
reservation of the intermediate nodes that are designated for
regeneration in a translucent lightpath are presented.

After a brief overview of the solutions to account for QoT
in GMPLS-controlled networks, the article discusses the
advantages and drawbacks of the two main approaches for the
collection and distribution of regenerator information. The
two proposed approaches are based on GMPLS routing and
signaling protocols (i.e., Open Shortest Path First with Traffic
Engineering Extensions [OSPF-TE] and Resource Reserva-
tion Protocol with Traffic Engineering Extensions [RSVP-
TE]). A routing-based approach advertises updated
information about regenerator availability and capability and
thus, can optimize the connection routing and the selection of
the nodes designated for regeneration. A signaling-based
approach collects regenerator information along the pre-com-
puted connection route and avoids the advertisement of a
large amount of information in the control plane. Depending
on the information stored at the nodes, three strategies are
defined for designating the node(s) that should perform
regeneration along the translucent lightpath, that is, regenera-
tor designation performed at source, intermediate, or destina-
tion nodes.

The performance of the proposed approaches and strate-
gies are quantified by means of simulations. The comparison
is performed in terms of blocking probability, setup time, and
control-plane load. To evaluate the impact of slowly changing
and rapidly changing information on regenerator availability,
the performance is evaluated and compared in provisioning
and restoration scenarios, respectively.

QoT-Aware GMPLS Control Plane
To guarantee the required QoT to a connection request, the
GMPLS control plane must acquire physical-layer information
for evaluating the QoT on each one of the all-optical seg-

ments. This section presents and discusses two techniques for
QoT evaluation and two approaches for disseminating QoT-
related information among network nodes.

QoT Evaluation
QoT can be evaluated through estimation or measurement.
QoT estimation requires the collection of physical-layer infor-
mation and the modeling of physical-layer performance. In
the literature, several studies consider a single relevant
parameter (e.g., equivalent length [9]) that accounts for the
most detrimental physical impairment, or for several physical
impairments, on each link. Then, physical-layer models com-
bine the parameters of the links and nodes forming the all-
optical segment. If the resulting QoT-estimate is within an
acceptable range, the QoT of the all-optical segment is met.

Other studies propose more complex models based on mul-
tiple parameters for each physical impairment on a link.
Because the various physical impairments influence each
other, the difficulty of such models consists of defining
dependable and flexible relationships that are able to effec-
tively relate the several parameters. In [10], a number of phys-
ical impairments (i.e., amplified spontaneous emission,
polarization-mode dispersion, chromatic dispersion, and self-
phase modulation) are accounted by using a single parameter
per impairment for each link. The complex model is based on
the estimation of the optical signal-to-noise ratio (OSNR)
penalty caused by each physical impairment as follows. Each
physical impairment is estimated by combining the parameter
of the links and nodes along the all-optical segment, and then
it is converted into the OSNR penalty. From the OSNR, the
bit-error rate (BER) is estimated. When the BER is within an
acceptable range, the QoT requirements of the considered all-
optical segment are met. The utilization of these models
allows an a priori (i.e., a before connection set up) estimation
of the QoT. The main drawback of QoT estimation is that it
could be significantly complex and not sufficiently accurate.

The QoT measurement can overcome the QoT estimation
complexity and inaccuracy by measuring the QoT on probe
traffic or previously established transparent lightpaths. In [9],
the BER is measured on probe traffic, before transmitting
data. If the measured BER is acceptable, then data transmis-
sion can start. Such an approach has the drawback of delaying
the connection set up due to the QoT measurement that must
be performed.

Dissemination of the QoT-Related Information
The QoT-related information (e.g., physical-layer parameters
or QoT measurements) can be collected and disseminated in
the network by using the routing protocols or the signaling
protocols of the GMPLS control plane.

When using a routing protocol, the QoT-related informa-
tion is disseminated among network nodes by means of the
OSPF-TE routing protocol. Each node is required to maintain
a new database, referred to as a QoT-parameter database

� Table 1. Cross-layer challenges in the control plane of dynamic distributed translucent optical networks.

QoT awareness Distributing regenerator information Regenerator designation

Path computation and wavelength
assignment require QoT parameter
information.

QoT parameter information can be
distributed by

Path computation, wavelength assignment,
and regenerator designation require regenera-
tor availability information.

Regenerator information can be distributed by

A node has to be designated for
regenerating a lightpath.

Regeneration node(s) can be designated by

signaling protocol
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routing protocol
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signaling protocol
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(QPD), which stores the physical parameters of the whole net-
work.

When using a signaling protocol, QoT-related information
is collected by RSVP-TE protocol messages. No QoT parame-
ters are required to be stored at each node. Therefore, the
signaling protocol is used for performing an online estimation
of the physical impairments introduced by links and nodes tra-
versed by RSVP-TE messages. Optionally, the signaling
approach can be enhanced by introducing the QPD database
at each or some of the nodes. When a node with QPD is tra-
versed by a signaling message, the node fills the QPD with
QoT parameters carried by this message.

By adopting the described approaches, the GMPLS control
plane can assess the QoT for each connection to be estab-
lished. When the QoT requirements cannot be met by using a
single all-optical segment, regeneration is required. GMPLS
extensions for handling regenerator information are discussed
next.

Regenerator-Aware GMPLS Control Plane
The GMPLS control plane for a translucent optical network
requires extensions for the dissemination of the information
concerning the regenerator availability and for the reservation
of selected regenerators.

Dissemination of Regenerator-Related Information
The GMPLS control plane can be extended to support regen-
erator availability information (i.e., the number of available
regenerators at each node) by using routing protocols or sig-
naling protocols. Regenerator-related information concerns
both regenerator availability (i.e., regenerator state) at each
node and regenerator capabilities (e.g., supported bit rate,
modulation format, utilized encoding, and forward-error cor-
rection type) [11].

When using the routing protocol (i.e., OSPF-TE), each
node disseminates the information about the state and the
type of locally installed regenerators. Each node is required to
store the received information in a local database, referred to
as a regenerator database (RD). OSPF-TE is triggered upon
each change of regenerator state (i.e., when a regenerator is
reserved or released) [8]. An important benefit of this solu-
tion is that routing algorithms can jointly consider link (e.g.,
bandwidth) and node (e.g., regenerators) resources. However,
this approach introduces some limitations stemming from the
essence of the routing protocol (such as scalability, control-
plane overload, and stability problems) when the regenerator
information changes frequently (e.g., with dynamic traffic or
during restoration). Therefore, the distributed routing
approach seems to be more plausible when the variability of
regenerator availability is moderate, that is, when the inter-
arrival time between connection requests is long.

When using the signaling protocol (i.e., RSVP-TE), regen-
erator availability information is gathered during connection
set up. Each node includes information about its available
regenerators in the forwarded RSVP-TE messages. If the
setup attempt fails, the regenerator availability information is
reported to the source, which can temporarily store and
exploit it for successive setup attempts of the current connec-
tion request. The signaling approach can be enhanced by
introducing an RD at each node. In this case, each node tra-
versed by the RSVP-TE messages stores the regeneration
information carried by the RSVP-TE messages in the RD.
Because regenerator information is not disseminated among
network nodes, this approach does not suffer from the prob-
lems of control-plane overload, stability, and scalability. How-
ever, information stored in an RD might be outdated because

it is updated only by RSVP-TE instances passing through the
nodes.

Regenerator Selection and Reservation
The RSVP-TE is used in GMPLS-controlled networks for
reserving link and node resources and also can be used for
reserving regenerators. The regeneration node(s) can be des-
ignated by the source node (i.e., source designation), by any
intermediate node (i.e., self designation), or by the destination
node (i.e., destination designation).

•Source designation is performed at the source node when
regenerator information is available in the RD. Thus, the
source node routes the connection requests while taking into
account the nodes with available regenerators. The source
node is required to include the identifiers of the nodes desig-
nated for regeneration in the RSVP-TE Path message. Upon
receiving the message, each node is informed about the
source designation. Regenerator reservation takes place dur-
ing the backward phase of RSVP-TE. For this reason, the
destination node is required to make a copy of the list of des-
ignated regenerating nodes and to include it in the Resv mes-
sage to be sent to the source node.

•Self designation is performed locally at each intermediate
node. In order to meet QoT requirements, a node can desig-
nate itself for regeneration as follows. Upon receiving the
RSVP-TE Path message, a node with available regenerators
estimates the QoT of the all-optical segment terminating at
itself. If the all-optical segment has an acceptable QoT, but it
could not be extended for one more hop without exceeding
the QoT requirements, then the intermediate node designates
itself for opto-electronic regeneration. Designation is adver-
tised by including its own node-identifier in the RSVP-TE
Path message to be forwarded. In the backward phase, the
destination node sends a Resv message to the source node
containing the list of self-designated regeneration nodes. By
receiving this message, each node knows whether it should
reserve one of its own regenerators for the requested connec-
tion.

•Destination designation is performed at the destination
node to meet QoT requirements. Upon receiving the RSVP-
TE Path message, the destination node designates regenera-
tion nodes, based on regenerator availability information
stored in the RD and carried by the Path message. Then, the
destination node sends a Resv message to the source node
containing the list of designated regeneration nodes. By
receiving this message, each node knows whether it should
reserve one of its own regenerators for the requested connec-
tion.

When an established connection is released, an RSVP-TE
PathTear message is sent from the source to the destination.
Each intermediate node receiving this message releases the
regenerator (if any) reserved for such a connection.

Performance Evaluation
A performance evaluation of the GMPLS-controlled translu-
cent optical network is performed on a Pan-European topolo-
gy consisting of 27 nodes and 55 links. Each link is
bidirectional and carries 40 wavelengths per direction. Seven
nodes, placed according to [6], are equipped with a regenera-
tor module composed of four regenerators. Connection
requests are dynamically generated following a Poisson pro-
cess and uniformly distributed among node pairs. Inter-arrival
and holding times are exponentially distributed with an aver-
age of 1/λ and 1/μ seconds, respectively. Therefore, the load
offered to the network in working conditions is expressed in
Erlang as the ratio λ/μ.
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The GMPLS control plane is assumed to be QoT-aware
with a QPD available at each node. The QoT is estimated
using an OSNR approach, as described earlier, according to
the model in [10]. The wavelength availability and the QoT
for the selected path are checked by consulting, respectively,
the traffic engineering database (TED) and the QPD.

For each connection request, the source node s selects the
shortest path (in number of nodes) toward destination node d,
among a set of candidate paths Ps,d. For each source-destina-
tion pair, Ps,d consists of paths whose length, in number of
nodes, is within the shortest path length plus one. If a trans-
parent lightpath can be established with an acceptable QoT,
RSVP-TE signaling is triggered without a GMPLS extension
for regenerators. Otherwise, opto-electronic regeneration is
required.

The following regenerator-aware control planes are com-
pared:

•Control plane with regenerator availability advertisement
(RAA), where regenerator availability information is dissemi-
nated by the extended OSPF-TE and stored in the RD. The
path in Ps,d with highest number of available regenerators is
selected for the connection request (ties are randomly bro-
ken). Source designation of the regenerators is performed
with the aim of minimizing the number of regenerators to be
reserved for guaranteeing QoT.

•Control plane with regenerator availability collected by
signaling (RAS), where regenerator availability information is
carried by the extended RSVP-TE. The RD is filled with
information received in signaling messages. The path in Ps,d
with the highest number of available regenerators is selected
for the requested connection (ties are randomly broken). The
source designation of the regenerators is performed at the
source with the aim of minimizing the number of regenerators
to be reserved for guaranteeing QoT.

•Control plane with temporary regenerator availability col-
lected by signaling with self designation (TRAS-self), where
regenerator availability information is carried by the extended
RSVP-TE. The information received at the source node in
signaling messages is temporarily stored until the signaling for
the current connection request is terminated. In particular, at
the first setup attempt, a path in Ps,d is randomly selected, and
self designation is performed. In case of setup failure, at suc-
cessive setup attempts, routing and regeneration selection are
performed according to the information reported to the
source: the path in Ps,d that maximizes the number of avail-
able regenerators is selected, and regeneration nodes are des-
ignated for minimizing the number of regenerators to be
reserved.

•Control plane with temporary regenerator availability col-
lected by signaling with destination designation (TRAS-dest),
where regenerator availability information is carried by the
extended RSVP-TE. The information received at the source
node in signaling messages is temporarily stored until the sig-
naling for the current connection request is terminated. In
particular, at the first setup attempt, a path in Ps,d is randomly
selected, and destination designation is performed. In case of
setup failure, at subsequent setup attempts, routing is per-
formed according to the information reported to the source;
the path in Ps,d that maximizes the number of available regen-
erators is selected. At the destination, regeneration nodes are
designated for minimizing the number of regenerators to be
reserved.

Performance is evaluated in terms of blocking probability,
setup time, and control-plane load. Results are presented in
the provisioning scenario and in the restoration scenario.

The Provisioning Scenario
In the provisioning scenario, the mean connection holding
time is set to 1/μ = 104 s. The offered network load is obtained
by varying 1/λ. RAS, TRAS-self, and TRAS-dest perform up
to three setup attempts per connection request. RAA per-
forms only one-set up attempt. The provisioning-blocking
probability is defined as the ratio between the number of
blocked connections and the number of requested connec-
tions. Blocking can be caused by unacceptable QoT (i.e., QoT
blocking) due to a lack of regenerators along the selected
path or by the lack of available bandwidth (i.e., the wave-
length continuity constraint cannot be satisfied). The setup
time is defined as the time elapsed between the connection
request and the time when the connection is successfully
established (i.e., the Resv message reaches the source node)
and includes the propagation delay, as well as the transmis-
sion and queuing delay experienced at each traversed node.
The control-plane load is measured in number of control mes-
sages (i.e., RSVP-TE and OSPF-TE messages) delivered per
second. The transmission rate of the control-plane channel is
100 Mb/s. Both the wavelength and the regenerator availabili-
ty information are advertised upon each change of the reser-
vation state.

Figure 1 shows the blocking probability of TRAS-self,
TRAS-dest, RAS, and RAA as a function of the network
load. RAA achieves the lowest blocking probability due to the
prompt flooding of regenerator availability information per-
formed by the OSPF-TE routing protocol. After three setup
attempts, RAS achieves a blocking probability almost as low
as RAA, while TRAS-self and TRAS-dest perform slightly
worse than RAS, without requiring an RD database. The
blocking probabilities of TRAS-self and TRAS-dest are com-
parable.

Figure 2 shows the provisioning-blocking probability of
TRAS-self, TRAS-dest, and RAS after n = 1, 2, 3 setup
attempts as a function of the network load. RAS outperforms
TRAS-self and TRAS-dest for all values of n due to the
information stored in the RD. However, the TRAS-self and
TRAS-dest performance significantly improves for increasing
n due to the utilization of the regenerator availability infor-
mation reported to the source node. For n = 1 and 2, TRAS-
dest performs slightly better than TRAS-self. Indeed, the
destination has the knowledge of regenerator availability
information in all the nodes along the path, while the inter-
mediate nodes are oblivious of regenerator availability in
downstream nodes. For n = 3, TRAS-self and TRAS-dest
achieve a similar blocking probability because the regenera-
tor availability information reported at the source is almost
the same after two setup attempts. RAS achieves similar per-

� Figure 1. Provisioning blocking probability vs. network load.
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formance for n = 2 and n = 3, because it exploits the RD
from the first setup attempt.

Table 2 shows the average connection setup time and the
average control-plane load experienced by routing and signal-
ing approaches when λ/μ = 100, 200, 300 Erlang.

The average setup time changes slightly in function of both
the considered scheme and the network load. In particular,
since most of the connection requests are established at the
first setup attempt, the setup time is similar for all the investi-
gated schemes. However, higher blocking at the first setup
attempt (Fig. 2) implies a higher setup time. Thus, the RAA
scheme, which always uses only one setup attempt, achieves

the lowest setup time, whereas RAS, TRAS-dest, and TRAS-
self experience increasing setup time.

When the load rises from 100 to 200 Erlang, the setup time
increases slightly because longer paths are selected in Ps,d to
satisfy wavelength continuity constraint. However, when the
load increases further to 300 Erlang, the average setup time
decreases or stabilizes. At such loads, the absence of a fair-
ness-control method causes longer connections to be blocked
with higher probability. Thus, the reduction of the average
setup time stems from the reduction in the average length of
the established connections.

The various approaches also experience a similar control-
plane load because the advertisement of regenerator availabil-
ity information represents a minor contribution with respect
to the advertisement of wavelength availability information.

The Restoration Scenario
In the restoration scenario, to ensure a fair comparison, the
network is always provisioned by using RAS. In this sce-
nario, different network loads are obtained by varying the
holding time 1/μ, while keeping the inter-arrival time 1/λ
fixed to 104 s. Single-link failures are randomly and uniform-
ly generated.

RAA and RAS (i.e., the best performing signaling-based
schemes) are utilized as path restoration schemes to restore
disrupted connections. Upon link failure, the node detect-
ing the failure (e.g., the downstream node of the failed
link) sends a notification to the source node, which sends
an RSVP-TE PathTear message to release resources.
Then, the source node selects a backup path from the
source to the destination within Ps,d (considering the net-
work topology without the fai led l ink) as previously
described, and RAA or RAS is performed. During restora-
tion, RAS and RAA perform one setup attempt for restor-
ing each connection.

For comparison purposes, a segment restoration scheme
(SRS) [12], based on a signaling protocol is presented.
The SRS performs restoration of the failed all-optical seg-
ment. Upon link failure, the node detecting the failure
sends a notification to the source node of the failed all-
optical segment (i.e., branch node). The branch node com-
putes an alternative route to the destination node of the
all-optical segment (i.e., merge node). If required, it desig-
nates the regenerator node(s) (as in the source designa-
tion) by using the information stored in the RD. The SRS
has the advantage that the restoration connection can
exploit the regenerators already reserved by the working
connection.

The restoration-blocking probability is defined as the
ratio between the number of unsuccessfully restored con-
nections and the number of connections affected by the
fault. A restoration attempt can be blocked due to unac-
ceptable QoT (i.e., QoT blocking) and due to wavelength
contention/unavailability. The restoration setup time is
defined as the t ime between the fai lure and the t ime
when the connection is successfully restored. The control-
plane load is measured in number of control messages
per failure.

Figure 3 shows the overall restoration-blocking probability
and the QoT-blocking probability contribution experienced by
RAA, RAS, and SRS. The restoration blocking increases with
the offered network load due to the increase of concurrent
reservation instances. RAS and RAA experience similar QoT
and overall blocking probability. Even though the number of
regenerators in the network is limited, the regenerator avail-
ability information disseminated with RAA does not converge
in due time, thus it does not improve the blocking obtained by

� Figure 2. TRAS-self, TRAS-dest, RAS: provisioning blocking
probability after n setup attempts vs. network load.
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RAS. On the contrary, this dissemination significantly increas-
es the control-plane load during restoration (see RAA in
Table 3). The increased control-plane load, due to regenera-
tor availability advertisement, is evident during the restoration
phase because the wavelength availability information is not
advertised.

SRS strongly reduces QoT blocking and consequently,
the overall restoration blocking with respect to RAA and
RAS. In SRS, by utilizing regenerators reserved by the
failed connections, fewer regenerators must be specifically
reserved during restoration, and thus, inaccurate regenera-
tor availability information in RD has a lower impact on
the blocking. RAA and RAS achieve similar restoration
setup times, whereas SRS achieves the lowest restoration
setup time because signaling messages are exchanged only
between branch and merge nodes. Finally, the number of
control-plane messages sent during restoration is lower in
RAS and SRS than in RAA because the former ones do
not disseminate any regenerator availability information
(Table 3).

Conclusions
This article presents the most relevant open issues concern-
ing a GMPLS control plane supporting a translucent opti-
cal network with QoT guarantees: first, how to evaluate the
physical-impairment impact on the connection QoT; sec-
ond, how to collect and disseminate regenerator availability
information among network nodes;  and third,  how to
reserve and release a regenerator resource. Schemes based
on both routing protocols and signaling protocols were pre-
sented to enforce GMPLS-controlled translucent optical
networks.

The approaches were tested in both provisioning and
restoration scenarios. A comparison indicates that the routing
approach achieves better performance during provisioning but
suffers from scalability issues due to the large amount of dis-
seminated information, especially under dynamic traffic condi-
tions, for example, during restoration. Signaling approaches
avoid the scalability issues but may require multiple attempts
(leading to a longer connection setup time) to achieve similar
performance in terms of blocking.

Finally, segment restoration between opto-electronic regen-
erators overcomes the problem of inaccurate regenerator
information at the node databases and guarantees a faster
restoration time. This finding may call for novel provisioning
and restoration approaches for dynamic translucent optical
networks.
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