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Abstract

The fault location problem has been tackled mainly through impedance-based techniques, the

travelling wave principle and more recently by machine learning algorithms. These techniques

require both current and voltage measurements. In the case of impedance-based methods

they can provide multiples solutions. In the case of the travelling wave approach it usually

requires high sampling and synchronized frequency measurements together with sophisticated

identification algorithms. Machine learning techniques require training data and re-tuning for

different grid topologies. In this work we propose a new fault location method based on the

fault’s transient intermediate frequency response of the system immediately after a fault occurs.

The transient response immediately after the occurrence of a fault is characterized by the travel-

ling wave phenomenon together with intermediate frequencies of oscillation in the range of 5 to

500 kHz. These intermediate frequencies of oscillations are associated with the natural response

of the cable/line system to the fault event. Their frequencies of oscillation are dependent on the

faulted section and the fault location within that section. The proposed fault location method-

ology aims to leverage on that dependency, by firstly identifying these intermediate frequencies

for different fault location scenarios for a given network. This process is performed offline using

a linear time invariant (LTI) representation of the network. To compute this LTI representa-

tion, as part of this work an impedance representation in the modal domain is established for

cable/line sections, which is able to capture the frequency-dependence and distributed nature

of its electrical parameters. The offline methodology identifies these intermediate frequencies

for different fault location scenarios, and then proceeds to fit the fault location dependence of

each intermediate frequency using a polynomial regression.

An online methodology is also proposed to perform the fault location in real time by solving

the polynomial regressions computed during the offline methodology using measurements of

the intermediate frequencies present in the frequency spectrum of transient signals. The fault

location is thus solved by using voltage or current measurements of the fault’s transient response

at different locations in the network, together with simple signal processing techniques such as

the Fast Fourier Transform. The full method is tested with an EMT simulation in PSCAD,

using the detailed frequency dependent model for underground cables, together with realistic

load models in a low voltage distribution network test system.
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Introduction
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2 Chapter 1. Introduction

1.1 Context and Motivation

In today’s distribution networks, power supply must comply with each country’s quality of

service normative. These normative are set to ensure the continuity of supply to final customers

and to guarantee standards of performance meant to protect them. In the case of the UK, these

normative are set in the statutory regulations ”The Electricity (Standards of Performance)

Regulations 2015”, which allow customers to claim compensation fees from the distribution

network operators (DNO) after suffering power supply interruptions that last over regulated

periods of time [1]. In distribution networks, these power supply interruptions are caused in

80% of cases because of fault events in the distribution grid [2–4]. In the occurrence of a

fault event, the conventional outage management system followed by DNOs to restore power

supply can last from tens of minutes to hours [2]. With the aim to reduce the restoration

time and improve distribution network’s reliability, an Interruptions Incentive Scheme (IIS)

has been implemented in the new RIIO-ED1 electricity distribution price control framework

developed by The Office of Gas and Electricity Markets (Ofgem) [5]. In the IIS model the

reliability of different distribution network operators is measured using the number of customer

interruptions (CIs) per 100 customers, as well as the average customer minutes lost (CMLs) due

to unexpected fault events. The CMLs scored by DNOs across the UK according to the ”RIIO

electricity distribution annual report 2016-17” published by Ofgem [6] is shown in Figure 1.1.

As can be seen in the map, the longest power supply interruptions currently last on average an

hour in the Scottish Hydro Electric Power Distribution network, while customers in the city of

London experience the shortest interruptions that last around 20 minutes [6].

Today’s supply interruption times are the result of an improvement trend in DNOs’ perfor-

mance over the last years. This trend can be seen in Figure 1.2, where the CML reliability

index evolution is plotted for UK’s DNOs [7]. According to [7], since 2010 the duration of

power supply interruptions in distribution networks across the UK has seen a significant 40%

drop, with an initial national average of an hour in 2010 to 35 minutes in 2016. This time

reduction has been partially achieved because of the Interruption Incentive Scheme which seeks

to promote improvements in the reliability of DNOs. More specifically, DNOs can receive addi-
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Figure 1.1: Customer minutes
lost over the UK in 2016.

Figure 1.2: Evolution of interruption’s duration in
the last years.

tional revenue or pay penalties defined as 1.2 cents per CI together with 1.8 cents for CML [8].

This interruption incentive scheme translated in an extra £m 160 for all DNOs in 2016, with a

maximum additional gain of £m 21.6 in the case of the Eastern Power Network equivalent to

3.8% of its allowed revenue [6].

The previous numbers are a clear sign of the current importance given to improving DNO’s out-

age management system, which can be done according to the Ofgem’s 2016 annual report with

investments in both distribution assets to reinforce the network and in operational practices:

”[...] Investment in network assets can reduce the number of customer interruptions (CIs), and

improvements to operational practices (such as fault location and repair) can reduce customer

minutes lost (CMLs). [...]” [6]. Unfortunately, this approach has a foreseeable limit once ad-

ditional investments in distribution assets and operational practices start having a negligible

improvement in reliability, compared to the additional cost transferred to final customers. De-

spite this financial limit, the time delay that takes to identify faulted sections in the distribution

grid can be further reduced by following a different approach. Usually, fault location is done by

visual inspection by repair crews in overhead lines, or by trial and error switching of different

network sections in the case of underground cables [2, 3]. To shorten this interruption delay,

instead of furthering more investments in operational practices such as incorporating additional



4 Chapter 1. Introduction

repair crews, it is possible to implement fault location methodologies that use data obtained

from measurements devices spread across the network.

This alternative using centralized fault location methodologies based on measurements has

been researched at least since the 70’s [9], and remains an important topic for distribution

grid’s restoration [10]. Since then, the fault location research field working on centralised

algorithmic solutions clustered in three dominant areas [11–13]: Impedance-based solutions

[14–19], Travelling wave approaches [20–25] and Machine learning algorithms [26–29]. An

extensive review of each methodology is provided in [11–13]. Given the ever-evolving and

diverse characteristics of current HV and MV networks, fifty years on there is still no universal

agreement for a truly applicable and reliable solution. This is evident in the fact that there are

currently no centralised fault location methodologies available in transmission or distribution

grid protections [11–13]. As such, there is still ongoing research to improve each technique into

a reliable and applicable methodology [30–32].

The first category of impedance-based solutions employs the fundamental frequency behaviour

of the grid’s currents and voltages during a fault event [11–13]. By using RMS measurements

of the voltages and currents, it is possible to compute the grid’s apparent impedance as seen

from the measuring location. If the network’s topology is known together with the per-unit

impedance of each feeder, then it is possible to define a set of algebraic equations to match the

measured impedance to the expected one having the fault location as the unknown variable.

The solutions to this set of algebraic equations are thus dependent on the measurement location,

the fault location and also the fault impedance [11–13]. This approach is limited by two main

factors. First, it is necessary to estimate the fault impedance to solve the system of equations.

Secondly, depending on the number of available measurements and on their locations, the set

of algebraic equations can have multiple fault location solutions [11–13].

Regarding travelling wave approaches (also known as transient-based approaches) to the fault

location problem, they rely on high-frequency measurements. More specifically, immediately

after a fault occurs, pulse-like signals will start propagating from the fault and throughout the

system. These pulse waves propagate at a constant speed which is defined by the electrical
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parameters of the lines and cables, and it is usually around 60% to 90% of the speed of light

[11–13]. Examples of recent works using this approach can be found in [33–35]. On their

propagation, each wave will experience reflection and refraction at each discontinuity that they

find on lines and cables, creating additional propagating waves. By measuring the travelling

time of each pulse-like signal and their respective reflections, it is possible to estimate the fault

location from where they started propagating assuming their travelling speed is known [11–13].

Due to their high travelling speed, it is necessary to have high sampling frequency devices of

at least 100 kHz [36], together with synchronized measurements to accurately identify each

travelling pulse and to measure their travelling times. This approach has been successfully

implemented in the transmission level, for long transmission lines and underground cables.

For distribution systems however this approach remains impractical, since it is necessary to

distinguish between all the travelling wave signals, which can be cumbersome in real system

with several discontinuities [11–13] such as LV grids.

Finally, with the advent of machine learning techniques and its growing potential in several

fields, some recent research has tried to apply it to the fault location problem. In a similar

line of thoughts, new data-driven algorithms have also been developed to tackle the fault-

location problem. These algorithms leverage on the wide-area deployment of smart meters

in both MV and HV [37–39]. In this case, the main drawback is the necessity of having

available training data for most machine learning algorithms. In most cases there might not be

enough historical data for the training, and synthesizing reliable additional data is most times

impractical. Furthermore, the training process needs to be re-tuned for each topological change

in the grid [11–13].

While several years of research have been dedicated to establishing an accurate fault location

methodology, this has not been applied in a universally accepted commercial solution. In

actuality, the current practice that most DSOs use is to initially group customer outage calls

to estimate the faulted section/area of the network [2]. Then, repair crews are deployed on-site

to identify the fault location. For overhead lines, this can be done by visual inspection [2]. In

the case of underground cables, several techniques have been developed depending on the fault

type [40, 41]. In the case of underground short-circuits for example, the Thumper method is



6 Chapter 1. Introduction

Figure 1.3: Thrumper method for underground short-circuit location.

usually employed [40,41], where a high voltage surge generator is used to apply a high voltage

to the faulted cable, generating a high current-arc which creates a loud spark noise that can

be detected on the surface by repair crews using microphone sensors as shown in Figure 1.3.

This entire process can take from several minutes to multiples hours. As such, a centralized

real-time fault location algorithm is still necessary for LV and MV networks.

So far, the fault location problem, both in transmission and distribution networks, has been

tackled by considering the low or very high frequency behaviour of the system, leaving an

unused window of intermediate frequency electromagnetic phenomena as shown in Figure 1.4.

In just a few cases [42–44], the transient behaviour dominated by intermediate frequencies in

the range of 5 to 500 kHz as defined in [45] have been used to tackle the problem. For example,

in [43], they extend the impedance behaviour approach to frequencies up to 3 kHz to avoid the

disturbances created by DGs. In [44], the authors use PMUs data to identify when the zero-

sequence current lags the zero-sequence voltage during a fault event to identify the location.

This idea is further developed by the authors in [42], however the proposed methodology requires

a significant deployment of D-PMU across the grid to measure the currents flowing in each

cable/line section. PMU devices are still expensive and not widely available in distribution

networks, thus their access remains restricted mostly for transmission networks until the cost

of µPMU becomes cost-effective for DSOs. These recent works show that there is an active

effort in developing a fault location methodology based on the intermediate frequency transient

behaviour of the grid during a fault event.



1.1. Context and Motivation 7

P
ow

er
 s

ys
te

m
 p

he
n

om
en

a

Lightning

Switching

Subsynchronous resonance

Transient stability

Long term dynamics

Tie-line 
regulation

Daily load 
following

Frequency [Hz]a)
b)

c)

107 105 103 10 10-1 10-3 10-5

Figure 1.4: Frequency classification for fault location methodologies: a) Travelling wave ap-
proaches, b) Intermediate frequencies proposal, c) Impedance-based techniques.

This thesis aims to develop a new fault location methodology that makes use of the intermediate

frequencies present in the transient response of the system immediately after the occurrence of

a fault. To achieve this goal, three questions need to be addressed:

1. Is it possible to use intermediate frequencies to solve the fault location problem? If so,

what is the mathematical and physical foundation of such approach?

2. What are the modelling considerations that need to be considered in order to use the

intermediate frequencies transient response in a fault location methodology?

3. Is it possible to define a methodology that tackles the drawbacks of standard methods

and that is applicable to real systems?

To answer the previous questions, this thesis will work on the basis of the following hypothesis.
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1.2 Hypothesis

On one hand, impedance-based fault location methodologies are based on the variations caused

by fault events in the fundamental frequency component of both voltage and current signals

in the grid. On the other hand, traveling wave approaches consider the dependence that exists

between the propagation delay of extremely high frequencies pulse-like signals and the location

of the fault which originated them. There is therefore an unused window of intermediate

frequencies of the signals generated by the fault events that hasn’t been considered to establish

a mathematical formulation for a fault location methodology. The thesis of this works relies on

the hypothesis that:

The intermediate frequencies in the transient response characteristics of distribution networks

after a fault event should depend on the fault location, just like the fundamental and higher

frequencies do.

1.3 Objectives

1.3.1 Overall objective

The goal of this PhD work is to validate the previous hypothesis by designing a fault location

methodology based on the intermediate frequency manifested during the distribution’s network

transient response after a fault event. This methodology must be applicable to underground

distribution systems and must preserve a good level of accuracy given today’s available mea-

surement devices, noise level and considering different credible and possible fault scenarios.

1.3.2 Specific objectives

To design the fault location methodology it is necessary to:
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• Formulate a dynamic model considering the differential equations governing the transient

response of voltages in underground distribution networks during fault events.

• Define which transient response characteristics are dependent on the fault location and

how other fault parameters, such as fault impedance, might affect them.

• Characterize the relationship between the fault location and the previously defined tran-

sient response characteristics.

• Determine the signal processing techniques necessary to extract the transient response

characteristics from the measured signals.

• Design a comprehensive methodology to correctly identify, extract and process the tran-

sient response characteristics from voltage measurements to estimate the fault location

under the presence of noise and considering today’s measuring devices capabilities in

distribution networks.

• Validate the proposed methodology by means of dynamic simulations in PSCAD and

considering data from a real distribution network and fault events.

The rest of this Thesis is structured as follows. In the next sections of Chapter 1, a brief

review of the different fault location methodologies available in the literature is presented.

Chapter 2 provides the intuition and theoretical background behind the proposed fault location

methodology. In Chapter 3, an LTI impedance modelling of cable/line sections is provided to

be used in the fault location methodology. Chapter 4 describes the proposed fault location

methodology based on the intermediate frequency transient behaviour of the grid, together

with numerical results in a test system in PSCAD. Chapter 5 tackles the LTI modelling of

black-box converters, to emulate their dynamics aiming to incorporate them in the proposed

fault location methodology. Conclusions are presented in Chapter 6.
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1.5 Current fault location solutions

In this section an overview of the different fault location methodologies available in the litera-

ture is presented, highlighting their main characteristics and limitations when implemented in

distribution systems.

1.5.1 Impedance based fault location methodologies

The single-end impedance based methodologies for fault location use the fundamental frequency

measurements of both voltage and current signals usually measured at the header substation

of the distribution network [11–13]. If the feeder’s impedance is known and we consider a

single-line infinite-bus model of the distribution grid as the one shown in Figure 1.5 (adapted

from [12]), then the fundamental frequency voltage and current measurements are dependent

in the fault location and fault impedance according to equation (1.1) [11–13].

Vf0 = if0 · d · ZLine +RF · iF (1.1)

Where ZLine is the feeder’s impedance, RF is the fault resistance, d is the fault location as a

percentage of the total feeder length, Zload is the load of the network, iF is the fault current, Vf0

and if0 are the fundamental frequency rms values of the voltage and current being measured

at the feeder’s header node. In the complex equation (1.1) there are three unknown variables:

d· ZLine (1-d)· ZLine

RF

Zgrid

Zload

Vf0

iF

iloadif0
Vgrid

Figure 1.5: Single-line infinite-bus diagram.
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iF , RF and d. It is thus necessary to firstly obtain the fault current iF in order to solve

equation (1.1), to estimate the fault location d and the fault impedance RF . This has been

addressed through assumptions such as considering that the fault resistance is small enough

to be negligible [46], or by redefining the phasor equation (1.1) into it sequence form using

the Fortescue transformation and then using fault current relationships depending on the fault

type [47].

Although equation (1.1) provides a simple mathematical formulation to obtain the fault lo-

cation, the single-line infinite-bus model of the distribution system used to derive it is not

representative of real distribution grids. Real distribution networks are complex systems char-

acterized by distribution feeders partitioned by many lateral branches with distributed loads,

generally formed by short non-homogeneous lines being operated with unbalanced power flows

and increasing levels of distributed generation [4, 12, 13]. The accuracy of impedance-based

fault location methodologies can thus be affected by [46]:

• The combined effect of the load current and high fault impedances

• Inaccurate fault type identification

• Influence of zero-sequence mutual effects

• Presence of shunt and series compensation

Aside from the fault location inaccuracies originated from the fundamental assumptions on

the distribution network modeling, one major drawback of single-end methods that consider

measurements performed only in the distribution substation is the existence of multiple possible

fault location solutions in a branched radial network as shown in Figure 1.6 (adapted from [2])

[2–4, 11–13]. What is being shown in Figure 1.6 is how in a branched network, it is possible

that the impedance based formulation of equation (1.1) might have fault location candidate

solutions in multiple branches. To overcome this drawback some works propose a multi-end

impedance based methodology, which considers the deployment of additional measurement

devices across the network [12], thus increasing the implementation costs of the methodology [3].
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Other options available in the literature consist in incorporating additional information such as

voltage sag or current fluctuations to identify the real fault location from the set of candidates

solutions [3, 4, 12].

In addition to the multiple fault estimation problem, the accuracy of single-end impedance-

based fault location methodologies is affected by the presence of distributed generation in the

network [3,4,12]. The fault location accuracy is affected by the current injected to the system

by distributed generators, effectively modifying the impedance seen from the measuring point.

This is illustrated in Figure 1.7, where it is possible to see how the voltage dip measured in

the substation is smaller compared to a case without distributed generators, due to the current

injected during the fault by DGs. This smaller voltage dip and current being measured at the

substation is thus identified by fault location algorithms as a further away fault than the real

one. These scenarios are possible if there are DGs in the grid with low voltage ride through

capabilities that can provide voltage support during fault events, as well as in cases where the

DGs are located further enough from the fault so they will remain connected and injecting

power to the grid.

Despite the previous drawbacks, impedance based methodologies still attract researchers’s at-

tention for being the most promising methodology to be applied in fault location problems in

actual power distribution systems. In [14], the authors propose a new fault location methodol-
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ogy for active distribution networks characterized by the presence of distributed generators. In

their proposal, the authors consider the current contribution of inverter-based DGs during fault

events by using an equivalent linear impedance model of the inverter’s control scheme [14]. This

in turn allows them to define an iterative impedance based methodology for fault location in

active distribution grids. In [15] an impedance-based methodology is proposed to locate ground

faults in the grid by considering distributed voltage measurement devices. More specifically,

the authors use graph theory to define the measurement points in the network. The authors

then proceed to use Kirchhoff’s equations in the zero sequence representation of the grid to es-

tablish criteria to identify the closest node to the fault, from which they can deduce the faulted

section of the network to finally apply an iterative procedure to estimate the fault location.

In [16], the authors propose a fault location technique for resonant grounded networks. They

use adaptive control to modify the impedance of an electromagnetic hybrid Petersen coil and

then they proceed to measure the variation generated in the zero-sequence admittance along

the faulty feeder to obtain the fault location.

1.5.2 Travelling wave approach

Immediately after the occurrence of a fault in the network, pulse-like signals are generated at

the fault location and they start propagating through the system. The propagation velocity ν

of these pulse signals is a constant defined by the electrical properties of the transmission line

through which this collection of high frequency signals are travelling, known as travelling waves.

More specifically, the propagation velocity is defined by the inductance and capacitance per

unit of length of the transmission line [2–4,11]. The travelling wave phenomenon is illustrated

in Figure 1.8 (adapted from [11]), together with a lattice diagram which allows to understand

the processes of reflection and refraction of the pulse signals.

At every discontinuity that the travelling wave encounters, a part of its energy is going to be

reflected as a new travelling wave in the opposite direction while the remaining energy will

continue travelling past the discontinuity as a refracted wave. These discontinuities in the

network are defined as the boundaries where there is a change in the characteristic impedance
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Figure 1.8: Travelling waves generated during a fault.

of the transmission medium. The resulting reflected wave can in some cases have an opposite

polarity of the original travelling pulse, which can be detected by considering both voltage

and current measurements [2–4, 11]. Single-end travelling wave methods rely on the concept

of measuring the time delay ∆t between the arrival-time t1 of the original travelling pulse

generated after the occurrence of the fault to the measuring device, and the time-arrival of its

subsequent reflected wave in t2. By knowing this time delay and the propagation velocity ν

calculated using the electrical parameters of the transmission line it is thus possible to define

the fault location using the expression:

d = ν ·∆t (1.2)

Although this fault location methodology has demonstrated to be effective at the transmission

level, in distribution networks there are several obstacles for its implementation. The first

problem relates to the high propagation velocity ν of electromagnetic waves in overhead lines

and underground cables, which is usually in the range of 30 to 60% of that of the speed of light
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Figure 1.9: Distortion of a travelling wave.

c ≈ 3 ·108 [m.s−1] [23–25]. This in turns means that for distribution feeders which usually have

a length ranging from a couple to tens of kilometers, the time delays being measured are in

the order of the nanoseconds. To measure such short times it is necessary to deploy devices in

the network with high sampling frequencies above 1 MHz, which are not currently available in

distribution grids due largely to their high costs [2–4,11].

Another major obstacle to travelling wave methods is the presence of laterals and sub-branches

in distribution systems. Each lateral and sub-branch represents a discontinuity point in the

network which will cause reflection and refraction of the travelling waves, making it increasingly

difficult to correctly identify each pulse signal to measure its travel-time. To overcome this

difficulty, some works have proposed to incorporate additional measurement devices in what

is known as double-end methodologies. Other alternatives also consider the incorporation of

frequency analysis of the positive sequence voltage signals generated after the fault, which is

also refereed as aerial mode analysis [2–4,11].

Finally, underground cables and overhead lines have a distorting behavior in the case of trav-

elling waves. This means that the initial travelling pulse-like signal will suffer a change in its

shape as it travels through the line [48]. An example of this phenomenon is shown in Figure 1.9

(adapted from [48]), where it is possible to see how a rectangular pulse-like signal will not

remain square as it travels, being distorted by the line in such a way that the head of the wave

losses energy transferring it to the tail of the wave [48]. This distorting process is related to

the continuous reflection of a small amount of energy that occurs during the travelling of the

electromagnetic wave. In addition, other phenomena such as the skin effect will also contribute



1.5. Current fault location solutions 17

to modify the shape of the signals. In the case of the skin effect, higher frequency current

waves are distributed near the surface of the conductors, which translates in a smaller effective

conducting section. This in turn means that higher frequency signals will experience a larger

resistance and thus bigger losses. The front of the pulse-like travelling wave is a collection of

high frequencies signals which will experience a larger resistance when travelling due to the skin

effect, which further contributes to the distortion of the waveform by rounding the sharp cor-

ners of the wave front [48]. This distortion of the waveform is likely to make the identification

process of the travelling signals more difficult.

The general approach used in research to tackle these issues is the use of wavelet-based analysis

of the high frequency transients generated immediately after a fault occurrence [22–25,49]. The

Wavelet transform maps a given function from the time domain into a time-scaling domain,

which unlike the Fourier transform allows a localized analysis both in time and frequency. This

property has promoted the Wavelet transform as an appropriate technique to detect the time

occurrence of abrupt disturbances such as fault transients in the grid [49]. Initial research done

in this field can be seen in [25], where the authors propose a travelling wave fault location

method for three terminal lines. They apply the discrete wavelet transform (DWT) to the

positive sequence voltages obtained by using the Clarke transform to the three-phase voltage

measurements. From the coefficients obtained using the DWT, the authors can identify the

travelling pulses by analyzing the time-evolution of the coefficient’s maximum value. This in

turn allows them to determine the faulted section in the network and then the fault location

in the feeder using equation (1.2). In [24] the authors present a methodology for distribution

networks that implements the continuous wavelet transform (CWT), with a mother wavelet

generated from the initial transient signal generated after the fault. The works [22,23] continue

in the tracks of the wavelet analysis, the first one using both the frequency and time domain

information provided by the wavelet analysis, and the later combining both the DWT and CWT

to improve the performance of the fault location technique. More recent works are focusing in

new techniques, such as in [21] where the authors propose a fault location methodology using

an adaptive extended Kalman filter to analyze the travelling wave signals instead of the wavelet

transforms, while in [20] the authors propose to use a mathematical morphology technique to
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extract the information of high-frequency signals.

The travelling wave approach to solve the fault location problem in distribution systems is

an active research field, but in the last years increasing attention is being redirected towards

impedance-based methodologies and new machine learning algorithms described in the next

section. This is due mainly to the highly complex behavior of travelling waves in short-branched

lines as it is the case in distribution systems. This complex behaviour defines requirements for

measurement devices such as: high sampling frequencies, high-speed communication channels

with wide bandwidths and synchronized measurements. Such measurement devices are not

currently available in distribution grids [2–4,11].

1.5.3 Machine learning techniques

Machine learning techniques is a family of knowledge-based algorithms generally trained offline

to recognize patterns in complex systems, which are generally not possible to analyze with

more conventional mathematical techniques. Within this family, the most common machine

learning algorithms used in fault location methodologies are artificial neural networks (ANN)

and support vector machine (SVM) [2–4,11].

In the case of artificial neural networks, they are designed according to known inputs and

expected outputs, referred as a training set. In the case of the fault location problem, the known

output is the fault location within a section, and the inputs can corresponds to the voltage and

current waveforms measured at the distribution header. By using historical recorded data of

fault location events and/or simulated ones, it is possible to design a ANN that solves the fault

location problem for future fault location events. The design of the ANN is commonly referred

as the training process in which the weights, activation functions, number of neurons and

hidden layers are optimized based on the available training set to match the known inputs to

their corresponding outputs. This can be done, for example, using the well-known Levenberg-

Marquardt algorithm in feedforward neural networks. The general structure of the ANN as

shown in Figure 1.10 (adapted from [3]) defined by the number of neurons, the number of hidden

layers and the topology, is designed in such a way that the algorithm is capable to produce a
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close estimation of the expected outputs in relation to the already known inputs obtained from

simulations. In this case the expected output is the fault location in the network [2–4,11].

Support vector machine is a supervised technique in which sparse data is already grouped and

classified in different training sets according to a set of features. It is then possible to define

a hyperplane that works as a boundary between the categories and maximizes the distance

between the two sets, also known as margin. It is then possible to extract the features of

interest from new measurements and use the known vectors and hyperplane to classify the new

data into one of the already existing categories. This is illustrated in Figure 1.11 (adapted

from [3]). For the fault location problem, SVM can be useful to identify types of fault; whether

it is a balanced or unbalanced and if it is a fault to ground case or not. Using the same

training set used for ANN, a SVM can be designed to classify different fault scenarios into their

respective fault category. This can be achieve, for example, by pre-processing the input current

and voltage waveforms and transforming them to the sequence domain. Once in the sequence

domain, features such as the magnitude and phase angles of each symmetrical component can

be used to design SVM to classify the event into its respective type which is known beforehand

from the training set. SVM can thus be used on their own or in hybrid approaches together

with ANN to solve the fault location problem [2–4,11].

Machine learning algorithms can have similar or even better accuracy than impedance based

methodologies and travelling wave approaches while maintaining short execution times. Un-
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fortunately they also have some important drawbacks. The first major problem of machine

learning techniques is the need of a training set to tune and design the algorithms. Ideally

this can be achieved with a database containing historical data, which usually needs to be

complemented with simulations to include other fault location scenarios. In the worst case

there is no historical data available and thus the entire training set must be obtained through

simulations [2–4, 11]. This in turn translates in a limiting factor when multiple features are

needed for the algorithm, since more complex computational models and dynamic simulations

are required. Given the high execution times and computational burden of such simulations, it

is not possible to generate a large enough training set to ensure that the algorithms will perform

correctly in all situations. In addition, for every topology change in the distribution network

it might be necessary to repeat the training. Finally, some of the fault location algorithms are

based on the mathematical principles of the impedance-based single-end methods, thus they

can inherit some of their problems such as the multiple fault location estimate problem [2–4,11].

Some recent examples of research in fault location problems for distribution networks using

ANN and SVM are reported in [26–29]. In [26] the authors use an artificial neural network

to parameterize a polynomial function that models the fault voltage as a function of the fault

current and location during a high impedance fault (HIF). They tested the proposed method

in a single 13.8 kV feeder with seven lateral branches and they achieved a maximum fault

location error estimation of 2.3%. In [27], the authors propose a fault location methodology

for underground photovoltaic systems. In their work they use discrete wavelet decomposition

to extract features from high frequency noise signals generated in the mid-point voltage of a

DC-DC converter. The noise signal appears due to the switching of the PV inverters during

the fault combined with the parasitic capacitance of PV panels and the underground cables.

From different fault location simulations the authors infer that the high frequency spectrum of

the noise signals is dependent on the fault location, so they propose to feed this high frequency

features to a feedforward artificial neural network classifier to obtain the fault location. A sim-

ilar approach is followed in [28], where the authors also use wavelet transform on the transient

currents occurring after a fault to extract features to use as inputs for a feedforward neural

network classifier, also refereed as extreme learning machine (ELM). They compare the perfor-
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mance of the proposed methodology using EML against traditional artificial neural networks

and also support vector machine, showing that EML has statistically better generalization to

estimate fault location in most cases. Finally, in [29] a fault location strategy is developed by

considering a combination of different ANN. More specifically, the authors present a method-

ology for active distribution networks with distributed generation, and they propose the use of

multiple neural networks. Each ANN estimates the fault distance from one of the generation

unit, in addition to one ANN used to estimate the fault distance to the distribution substation.

The final location is obtained by comparing the different estimates provided by the multiple

ANNs.

From the literature review it is possible to conclude that the fault location problem in dis-

tribution networks is a subject of ongoing research. Current efforts to improve fault location

strategies are continuing along three directions: impedance based methodologies, travelling

wave approaches and machine learning techniques. In all three methods there are still unsolved

problems that need to be addressed before achieving a scheme valid for today’s distribution

networks, together with their evolution towards more active and smart systems. In the next

chapter, the mathematical and physical foundation for a new fault location methodology, based

on the intermediate frequency contents of the system’s transient response, is presented.
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The objective of this chapter is to review the electromagnetic phenomena which define the

transient response of a cable or transmission line. By carefully dissecting the transient re-

sponse originated after the occurrence of a fault, key intuitions are derived in order to propose

a new fault location methodology based on the intermediate frequency spectrum of the ca-

ble/line’s transient response. These intuitions define the mathematical challenges that need

to be addressed in order to establish the foundations of an applicable methodology to realistic

distributing and transmission networks.

2.1 Transient response of a three-phase cable

In order to design a fault location methodology it is first necessary to understand the natural

response of cables and transmission lines during a fault event. Immediately after the fault

occurrence, an ensemble of signals covering a wide range of low to high frequencies will propagate

while being damped over time according to the electrical characteristics of the transmission line.

The period of time preceding the point that all non-fundamental frequency signals have been

damped is termed the transient response regime. Once the transient response is over, the only

signal remaining is the fundamental frequency of the system in what is defined as the steady

state behavior of the line.

To help visualize the natural response of a cable/line section, a 10 km, 11 kV three-phase un-

derground cable is modeled in PSCAD to represent a simple feeder configuration as shown in

Figure 2.1. As will be explained in the next chapter, PSCAD allows to model the electromag-

netic behaviour of underground cables up to the GHz range by means of the Universal Line

Model (ULM). The ULM is considered to be the most accurate representation of cable and

overhead line systems for EMT studies, and thus will be used as the benchmark model for all

further theoretical and experimental discussions. The distribution substation is modeled as an

infinite bus, i.e. as a voltage source behind an inductance that accounts for the high to medium

voltage transformer from which the feeders starts. A three-phase fault is applied at the sending

end of the feeder Vs and the phase voltages are measured at the receiving end of the cable Vr.
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The natural response of the cable to the fault event is shown in Figure 2.2, where it is possible

to appreciate both the transient and steady-state regimes with numbers 1) and 2) respectively.

Since the steady state behavior of the line is dominated by a single frequency, which corresponds

to the fundamental frequency of the system as can be seen in zone 2) in Figure 2.2, the voltages

and currents during this regime are defined by the impedance model of the components in the

network. Within the transient response regime, three additional behaviours can be observed

as shown in Figure 2.3, where a zoom has been performed to zone 1) of Figure 2.2. More

specifically, as seen in Figure 2.3, the transient response to a fault event for a cable/line section

is composed of:

1. The low frequency signals around the fundamental frequency and some of its harmon-

ics. This range of frequencies are commonly used for impedance-based fault location

methodologies.

2. An intermediate frequency response, which characterizes the natural oscillatory behaviour

of the overall cable/line section.

3. The very high frequency signals, commonly used for the travelling wave phenomenon

when considering pulse-like signals originated at the fault location and propagating in

the system.

The results observed in Figures 2.1 and 2.3 were obtained using the frequency-dependent model

for cables available in PSCAD, known in the literature as the Universal Line Model (ULM)

which will be described in detail in the next Chapter. This model is able to accurately represent

Vs VrInfinite bus

0.5 [MW]

Figure 2.1: Underground cable fault simulated in PSCAD
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Figure 2.2: 11 kV underground cable’s response for phase a after a fault which can be divided
into: 1) The transient response regime 2) The steady state behavior.

1) 2) 3)

Figure 2.3: 11 kV underground cable’s transient response for phase a: a) Full transient be-
haviour simulated in PSCAD, b) Frequency magnitude spectrum computed using the FFT.
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the electromagnetic behaviour of cable/lines up to the GHz range, including the frequency-

dependency of the cable/line’s electrical parameters together with its distributed nature. In-

deed, the electromagnetic behaviour of cable and transmission lines is frequency-dependent due

to phenomena such as the skin and proximity effects. This in turn means that depending on

the frequency range of interest, appropriate models for cable/lines need to be considered.

In the case of impedance-based fault location approaches for example, since a single frequency

of 50 or 60 Hz is considered, and its associated wavelength is generally much larger than the

length of the cable/line section (around 4000 to 8000 km), a Π - circuit lumped circuit model is

sufficient. For travelling wave methods on the other hand, since extremely high frequencies are

considered, the localized behaviour of electromagnetic waves is dominant. In these cases, the

distributed nature of the electrical parameters is what defines the behaviour of the pulse-like

signals travelling on the cable/line sections. For intermediate frequencies in the 5 to 500 kHz

range, the frequency-dependent behaviour of the cable/line’s electrical parameters should thus

be expected to have a significant impact on its transient response. This is the first challenge that

needs to be addressed to design a novel fault location methodology based on the intermediate

frequencies present in the transient response. This modelling aspect will be discussed in detail

in Chapter 3. In the next section, the relation between the fault location and the intermediate

frequencies is explored with a non frequency dependent model to derived the mathematical

foundations for a new fault location methodology.

2.2 Intermediate frequencies and fault location

The most basic modelling of a cable/line corresponds to its lumped Π-section representation.

This model is valid for low frequencies, where the wavelength of the travelling EM waves is

much longer than the length of the line. Although this modelling is not accurate enough for the

transient fault location methodology proposed in this work, it provides insight on its theoretical

foundation and challenges. During a fault event occurring at a percentage k of the line length

D, it is possible to split the original Π-section with parameters R, L and C, into two new
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Figure 2.4: Π-section representation of a cable/line during fault event

sections with scaled electrical parameters as shown in Figure 2.4.

Considering an ideal fault to ground, i.e. Zf = 0 Ω, each section will have a transient response

defined by the differential equations (2.1)-(2.2). The solutions to these equations, defined by

equations (2.3)-(2.4), show that the voltages’ V1(t) and V2(t) transient response are oscillatory

in nature. More importantly, the oscillations have the same damping τ = R/L but different

frequencies ω1 and ω2, as defined in equations (2.5)-(2.6).

V̈1 +
R

L
V̇1 +

2

k2LC
V1 = 0 (2.1)

V̈2 +
R

L
V̇2 +

2

(1− k)2LC
V2 = 0 (2.2)

From equations (2.3)-(2.4) it is possible to see that the initial conditions V1(tf ), V2(tf ), φ1(tf )

and φ2(tf ) are defined by the fault’s occurrence time tf . The frequency of each transient

response however, is dependent exclusively on the fault location and how it partitions the

original cable/line section according to equations (2.5)-(2.6).

V1(t) = V1(tf ) · e−τtcos(ω1(k) · t+ ψ1(tf )) (2.3)

V2(t) = V2(tf ) · e−τtcos(ω2(k) · t+ ψ2(tf )) (2.4)
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ω1(k) =

√
2

LC
· 1

k
=

√
2

LC

∞∑
n=0

(−1)n(k − 1)n (2.5)

ω2(k) =

√
2

LC
· 1

1− k
=

√
2

LC

∞∑
n=0

kn (2.6)

Although equations (2.5)-(2.6) are derived in a simplistic scenario, with a single cable section

split by an ideal fault, four important observations can be made. Firstly, the intermediate

frequencies associated with the transient response of the cable/line system during a fault event

are dependent exclusively on the fault location. It is also important to note that, according to

equations (2.5) and (2.6) the longer the cable/line section is, the lower the associated transient

frequency will be. These frequencies are traditionally associated with switching and lightning

electromagnetic phenomena in power system analysis as shown in Figure 1.4. To avoid confusion

with travelling wave approaches and impedance-based methodologies, this frequency range will

be referred in this work as intermediate frequencies, since they correspond to a middle ground

between the high and low frequencies used in traditional techniques. The term switching

frequency is also avoided since the proposed methodology does not rely on the switching of any

specific equipment in the network, but rather on the natural response of the cable/line system

to a fault event.

V1 V2Vf L2f R2f

C2f C2

L1f R1f

C1 C1f Rf
I1f I2f

If

Figure 2.5: Coupled Π-sections during a fault event with fault impedance Rf
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Secondly, in a real system with loads and a non-ideal fault impedance, the different sections will

behave as coupled-oscillators. This can be seen when considering Figure 2.5 and its dynamic

equations (2.7) and (2.8) in the Laplace domain depending on the fault impedance conditions.

When the fault is ideally grounded, i.e. Rf = 0 Ω ⇒ Vf = 0V , then equation (2.7) applies,

which is equivalent to equations (2.1) and (2.1). From equation (2.7) it is clear that each oscilla-

tor can be solved independently, since there are no cross-coupling terms in the dynamic matrix

of the system. When the fault impedance is non-ideal, i.e. Rf 6= 0 Ω⇒ Vf 6= 0V , then equation

(2.8) applies, where Cf = C1f +C2f . In this case, there are cross-coupling terms in the dynamic

matrix of the system and so the oscillators are coupled. More specifically, the transient response

in this case at each node will be a linear combination of the decoupled harmonic oscillators

together with a DC component originated from the discharge of the capacitances to ground at

the point of the fault. In addition, the frequency-dependence and distributed behaviour of each

section’s electrical parameters make it impossible to derive an analytical expressions for the

fault location dependence of each frequency ωi(k) as the ones in equations (2.5)-(2.6). How-

ever, a polynomial function ω̂i(k) with a sufficiently high order Ni, as defined in equation (2.9)

where ain is the real constant coefficient associated with the n − 1 polynomial term of degree

n−1, should be able to accurately represent the fault location dependence of each intermediate

frequency ωi(k). This is concluded from the series expansion of the intermediate frequencies

functions shown in equations (2.5)-(2.6).

ωi(k) ≈ ω̂i(k) =

Ni∑
n=1

ain · kn−1 (2.9)

While the previous analysis is intuitive in a deterministic approach, it is necessary for the
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Table 2.1: Typical Impedances for Distribution Underground Cables

Size L [H/km] C12.5kV [F/km] C25kV [F/km] C34.5kV [F/km]

2 8.95E-04 1.45E-07 1.30E-07 1.09E-07

1 8.62E-04 1.57E-07 1.40E-07 1.17E-07

1/0 8.40E-04 1.69E-07 1.51E-07 1.26E-07

2/0 8.16E-04 1.81E-07 1.61E-07 1.34E-07

3/0 7.93E-04 1.97E-07 1.74E-07 1.43E-07

4/0 7.69E-04 2.15E-07 1.90E-07 1.55E-07

250 7.50E-04 2.39E-07 2.10E-07 1.71E-07

350 7.16E-04 2.71E-07 2.38E-07 1.92E-07

500 6.80E-04 3.06E-07 2.68E-07 2.15E-07

750 6.37E-04 3.64E-07 3.18E-07 2.53E-07

1000 6.08E-04 4.17E-07 3.64E-07 2.87E-07

10-1 100 101 102 103 104
100

101

102

103

104

105

Figure 2.6: Typical frequencies of oscillation for 12.5 kV underground cables Π-Section models
as a function of its length
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Figure 2.7: Example of random variable F̃ . In
light blue the histogram of 106 samples for F̃ ∼
N (104, 106).
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Figure 2.8: Probability density functions in
light blue for K̃ and in light red for K̃calc for
106 samples when considering: a) Ni = 4, b)
Ni = 8, c) Ni = 12.

polynomial approximation to handle frequency measurements as will be explained in the next

sections. The intermediate frequency measurements used to solve the fault location problem

will contain noise, which needs to be accounted for in the proposed methodology. Thus, it

can be assumed that the frequency measurements are random variables which follow a normal

distribution of the form W̃i ∼ N (ωi(kr), σ
2
e) where ωi(kr) is the theoretical frequency corre-

sponding to the real location kr and σe is the measurement error associated with the presence of

white noise. The typical L and C values for underground cables in distribution networks can be

found in Table 2.1 [41]. The inductance will mainly depend on the core conductor cross-section

size, while the capacitance depends mainly on the insulation layer thickness, which increases

as a function of the rated voltage. From these values, the expected frequencies of oscillations

ω0(l) for different cable’s lengths l are computed and shown in Figure 2.6. For distribution

cable sections of typical length between 0.1 to 10 km, their associated transient frequencies

will range from around 1 to 100 kHz respectively as can be seen in Figure 2.6. In the case

of a simple oscillator as the one considered in Figure 2.4, the theoretical estimated location is

defined by K̃ = ω0/W̃1. Thus, K̃ corresponds to a random variable that doesn’t follow a normal
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distribution as W̃i does, but rather as a reciprocal normal distribution which corresponds to a

binomial distribution [50]. On the other hand, the estimated location K̃est is obtained as one

of the solutions to the polynomial equation (2.10) using the measured frequency W̃i as will be

explained in more detail in the next sections.

W̃i =

Ni∑
n=1

ainK̃
n−1
est (2.10)

It is thus important that the polynomial regression is performed considering a degree Ni high

enough not only to obtain a good deterministic approximation of ωi(k), but also so that K̃est

has a probability distribution as close as possible to the reciprocal normal distribution of K̃,

to minimize the estimation error of its expected value. An example of the impact that the

polynomial regression degree Ni has on the probability density function (pdf) of K̃est is shown

in Figure 2.8 when doing a Monte Carlo analysis. More specifically, Figure 2.7 and 2.8 are

an example of 106 samples of the measured frequency W̃ considering a normal distribution of

mean µ = 10 kHz, which is a typical value for cable sections of length 1 km as can be seen in

Figure 2.6, with a measurement error of σ = 100 Hz. The typical The mean value of 10 kHz

corresponds to a fault location of k = 60 %, considering an intermediate frequency fault location

function ω(k) = 2π · 6000/k. In Figure 2.8, the binomial distribution of K̃ = 2π · 6000/W̃ is

calculated for each sampled point W̃ and shown in light blue. In light red, the distribution

of K̃est is calculated using polynomial approximations of different degrees. From Figure 2.8,

it is possible to see that low degree approximations are not enough to accurately represent

the distribution of K̃. Instead, good approximations of the estimated fault location’s binomial

distribution can be obtained with a polynomial regression degree of 10 or more.

Thirdly, while travelling wave approaches are susceptible to the fault’s inception angle, an

intermediate frequency methodology would not. More specifically, if the inception angle of the

fault is such that the voltage is close enough to zero (Vf (tf ) ≈ 0), then the travelling wave

signals will have a very small magnitude, comparable to the measurement noise. Intermediate

frequencies on the other hand are triggered across the grid and at the time of the fault will not

be zero, thanks to the phase angle shift ψi(tf ) between voltage signals at different locations.
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Finally, while the previous analysis was performed considering the behaviour of voltage tran-

sient signals, an analogous effect occurs for current signals, where their characteristic frequencies

of oscillation will depend on the fault location. This means that both voltage and/or current

signals can be used, as opposed to travelling wave approaches and impedance-based techniques

were both currents and voltages signals are required. In what follows, the proposed method-

ology is presented considering voltage measurements, but the same procedures could be done

considering current measurements. By considering both current and voltage measurements, it

would be possible to increase the accuracy of the proposed methodology, as well as to provide

the option to identify the fault type. This comes at an increased investment cost as more

measurement devices are deployed in the network, and thus an optimization planning problem

would need to be defined to choose the best measurement combination for a specific system,

budget and technical requirements. This optimization problem is not tackled in this Thesis,

since it is defined as future work that rises as a natural extension of the work being presented.

To validate the previous observations, preliminary results are presented in the next section for

a test system developed in PSCAD.

2.3 Preliminary results

In the previous section, important observations were made based on the equations describing the

transient response of a single Π-section model when split during a fault event. Since the previous

conclusions will serve as a road-map to develop a new fault location methodology, it is necessary

to validate them in a small test system. To achieve this, a simple 11 kV distribution test system

is developed in PSCAD as shown in Figure 2.9. First, it is necessary to verify the existence

of intermediate frequencies during the transient response of a small test system after a fault

event, and whether or not their fault location dependence can be approximated by polynomial

functions. Secondly, it is also important to compare the frequency response between the lumped

Π-section and the frequency dependent models of underground cables during a fault event. This

is necessary for verifying to which extend the intermediate frequencies derived considering the
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Table 2.2: Cable Data
Parameters Value

Configuration Three cables flat

Cable separation 0.5 m

Cable depth 1 m

Rated line to line peak voltage 11 kV

Conductor outer radius 0.0047 m

Conductor material: copper ρcu = 172.4 µΩ·m
1st insulating layer thickness 0.0034 m

1st insulating layer material: XLPE ε1 = 2.5

Sheath thickness 0.0019 m

Sheath material: copper ρcu = 172.4 µΩ·m
2nd insulating layer thickness 0.0018 m

2nd insulating layer material: PVC ε2 = 8

Π-section model of cable/line sections remains valid for realistic network systems, and whether

a more detailed model of cable/line sections should be considered in the analysis and fault

location methodology.

The test case shown in Figure 2.9 is a network composed of different cable sections, all using the

same 11 kV three-phase underground cable model defined by the parameters specified in table

2.2, but with different lengths as specified in table 2.3. Purely resistive loads are considered in

this case, an each cable section is represented by its Π-section model with electrical parameters

of R = 0.8155 Ω/km, L = 3.339 mH/km and C = 0.0776 µF/km at 50 Hz. The test

system is connected to an infinite busbar through a transformer represented by its impedance

Ztfr = Rtfr + jXtfr, providing the input voltage Vin to the system. A three-phase fault

with impedance Zf = Rf + jXf occurring in the cable section connecting busbars 1 and 2 is

considered, which is modelled by scaling the electrical parameters of the resulting Π-sections

by the fault location k as a percentage of the total cable length l12. In total there are thus 5

cable sections being modelled during the fault event, each one with its own natural frequency

of oscillation which can be derived analytically in a similar way as in equations (2.5) and (2.6).

More specifically, since the network is composed of linear and passive elements, the oscillatory

frequencies can be computed from the system’s state-space model representation.
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Figure 2.9: Preliminary test system using Π-section representation for underground cables.

Table 2.3: System Data

Parameters Value

Transformer resistance Rtf = 1 Ω

Transformer inductance Ltf = 0.1 H

Cable h1 length 10.0 km

Cable 12 length 6.0 km

Cable 13 length 15.0 km

Cable h4 length 13.0 km

Load P1 0.5 MW

Load P2 0.2 MW

Load P3 0.3 MW

Load P4 1.0 MW
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⇔ sI = AiI + BiV + BinVin
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⇔ sV = AvV + BvI

Based on the voltages and currents defined in Figure 2.9, a state-space formulation can be

defined to characterize the transient response of the system during the fault event. For the

currents flowing through each section, their state-space representation is defined by equations

(2.11). For the voltages at each busbar of the system, their state-space representation is defined

by equations (2.12). Combining both equations (2.11) and (2.12), it is possible to define a state-

space representation for the entire network as defined by equation (2.13).

s

V

I

 =

Av Bv

Bi Ai


V

I

+

 0

Bin

Vin (2.13)

⇔ s

V

I

 = Agrid

V

I

+

 0

Bin

Vin
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From the network’s state-space representation shown in equation (2.13), it is possible to com-

pute the intermediate frequencies defining its transient response for each fault location scenario

k. Indeed, for each fault location value k in the section connecting busbars 1 and 2, the tran-

sient response’s intermediate frequencies correspond to the imaginary part of the eigenvalues of

the system dynamic matrix Asys, i.e. ωi(k) = =(λi(k)) where
{
ω1(k), . . . , ωNf

(k)
}

is the set of

intermediate frequencies for the fault location k and
{
λ1(k), . . . , λNf

(k)
}

is the set of complex

eigenvalues of matrix Asys. This in turn allows to compute the set of expected intermediate

frequencies for different fault locations {k1, . . . , kN} within a given section and then proceed to

obtain their polynomial fittings. The results obtained for the case of a fault occurring in the

section between busbars 1 and 2 with a fault impedance Rf = 0.05 Ω are shown in Figure 2.10,

together with their respective polynomial fittings of order 12. From Figure 2.10, it is possible to

identify 5 intermediate frequencies of oscillation between 0.5 and 8 kHz, one for each Π-section

in the network model as expected. It is also possible to see that polynomial functions of order

12 provide a good approximations of all 5 intermediate frequencies’ dependence on the fault

location k within the cable section connecting busbars 1 and 2.

The state-space modelling of the network also allows to compare the intermediate frequencies’

behaviour for different fault conditions. More specifically, it is relevant to verify if the inter-

mediate frequencies are exclusively dependent on the fault location as stated previously, or

if other parameters such as the fault impedance have any impact on them. To validate this,

the intermediate frequencies’ dependence on the fault location is computed and compared for

different fault impedance conditions Rf , as shown in Figures 2.11 and 2.12. From Figures 2.11

and 2.12, it is possible to see that indeed the intermediate frequencies are almost exclusively

dependent on the fault location, with the fault impedance having an almost negligible impact

on them over a wide range of Rf from 0.05 Ω to 40 Ω.

Finally, it is necessary to compare the frequency response of the system when considering Π-

section and the detailed frequency dependent model of underground cables. This is achieved

by simulating a three-phase fault at 90% of the cable connecting busbars 1 and 2, with a fault

impedance of Rf = 0.05 Ω, considering both the lumped Π-section and frequency dependent

model of cables. The three-phase instantaneous voltages are recorded, and then using the FFT
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Figure 2.10: Intermediate frequencies as a function of the fault location k in the section between
busbars 1 and 2. In solid grey line the theoretical values, in dotted black line their polynomial
approximations of order 12. In red numbering, the match between the oscillatory frequencies
and each Π-section is specified.
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Figure 2.11: Theoretical intermediate frequen-
cies: in solid grey line for Rf = 0.05 Ω and in
black dotted line for Rf = 10 Ω
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Figure 2.12: Theoretical intermediate frequen-
cies: in solid grey line for Rf = 0.05 Ω and in
black dotted line for Rf = 40 Ω

the voltages’ transient frequency response Vi(jω) are computed. The magnitudes |Vi(jω)| of
each transient response are shown in Figure 2.13 when considering the two model approaches.

As it is possible to see from Figure 2.13, there is a significant difference between the tran-

sient frequency responses predicted from the Π-section and frequency dependent models for

underground cables. This demonstrates that computing the intermediate frequencies while

considering the Π-section model for cable/line sections will lead to inaccurate fault location

predictions. While it is standard practice to increase the order of the Π-section model by con-

necting several in series of smaller lengths, this allows to approximate the distributed nature of

cable sections but not its frequency-dependent behaviour. It is thus necessary to consider and

LTI model of cable/line section that is able to account for their electrical parameter’s frequency

dependent nature, so that an accurate fault location methodology can be developed for realistic

power system networks.

From the previous conclusions, it is necessary to compute the polynomial approximations ω̂ij(k)

describing the fault location dependence of the ith intermediate frequency during a fault in the

jth cable section. With this information, a methodology to estimate the fault location based

on the polynomial approximations and real-time measurements needs can be developed as

presented in Chapter 4.

To accomplish the previous objective, in Chapter 3 an impedance modelling of cable/line sec-
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Figure 2.13: Voltages’ transient frequency response comparison between the Π-section model
of cables in solid grey line, and the detailed frequency dependent model in solid black line.

tions is proposed. The impedance model is based on the fundamentals of the ULM, in order to

capture the frequency-dependence of the cable/lines’ electrical parameter in a LTI representa-

tion. Using the proposed impedance model of cable/line sections, a fault location methodology

based on the intermediate frequencies is described in Chapter 4.
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Electromagnetic transient (EMT) studies have become a fundamental requirement in under-

standing power system’s behaviour during switching events. Examples of such events in power

systems are faults, lightning strikes, load variations and switching operation of devices such

as power converters [51, 52]. Following such events, the energy exchange among different com-

ponents in the grid can lead to overcurrents and overvoltages, which in turn can stress and

damage the grid’s components [51,52]. Furthermore, these switching events can correspond to

large disturbances such as three-phase faults, that can cause power systems’ unstable operation

if appropriate control schemes are not in place [53].

To perform EMT studies, various EMT simulators have been developed over the last 40 years,

such as PSCAD and EMTP [54–59]. A core aspects of such simulators is to model the elec-

tromagnetic dynamics of overhead transmission lines and underground cable systems. More

specifically, these models need to account for [52]:

• The well-known telegrapher’s equations: differential equations which have known analytic

solutions in the frequency and time domains.

• The frequency-dependence of the cable’s longitudinal impedance’s resistance R(s) and

inductance L(s), due to the skin and proximity effects.

• The distributed nature of the cable’s parameters.

To address the former aspects of the transmission line and cable EMT modelling, the Uni-

versal Line Model (ULM) was developed [54–59]. ULM is based on the fact that the cable’s

longitudinal impedance non-linear frequency behaviour is captured in its propagation matrix

H(s) and characteristic admittance matrix Yc(s) . The traditional approach defined in [54–59]

is to approximate both Yc(s) and H(s) as a sum of rational functions in the frequency domain

using vector fitting techniques [60–62]. The advantage of this methodology is that the rational

functions have known inverse Laplace transforms in the time domain, i.e. exponential func-

tions of time. This in turn allows to implement the convolution operator recursively, allowing

to solve the telegrapher’s equations in the time-domain while considering both the frequency

dependence and the distributed nature of the longitudinal impedance [54–59].
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In a separate and more recent branch of research, different approaches have tried to elaborate an

impedance equivalent circuit of cables, derived from the rational functions obtained using the

vector fitting techniques [63–66]. The impedance modelling of cables derived from the vector

fitting is supported by the fundamental concept that the rational functions in the complex

domain can be represented as equivalent electrical circuits [67]. These approaches can be

traced back to the first articles related to transmission line and cable modeling [55], where

a Foster representation of the approximated characteristic impedance is proposed. Although

intuitive in their formulations, these approaches are either unable to capture the coupling of

multiple phase systems, or they need large number of cascaded Π-sections for accurate results.

An impedance representation of cables which includes the properties of the ULM would allow

to:

• Represent complex networks by the cable’s equivalent impedances. This representation

would allow to obtain a linear state-space representation of such grids, which is a key

aspect of the proposed fault location methodology presented in the next chapter.

• Extract relevant information regarding the network’s dynamics such as the dominant

oscillatory frequencies together with their damping coefficients for different operating

conditions, topologies and disturbance scenarios. This can further improve, for example,

the efficiency when performing dynamic security assessment studies with EMT/hybrid

simulations or similar. In such types of studies, where large real networks are considered,

the overall computation efficiency of EMT/hybrid simulations still needs to be improved

[68].

• Identify key factors that define system’s dynamics and stability before performing a full

set of transient studies using EMT simulations.

• Work towards impedance-based modelling and analysis of complex power systems, an

ongoing research field for converter-based technologies with a high number of non-linear

differential equations [69–71], difficult to simulate in EMT programs on large quantities.

The model must be accurate to at least capture the behaviour in the switching frequency

range of power converters, i.e. dynamics in the kilohertz range [71].
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In the following sections, firstly a review of the ULM’s theoretical background is provided.

Secondly, a summary of the incipient impedance modelling approaches for underground cables

developed in recent years is described. These new modelling techniques are compared to the

ULM formulation to highlight their limitations, which provides insight in why a new impedance

model that captures the properties of the ULM is needed.

3.1 Universal line model formulation

Traditionally, to perform EMT simulations of underground cables, two categories of models are

considered: lumped parameter models and distributed models. The first category is composed

of the equivalent Π-model and the exact Π-model [57]. Further research has been done in

recent years to improve the accuracy of the Π-section representation of cables [72]. Examples

of such works consist of increasing the order of the model by connecting several cascaded Π-

sections of smaller lengths or adding RL branches to capture some of the frequency-dependent

behaviour, of cables [72]. The second category can in turn be separated in the Bergerson model

-valid for a single frequency- and frequency dependent models [57]. Among these last ones,

the most accurate one to date is the ULM, and it is the one typically used in EMT studies.

The theory supporting the ULM corresponds to the telegrapher’s equations for transmission

lines and cables. More specifically, for an n-phase cable or transmission line system following

the representation shown in Figure 3.1, the telegrapher’s equations can be deduced from an

infinitesimal representation of the electrical parameters of the system as shown in Figure 3.2

[54–59]:

By applying the Kirchhoff’s laws to the system presented in Figure 3.2, it is possible to define
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Figure 3.1: Sending and receiving end currents
and voltages representation for transmission
lines.
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Figure 3.2: Infinitesimal representation of dis-
tributed parameters for transmission lines.

the telegrapher’s equations and solutions in the Laplace domain as follows [54–59]:

d2I(s)

dx2
= [Y(s)Z(s)] I(s)⇒ Ix(s) = e−Γ(s)xIf (s) + eΓ(s)xIb(s) (3.1)

Vx(s) = −Y(s)−1dI(s)

dx
⇒ Vx(s) = Y−1

c (s)
(
e−Γ(s)xIf (s) + eΓ(s)xIb(s)

)
(3.2)

Yc(s) =

√
(Y(s)Z(s))−1Y(s)

Γ(s) =
√

Y(s)Z(s)

where Z(s) is the series per-unit-length longitudinal impedance matrix of the line, Y(s) is

the per-unit-length shunt impedance matrix of the line, Yc(s) is the characteristic admittance

matrix of the system, Γ(s) is the propagation matrix of the system, If (s) and Ib(s) are the

forward and backward travelling current vectors respectively. For clarity, bold letters are used

to denote matrices. Regarding Z(s), it is a non-diagonal matrix containing cross-coupled terms

in the off-diagonal positions. In the case of Y(s), it can be considered as a diagonal matrix since

it is usually considered that the conductance G(s) is negligible, as well as the cross-coupled

capacitance terms between phases. Both matrices Z(s) and Y(s) can be computed in different

ways, one of the most common and accepted options is to use the well-known formulas from

the Wedephol-Wilcox article [73], where the frequency-dependent elements of each matrix are

calculated using formulas derived from the Maxwell equations.

Combining equations (3.1) - (3.2), applying the boundary conditions at x = 0 and x = l,

and defining H(s) = e−Γ(s)l as the wave propagation matrix, the telegrapher’s solutions in the
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Figure 3.3: EMT simulation using ULM methodology scheme.

Laplace domain can be defined as follows:

Ik(s) = Yc(s)Vk(s)−H(s) (Yc(s)Vm(s) + Im(s)) (3.3)

Im(s) = Yc(s)Vm(s)−H(s) (Yc(s)Vk(s) + Ik(s)) (3.4)

where V(s) and I(s) are the phase voltage and current vectors. As it is possible to observe

in equations (3.3) - (3.4), Yc(s) is multiplying the voltage vectors while H(s) is multiplying

both the voltage and current vectors. This in turn means that, in order to obtain the time-

domain solutions for voltages and currents, it is necessary to apply the convolution operator in

the time-domain equations after using the inverse Laplace transform in the equations (3.3) -

(3.4) [54–59]. Due to the high computational cost of using the convolution operator, H(s) and

Yc(s) are approximated by sums of rational functions in the complex-domain using vector

fitting techniques according to [57]:

Yc,ij(s) ≈ Y fit
c,ij (s) = dij +

N∑
k=1

rk,ij
s− pk,ij

(3.5)

Hij(s) ≈ Hfit
ij (s) =

Ng∑
n

 Ñ∑
k=1

r̃nk,ij
s− p̃nk,ij

 e−τn,ijs (3.6)

where τn,ij corresponds to the travelling delay of each electromagnetic mode between the send-

ing and receiving ends, N is the fitting order of Yc(s) , Ñ is the fitting order of H(s) and Ng

is the number of delay groups. Also, rk,ij and r̃nk,ij correspond to the residues of the rational
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approximations for Yc(s) and H(s) respectively, while pk,ij and p̃nk,ij correspond to their asso-

ciated poles. The propagation modes can be obtained and grouped according to their travelling

delays, after using modal decomposition to decouple the three-phase system. This is done by

solving the eigenvalue problem [56,59]:

Yc(s) = TI(s)Yc,m(s)T−1
I (s) (3.7)

H(s) = TI(s)Hm(s)T−1
I (s) (3.8)

where TI(s) is the modal transformation matrix.

In the case of ideally transposed cables and transmission lines, TI(s) is real and constant,

corresponding to the Clarke transform. Otherwise, the matrix is complex and also frequency-

dependent [59]. If cables are not transposed, then the frequency-dependent matrix TI(s) must

also be approximated using vector fitting techniques [59]. By solving equations (3.3) - (3.4)

using the modal quantities Hm(s) and Yc,m(s) , it is then necessary to transform the modal

voltage and current vectors to the phase domain as follows [59]:

I(t) = L−1 {TI(s)} (t) ~ Im(t) (3.9)

V(t) = L−1
{
T−TT (s)

}
(t) ~ Vm(t) (3.10)

where ~ corresponds to the convolution operator.

The fundamental methodology for traditional EMT simulators using the ULM approach is

summarized in Figure 3.3. As it is possible to see from the previous equations and the diagram

in Figure 3.3, at least one convolution operation is necessary to perform EMT simulations in the

time-domain when ideally transposed cables are considered. In addition, it is necessary to fit

two matrix functions, both H(s) and Yc(s) or Hm(s) and Yc,m(s) depending on the approach.

To avoid using the convolution technique mentioned above, researchers have recently tried to

establish an impedance equivalent modelling of cables and transmission lines [63–66]. These

approaches are described in the next section.
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3.2 Alternatives to the ULM

An impedance equivalent circuit representation of cables would allow to directly represent the

frequency-dependence of their parameters in the time domain [64,66]. This in turn would allow

to avoid using the convolution operator to solve equations (3.3) - (3.4) in the time-domain. In

general, two approaches have been used to obtain these equivalent circuits:

• To represent the skin effect of the longitudinal impedance by means of parallel RL

branches as shown in Figure 3.4 (adapted from [63]) [63,65].

• Instead of approximating H(s) and Yc(s) as done in EMT simulators, the total longitu-

dinal impedance ZT (s) and shunt admittance YT (s) defined in equations 3.11 and 3.12,

are approximated using vector fitting techniques. The rational functions obtained from

the fitting are represented as equivalent RLC circuits [64,66].

ZT (s) = l × Z(s) (3.11)

YT (s) = l ×Y(s) (3.12)

where l corresponds to the total length of the cable.

Skin effect

layer 1
layer 2

layer n

Ri Li

Figure 3.4: Skin effect impedance approxima-

tion.

Zm
fit
(s)

Ym
fit
(s)
2

Ym
fit
(s)
2

Figure 3.5: Π-circuit equivalent impedance

model for cables.

Although the first approach is able to capture the frequency-dependence of the longitudinal

impedance for a single cable, it does not account for the coupling between multiple cables in
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an n -phase system. Indeed, as it is already mentioned, Z(s) is a non diagonal matrix, with

cross-coupled terms in the off-diagonal positions which are also frequency-dependent. As such,

this approach is limited to DC or single-phase cables.

To deal with the coupling problem, references [64, 66] use a similar approach of the ULM

methods and they consider the modal domain parameters instead of the phase-domain ones. In

this case, the modal equations (3.9) and (3.10) are the same, and the total modal longitudinal

impedance and shunt admittance are defined as follows [64,66]:

ZTm(s) = Tt
I(s)ZT (s)TI(s) (3.13)

YTm(s) = T−1
I (s)YT (s)T−tI (s) (3.14)

Usually, the frequency-dependence of Y(s) is neglected in EMT simulators [65]. As such, Y(s)

can be considered as a diagonal and constant matrix. When considering untransposed cables,

TI(s) becomes frequency-dependent, and so does YTm(s) according to equations (3.13) and (3.14).

To perform the impedance modelling of cables, references [64, 66] propose to use vector fit-

ting techniques on the modal parameters ZTm(s) and YTm(s) as they are defined in equa-

tions (3.13) and (3.14). The fitted parameters Zfit
Tm(s) and Yfit

Tm(s) are represented by equivalent

RLC circuits using the relationships presented in [67]. This allows to establish an equivalent Π-

section model as the one shown in Figure 3.5. Although intuitive, the previous approach does

not consider the distributed nature of the cable’s parameters. To overcome this limitation,

the authors use multiple n-cascaded Π-sections connected in series [64, 66]. In this case, each

Π-section is the result of approximating a smaller section of the cable with a length l′ = l/n.

While the approximation becomes more accurate as n → ∞, the number of state variables

increases too, and thus the proposed representation becomes computationally expensive and

cumbersome to formulate and solve. This becomes particularly important when implementing

this modelling technique in large systems of multiple underground cables.

As seen from the previous review, the impedance modelling of cables is still an active research

topic. Further contributions must be made in order to obtain a model with similar accuracy

as the ULM, that remains implementable in real systems for faster time-domain and transient
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analysis. In the next section, a new approach to the impedance modelling of cables is presented,

which aims to fill the previous gaps in the literature.
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3.3 Cable dynamics impedance modelling

The research reported in the literature is based on directly approximating the frequency-

dependent behaviour of the longitudinal impedance Z(s) of cables. Although they follow an

intuitive approach to the impedance modelling problem, they fall short when comparing their

accuracy to that of the ULM in a practical way. To overcome the drawbacks of the previous

techniques, a new impedance modelling techniques is proposed and described in this section.

More specifically, the impedance Ztf (s) and admittance Ytf (s) transfer functions derived di-

rectly from the wave equations (3.3) and (3.4) are considered for the impedance modelling.

3.3.1 Cable’s impedance and admittance transfer functions

The impedance and admittance transfer functions, which satisfy the wave equations (3.3) and (3.4),

are well-know hyperbolic functions [74]. They are derived by considering the two-port network

impedance matrix of a Π-section specified in equation (3.15) when considering the voltage and

current convention in Figure 3.1 [74].

Vk

Ik

 =


(
I +

ZtfYtf

2

)
−Ztf

Ytf

(
I +

ZtfYtf

4

)
−
(
I +

ZtfYtf

2

)

Vm

Im

 (3.15)

where I corresponds to the n × n identity matrix. The wave equations (3.3) and (3.3) can in

turn be rewritten in their matrix-form as: Yc −I

HYc H


Vk

Ik

 =

HYc H

Yc −I


Vm

Im

 (3.16)

By comparing equations (3.15) and (3.16) it is possible to define a Π -section that incorpo-

rates the dynamics described in the wave equations, defined by the impedance and admittance
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transfer functions as follows:

Ztf (s) =
1

2
Yc(s)

−1
(
H(s)−1 −H(s)

)
(3.17)

Ytf (s)

2
= Yc(s) (I + H(s))−1 (I−H(s)) (3.18)

If the shunt admittance matrix Y(s) of the cable system is considered diagonal, which is often

the case in EMT simulations, then it is possible to compute the modal values of the transfer

functions. More specifically, by using the identities (3.7) - (3.8) it is possible to define each ith

diagonal element of the modal impedance and admittance transfer functions as follows:

Zm,i(s) =
Y −1
cm,i(s)

2
× 1−Hm,i(s)

2

Hm,i(s)
(3.19)

⇔ Zm,i(s) = Y −1
cm,i(s)× sinh (Γm,i(s)l)

Ym,i(s)

2
= Ycm,i(s)×

(
1−Hm,i(s)

1 +Hm,i(s)

)
(3.20)

⇔ Ym,i(s)

2
= Ycm,i(s)× tanh

(
1

2
Γm,i(s)l

)

The advantage of equations (3.19) and (3.20) is that they are a function of the modal propa-

gation Hm(s) and characteristic admittance Ycm(s) matrices. This allows to define a rational

function approximation for the modal impedance Zm(s) and admittance Ym(s) transfer func-

tions respectively. These approximations are derived from the rational approximations of the

wave propagation parameters performed in EMT simulations. It is possible to approximate

each modal wave parameter by a sum of rational functions as follows:

Y fit
mc,i(s) = di +

N∑
k=1

rk,i
s− pk,i

=
Py,i(s)

Qy,i(s)
(3.21)

Hfit
m,i(s) =

 Ñi∑
k=1

r̃k,i
s− p̃k,i

 e−τis

⇔ Hfit
m,i(s) ≈

Ph0,i(s)

Qh0,i(s)
× Pd,i(s)

Qd,i(s)
=
Ph,i(s)

Qh,i(s)
(3.22)

where P·,i(s) and Q·,i(s) are used to denote polynomial functions of s with real coefficients for
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the wave parameters Hm(s) and Ycm(s). In addition, the modal travelling delay e−τis, obtained

according to [75], can also be approximated by a sum of rational functions of order Nd,i by using

Padé approximant. In this case the rational approximation is denoted with the numerator and

denominator polynomial functions Pd,i(s) and Qd,i(s) respectively. By combining the previous

rational approximations of the modal wave parameters in equations (3.19) and (3.20), it is

possible to obtain rational approximations for the modal impedance and admittance transfer

functions. It is important to note that this cannot be done directly on Zm,i(s), since the

modal propagation function in the denominator in equation (3.19) adds a negative delay, i.e.

Zm,i(s) is non-causal and thus cannot be approximated by rational functions. This is solved

by considering its admittance inverse form Z−1
m,i(s) instead to model the behaviour of the cable,

since it is a causal function. By replacing the expressions (3.21) and (3.22) into (3.19) and

(3.20), the rational function approximations for the admittance transfer functions can thus be

defined as follows:

Z−1
m,i(s) ≈

Py,i(s)

Qy,i(s)
× Ph,i(s)Qh,i(s)

Q2
h,i(s)− P 2

h,i(s)
(3.23)

Ym,i(s)

2
≈ Py,i(s)

Qy,i(s)
× Qh,i(s)− Ph,i(s)
Qh,i(s) + Ph,i(s)

(3.24)

The polynomial fractions used for approximating the admittance transfer functions in equa-

tions (3.23) and (3.24) have an equivalent pole-residue form. Using these rational approxi-

mations, it is possible to define an equivalent circuit and a linear state-space model for each

propagating mode. This in turn allows to independently compute the voltages and currents for

each modal representation of a network. This is in principle similar to the methodology applied

in the modal modelling used for cables in EMT simulations. In this case, the accuracy of the

results is mainly limited by two factors:

• The approximation of the transformation matrix TI(s) to compute the phase domain

values.

• The approximation of the delay when using the Padé approximant.
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Regarding the first factor, for the purpose of this thesis a perfectly transposed cable system

will be considered. This means that the transformation matrix can be considered real and

constant. The challenge associated with the frequency dependency of the transformation matrix

will be tackled in future works, by extrapolating the proposed methodology to the improved

phase domain ULM scheme presented in [76]. Regarding the influence in the approximation

of the propagation delay, a high-enough order should suffice to provide accurate results up

to high frequencies in the kilohertz range. The behaviour of higher frequencies cannot be

accurately modelled by the proposed impedance model, unless an impractical and very high

order approximation is considered for the delay. In the authors’ opinion this should not have a

significant impact on most transient analysis aside from travelling-wave phenomena, as will be

shown in the next section. This is due to the much higher impedance values associated with very

high frequencies, which translates in oscillations with high dampings and little contributions

in the transient response. In the next section, the equivalent impedance model for a cable is

presented, together with the state-space representation for transient analysis of a cable grid.

3.3.2 Cable’s impedance and grid’s state-space model

In order to establish the cable’s state-space model, it is necessary to firstly define an equivalent

impedance model circuit. This can be done by approximating the modal admittance transfer

functions Z−1
m,i(s) and Ym,i(s)/2. More specifically, the approximated values defined in (3.23)

and (3.24) can be written in their pole-residue form as:

Ym,i(s) = Di +

Mi∑
k=1

rk,i
s− pk,i

+

Mi+Ni∑
k=Mi+1

(
rk,i

s− pk,i
+

r̄k,i
s− p̄k,i

)
(3.25)

where

{Di}i , ∈ R, ∀i ∈ {1, ..., n}

{rk,i}Mi
k=1, {pk,i}

Mi
k=1 ∈ R, ∀i ∈ {1, ..., n}

{rk,i}Ni+Mi
k=Mi+1, {pk,i}

Ni+Mi
k=Mi+1 ∈ C, ∀i ∈ {1, ..., n}
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Each admittance approximation can be represented via a Foster RLC circuit. This is shown in

Figure 3.6 for the case of the series admittance transfer function Z−1
m,i(s) connecting two busbars,

by following the equivalences presented in [67]. An equivalent representation exists for the shunt

admittance transfer function Ym,i(s)/2, where Vm must be replaced by a ground connection.

The circuit parameters can be computed from the pole/residue values based on the relationships

in [67], which are summarized for the admittance case in equations (3.26), (3.27) and (3.28).

Analogous equations for the impedance Foster circuit realization case can be found in [67]. The

Foster equivalent circuit shown in Figure 3.6, together with equations (3.26) - (3.28), define the

impedance model for cables/line sections, incorporating both the frequency-dependence and

distributed nature of its parameters.

R0 =
1

D
(3.26)

i ∈ {1, ...,M} : 
Li = 1

ri

Ri = −pi
ri

(3.27)

i ∈ {M + 1, ..., N} : 

Li = 1
ri+r̄i

Ri = − ripi+r̄ip̄i
(r+r̄i)2

Ci = (ri+r̄i)
4

pip̄i(ri+r̄i)−(ripi+r̄ip̄i)(rp̄i+r̄ipi)

R′i = −1
Ci

ri+r̄i
rip̄i+r̄ipi

(3.28)

Additionally, from the Foster circuit realizations it is possible to define a state-space model to

represent power networks. In the case of the admittance Foster circuit representation shown in

Figure 3.6 b), by applying Kirchhoff’s laws it is possible to write the state-space model as shown

in equation (3.29). An analogous state-space representation can be written for the impedance

Foster representation case.
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Figure 3.6: Foster circuit realization from the pole/residue form for: a) impedance case, b)
admittance case
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
sX = AX + Bu

y = CX +Du

(3.29)

where X = [I1 · · · IM IM+1 · · · IM+N Vc,M+1 · · ·Vc,M+N ]t, u = Ib, y = Vb and:

A =



−R0+R1

L1
−R0

L1
· · · −R0

L1
· · · −R0

L1

−R0

L2

. . .
...

...

... −R0+RM

LM
− R0

LM
· · · − R0

LM

− R0

LM+1
· · · − R0

LM+1
−R0+RM+1

LM+1
− R0

LM+1
· · · − 1

LM+1

...
... − R0

LM+2

. . . . . .

− R0

LM+N
· · · − R0

LM+N

... −R0+RM+N

LM+N
− 1
LM+N

1
CM+1

−G′M+1

CM+1

. . . . . .

1
CM+N

−G′M+N

CM+N


B =

[
R0

L1
· · · R0

LM

R0

LM+1
· · · R0

LM+N
0 · · · 0

]t
C =

[
−R0 · · · −R0 −R0 · · · −R0 0 · · · 0

]
D = R0

The previous representation is just one among many other possible state-space configurations,

however it provides advantages for power systems modelling. Indeed, the advantages of these

state-space representations are:

• Since they are derived for each modal component of the admittance transfer functions

Z−1
m (s) and Ym(s)/2, they can be used independently to describe the behaviour of each

modal component of the voltages and currents.

• Grouping parallel cables into equivalent Z−1
m,eq(s) and Ym,eq(s)/2 state-space representa-

tions is straightforward.



3.3. Cable dynamics impedance modelling 59

• It is easy to incorporate other elements such as loads and faults in the system.

• It is possible to easily defined the state-space representation for a whole cable network.

Once state-space models have been computed for all cable/line sections, they can be further

aggregated to compute the state-space form of the entire grid. This can be done by first

establishing one state-space representation for all branch element connections between busbars,

and another state-space model for all shunt element connections from each busbar to ground.

For shunt connections to ground, the input signal is the current Ik =
∑

i Iik−
∑

j Ikj flowing from

the kth busbar to ground, while the output signal correspond to the respective busbar voltage Vk.

This state-space model accounts, for example, for the loads Sk in the system, for the cables/lines’

shunt transfer functions Ym,i(s)/2 and for fault events with a fault impedance Rf . As mentioned

before, using the Foster representations shown in Figure 3.6 it is straightforward to aggregate

all of the previous models into a single one for each busbar as shown in Figure 3.7. The

aggregated state-space representation for all busbars in the grid is presented in equation (3.30),

where Ib = [I1 · · · INb
]t, Vb = [V1 · · ·VNb

]t, Xb = [X1 · · ·XNb
]t, Ab = diag (A1, . . . ,ANb

), Bb =

diag (B1, . . . , BNb
), Cb = diag (C1, . . . ,CNb

), Db = diag (D1, . . . , DNb
) and Nb is the number of

busbars in the system.

For series elements connecting busbars/voltage sources, such as the series branches of cable/line

sections Z−1
m,i and transformers, they can be represented in a separate state-space model. In

this case, the input signals are the voltage drops ∆Vkm = Vk − Vm between the connected

busbars, including the input voltages to the grid Vin set by voltage sources such as synchronous

machines or VSC converters. The output signals correspond to the flowing currents Ikm on each

series branch of the system. The aggregated state-space representation for all series connection

elements in the grid is presented in equation (3.31), where ∆Vkm = [∆Vkm,1 · · ·∆Vkm,Nc ]
t,

Ikm = [Ikm,1 · · · Ikm,Nc ]
t, Xc = [X1 · · ·XNc ]

t, Ac = diag (A1, . . . ,ANc), Bc = diag (B1, . . . , BNc),

Cc = diag (C1, . . . ,CNc), Dc = diag (D1, . . . , DNc) and Nc is the number of series connection



60 Chapter 3. Impedance Modelling of Cables

Cable 1

Cable N
Vk

Cable 1

Cable N
Vk

Ik

Req

Rf Sk
Ym,N

2
Ym,N

2
Ym,1

2
Ym,1

2

IkN

I1k

IkN

I1k

Figure 3.7: Busbar shunt aggregated state-space model

elements in the system.


sXb = AbXb + BbIb

Vb = CbXb + DbIb

(3.30)


sXc = AcXc + Bc∆Vkm

Ikm = CcXc + Dc∆Vkm

(3.31)

To compute the state-space representation of the grid, it is necessary to combine equations

(3.30) and (3.31) by considering the balancing matrices ξi and ξv derived from the branch and

nodal Kirchhoff’s laws as:

Ib = ξiIkm (3.32)

∆Vkm = ξvVb + ξinVin (3.33)

Using identities (3.32) and (3.33), together with the state-space representations of Z−1
m,i(s) and
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Ym,i(s)/2, the grid’s state-space representation can be defined as follows:



s

Xb

Xc

 = Agrid

Xb

Xc

+ BgridVin

Vb

Ikm

 = Cgrid

Xb

Xc

+ DgridVin

(3.34)

where

Agrid =

Ab

Ac

+

 Bbξi

Bcξv


 I −Dbξi

−Dcξv I


−1 Cb

Cc


Bgrid =

 0

Bcξin

+

 Bbξi

Bcξv


 I −Dbξi

−Dcξv I


−1  0

Dcξin


Cgrid =

 I −Dbξi

−Dcξv I


−1 Cb

Cc


Dgrid =

 I −Dbξi

−Dcξv I


−1  0

Dcξin



In the next section, the response of the proposed state-space impedance model for underground

cables is compared with EMT simulations performed in PSCAD.

3.4 Numerical results

To test and compare the proposed impedance modelling methodology, a 11 kV three-phase

cable test system was built in PSCAD, as shown in Figure 3.8. The cable model used for

the time-domain simulations is the Frequency Dependent (Phase) Model, which implements the

ULM scheme.
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The cable’s characteristics are summarized in Table 2.2, and the system parameters are pre-

sented in Table 2.3. Regarding the time-domain simulation parameters, the time-step is

ε = 2 µs, the simulation duration is ttot = 0.1 s and the sampling time is ts = 2 µs.

In what follows, firstly results of the proposed admittance transfer functions’ approximation and

modelling are shown. Secondly, a time-domain comparison is made between the PSCAD model

and the proposed state space model implemented in Simulink. These last results correspond to

a three-phase fault occurring at the middle of cable h1.

3.4.1 Impedance modelling results

Using the cable data presented in Table 2.2, Z−1
m,i(s) and Ym,i(s)/2 are calculated using the wave

parameters Hm(s) and Ycm(s), which are computed following the same procedure as PSCAD’s

Solve Cable Constants routine. To perform the rational approximation for the travelling delays

τm,i, a Padé approximation of order Nd = 10 is considered.

As it is possible to see from Figures 3.9 to 3.12, the rational approximation is very accurate

both in magnitude and phase up to around 100 kHz. From the rational approximations, an

equivalent impedance circuit was derived together with a state space model for the cable test

network as described in the previous sections. The state space model was implemented in

Simulink and compared with time-domain results obtained in PSCAD.

Vin Vh

V1

V3

V2

V4

P3

P2

P4

P1

Figure 3.8: PSCAD cable test system.
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Figure 3.9: Magnitudes of cable h1 admittance
transfer function Z−1m,i(s). In solid gray line the
theoretical values and in dotted black line the
proposed rational approximation.

Figure 3.10: Phase angles of cable h1 admit-
tance transfer function Z−1m,i(s). In solid gray
line the theoretical values and in dotted black
line the proposed rational approximation.

Figure 3.11: Magnitudes of cable h1 admit-
tance transfer function Ym,i(s)/2. In solid gray
line the theoretical values and in dotted black
line the proposed rational approximation.

Figure 3.12: Phase angles of cable h1 admit-
tance transfer function Ym,i(s)/2. In solid gray
line the theoretical values and in dotted black
line the proposed rational approximation.
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Figure 3.13: Transient three-phase voltages at busbars 2, 3 and 4 immediately after a three-
phase fault. In solid gray line the PSCAD results and in solid black line the proposed impedance-
based state space model.

3.4.2 Time-domain comparison

To compare the accuracy of the proposed cable impedance modelling, the state space model

implemented in Simulink is tested during a three-phase fault. More specifically, at the simula-

tion time tf = 0.08 s, a three-phase to ground fault with a resistance of 0.05 Ω occurs at the

middle of cable h1. The obtained results are shown in Figure 3.13.

From Figure 3.13, it is possible to see that the time-domain results obtained using the proposed

impedance modelling closely match the ones obtained in PSCAD. The transient response of

both models are very similar except for the very high frequency behaviour as expected. This

corroborates that this impedance-based approach could be useful to complement transient

studies performed using EMT simulations. By considering the state-space formulation derived

from the cable impedance model, it is possible to identify the dominant oscillatory modes

defining the transient response, together with their frequencies and damping coefficients. This

can be computed from the state space matrix Agrid in equation (3.34) using eigenvalue analysis,

providing a fast tool for transient characteristics screening before performing more detailed
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EMT simulations.

In this chapter, an LTI impedance representation or cable/line sections is provided. The

proposed impedance representation is able to accurately model the cable/lines’ frequency-

dependent electrical parameters up to the 100 kHz range, which was one of the main require-

ments to develop a new fault location methodology based on system’s intermediate frequency

transient response as described in Chapter 2. In the next chapter, the details of such fault

location methodology are described by considering the proposed LTI impedance representation

for cable/line sections.
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Fault Location Methodology

66
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The proposed fault location methodology using the fault’s transient intermediate frequency

response can be divided in two parts, as shown in Figure 4.1. First, an offline characterization

methodology is used to obtain the polynomial approximations of the intermediate frequen-

cies’ dependency on different fault location scenarios. This offline characterization stage is

simulation-based, and it takes as inputs the known topology and electrical parameters of the

system components. The outputs of this stage are the polynomial coefficients defining the in-

termediate frequencies’ fault location dependence, which can be stored on a database for later

use in the real-time fault location process.

The real-time fault location process is performed in a second stage. This online fault location

process uses the polynomial approximations previously computed in the first offline stage. Here,

the aim is to solve the polynomial equations to obtain the estimated fault location, by using

as inputs the measured intermediate frequencies of the network’s transient response. These

frequencies can be obtained by using signal processing techniques such as the Fast Fourier

Transform (FFT) on the sampled voltage or current signals measured at the time of the fault

occurrence. The objective of the proposed fault location methodology is to tackle most of the

modelling complexity in the offline stage, while maintaining the online process fast, simple and

applicable to realistic networks. The offline and online stages are described in the next sections.

4.1 Offline characterization

The offline characterization stage needs to first identify the intermediate frequencies present in

the transient response of the network for different fault location scenarios. More specifically, the

transient frequency response of the network needs to be computed for different fault locations

within each cable/line section in the system. The intermediate frequencies are thus identified in

an iterative process over the cable/line sections of the grid. For each jth cable/line section, differ-

ent fault locations are simulated at different percentages
{
k1j, . . . , kij, . . . , kNjj

}
of the total sec-

tion length. For faults occurring in the jth section, there will be a set Fj =
{
ω1j(k), . . . , ωNjj(k)

}
of intermediate frequencies that define the transient frequency response of the system.
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1) Offline characterization

2) Online fault location
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Figure 4.1: Proposed fault-location methodology

In the simplest case shown in Figure 2.4, each cable/line being represented by a lumped Π-

section has a unique intermediate frequency defining its transient response. It is, however, well-

known that a line/cable’s frequency behaviour is defined by transcendental functions having an

infinite number of poles [77,78]. Using the LTI admittance model presented in Chapter 3, each

jth cable/line section is represented by a sum of rational function of Ñj poles. Thus, each jth

cable/line section’s transient response is defined by Nj ≤ Ñj intermediate frequencies, where

Nj is the number of pairs of complex poles.

When modelling a realistic network with Ns cable/line sections by using the proposed LTI

admittance model, a total of N =
∑Ns

j Nj intermediate frequencies can be computed. These

intermediate frequencies correspond to the imaginary parts of the eigenvalues {λ1(k), . . . .λN(k)}
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computed from the system’s state-space matrix Agrid,f (k) under faulted condition, defined ac-

cording to equation (3.34) for a fault location k. From the set Fj of all intermediate frequencies,

only a subset will be observable in each measured frequency response of voltage and current sig-

nals in the grid. Indeed, the presence of each intermediate frequency in the measured frequency

responses Vn(s = jω) and In(s = jω) of voltage and current signals across the grid is defined

by equation (4.1), where the system transitions from a non-faulted condition defined by the

state-space matrices {Agrid,pf (k),Bgrid,pf (k),Cgrid,pf (k),Dgrid,pf (k)}, to the faulted condition

defined by the state-space matrices {Agrid,f (k),Bgrid,f (k),Cgrid,f (k),Dgrid,f (k)}. In equation

(4.1), Xpf,tf corresponds to the initial condition of the state-variables of the system at the

time of the fault occurrence t = tf in the non-fault condition, Cgrid,f (n) corresponds to the

nth row of Cgrid,f and Agrid,f (k) = TfΛgrid,f (k)T−1
f is the eigenvalue decomposition of matrix

Agrid,f (k). From equation (4.1), it is possible to see that there is a steady-state term Vn,ss(s)

which corresponds to the forced response of the system to the input voltages at the fundamental

frequency ω0, and a transient term Vn,tr(s). It is in this transient term where the contribution

of the different intermediate frequencies can be measured. It is thus clear that the contribution

of each intermediate frequency to the transient frequency response of each voltage signal will

depend on the initial conditions Xpf,tf and the output matrix Cgrid,f (n).

Vn(s) = Cgrid,f (n)Tf (sI−Λgrid,f (k))−1T−1
f Xpf,tf

+
(
Cgrid,nTf (sI−Λgrid,f (k))−1T−1

f Bgrid,f + Dgrid,f

)
Vin,tf (s) (4.1)

⇔ Vn(s) = Vn,tr(s) + Vn,ss(s)

From the previous analysis, a frequency identification procedure needs to be established in order

to determine the intermediate frequencies of interest present in the nth transient frequency re-

sponse signal Vn(jω)/In(jω). It is important to note that this frequency identification procedure

will be used both in the offline characterization stage and in the online fault location process

as shown in Figure 4.1. To ensure the accuracy and consistency of the proposed methodology,

the intermediate frequencies identified in the offline stage need to match the ones measured

during the real time fault location process. It is thus necessary to implement the same fre-
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quency identification procedure in both stages, which should be an accurate yet simple and fast

computational process in favour of the real time fault location method’s efficiency.

The most accurate procedure would be to apply the vector fitting algorithm to the measured

transient frequency response signals V̂n(jω), which would allow to identify their poles and

thus the intermediate frequencies defining the transient response of the system. This process,

however, is not simple to implement systematically for all possible measured frequency responses

signals, since the vector fitting process usually requires fine tuning of its input parameters to

achieve an accurate system identification. Examples of such parameters are the weights used

to assign relative importance to each frequency point of the input frequency response data, the

total number of poles to perform the fitting and the presence of constant terms. An alternative

considered in the proposed methodology, is to identify the frequencies associated with the peak

values of each frequency response magnitude data |Vn(jω)|. Indeed, it is expected that for

a given frequency response Vn(jω), the intermediate frequencies originated from the transient

response of the cable/line sections connected to that respective measuring point will not only be

directly observable, but they should also have the largest contribution to its transient frequency

response, which reflects as peak values in its magnitude at those respective frequencies.

The main advantage of the aforementioned frequency identification procedure is its simplicity

to implement systematically for all measured frequency response data. In the case of the

offline characterization stage, the theoretical frequency response Vn(jω̃) can be computed using

equation (4.1), by evaluating it at s = jω̃i where WFFT = {ω̃1, . . . , ω̃NFFT
} is the the set

of available frequencies to compute the FFT of the measured signals, defined by the sampling

frequency and resolution of the measuring devices in the grid. In order to compute the expected

frequency response data Vn(jω̃) theoretically, it is also necessary to consider an initial condition

Xpf,tf . In the case of a radial distribution network with an input voltage Vin(t) = V0 · sin(ω0t)

at the distribution substation, the initial conditions for a fault occurring at time t = tf can

be computed using equation (4.2). For more complex meshed networks with multiple voltage

source inputs it is possible to compute the initial conditions of the inductor currents and

capacitor voltages by solving the steady-state load flow condition of the network in the pre-

faulted state, using standard iterative method such as the Newton-Raphson algorithm. For the
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rest of this thesis a radial network is considered and thus the initial conditions are computed

using equation (4.2). It is also worth noting that the dependence of the frequency response

on the fault time tf is not significant, in the sense that it won’t change its frequency content

since matrix Asys,f (k) will remain unaffected. Instead, the fault time will define the overall

magnitude of the voltages and currents in the network at the time of the fault occurrence.

Xpf,tf = V0Tpf (sin(ω0tf )Λgrid,pf (k) + ω0 · cos(ω0tf )I)
(
Λ2
grid,pf (k) + ω2

0I
)−1

T−1
pf Bgrid,pf (4.2)

It is worth noting that, when performing the frequency identification on the estimated frequency

response, only the peak values below a critical frequencies fc should be considered to ensure

good accuracy in accordance with the rational approximations of the line/cables impedance

behaviour. More specifically, the impedance/admittance representations defined in Chapter 3

considered to establish the state-space, are accurate up to a critical frequency fc as shown Figure

4.2. Since the modal travelling delay τi is approximated by a Padé approximant, the rational

approximations of the impedance transfer functions are accurate up to the critical frequency

fc. In this case, the critical frequency is identified based on a predetermined error threshold σe

between the theoretical values and the fitted ones as shown in Figure 4.2. An example of the

upper bound fc is shown with a solid black line in Figure 4.3. It is also important to consider

the dominant frequencies above the fundamental frequency f0 and some of its harmonics, since

those frequencies don’t correspond to the transient response of the cable system but rather

with its forced response.

The set of theoretical intermediate frequencies Mij = {(k1, wij(k1)), . . . , (kNd
, wij(kNd

))} can

then be constructed by iteratively extracting the frequency response’s peak values for each fault

scenario kn. The number of theoretical values is defined by the section’s length partitioning

according to ∆k. Thus, ∆k must be selected to have enough data points to achieve the desired

polynomial regression accuracy while keeping a reasonable computation time of the offline

methodology. More data points allow to perform higher order polynomial regressions with

better accuracy at the cost of more computation time. In the authors’ experience, good results

can be achieved by considering 15 data points.
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m (s) approximations examples in the modal do-
main. The solid grey line represents the theoretical values, the dashed black line the fitted
approximation and the solid vertical black line is the critical frequency.
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Figure 4.3: Dominant intermediate frequencies estimated from voltage’s frequency response.



4.1. Offline characterization 73

0.8
0.6
0.4
0.2

103
104

100

1110044
00011 33333333

22222000
.0.000 444
.6660.6000
888800...

0101 000

01111 4001
0011 3110331 3033333

0 20 200 22220
4.0.0 440
6..0000.0 6666
.0 88.8880

1001001 001 0

Offline characterization 73

0.8
0.6
0.4
0.2

103
104

100

Figure 4.4: Dominant intermediate frequencies tracking over different fault location scenarios
on the same cable/line section. Black crosses correspond to consistent peaks across all fault
locations. Red stars correspond to inconsistent peak values, not present in all fault locations.

One last point to consider in this process is that not all intermediate frequencies correspond to

peak values of the voltages’ frequency responses across all fault scenarios kn. This is represented

in the example shown in Figure 4.4, where the black crosses correspond to intermediate fre-

quencies that consistently represent peak values of the voltage’s frequency response for all fault

location scenarios kn. The red stars on the other hand correspond to intermediate frequencies

that represent peak values in some fault location cases, but not in all of them. These interme-

diate frequencies must thus be identified and filtered out after computing the peak values for

all fault scenarios kn within the jth cable/line section.

Finally, once the set Mij is computed, each intermediate frequency fault location dependency

ωij(k) can be fitted using a polynomial regression ω̂ij(k). Each polynomial fitting can be stored

as the set of its coefficients Cij =
{
aij1, . . . , aijNij

}
, where Nij is the order of each polynomial

regression. These coefficients are the main outcome of the offline characterization methodology

in order to solve the fault location problem, as it is explained in the next section. The coefficients

can be further grouped for the jth section as Cj = {C1j, . . . , CNj}.

This offline methodology must be performed for each topology and pre-fault condition of inter-

est. This in turn means that the offline methodology should be updated each time a topological
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change is performed, i.e. new lines, loads or generators are connected to the grid. The model is

also accurate for a specific pre-fault condition. Different load values will impact on the damping

of the transient response of the system, thus modifying the shape of the frequency spectrum

being measured and the location of the identified peaks in the FFT magnitude. An option to

address this issue would be to consider and compute different fault location characterization

polynomials for different loading conditions of the system, which is usually known data by DSO

as a function of the time of the day and season. Despite of this, the proposed offline methodology

has two advantages in comparison with other simulation-based approaches. Firstly, the offline

characterization can be performed for each cable/line section independently, which means it

could be performed in parallel, greatly reducing computational time and improving its scalabilty

for larger systems. Secondly, simulation-based methods that match time-domain simulations

with field measurements must consider different fault inception angle conditions. The proposed

offline methodology relies only in the intermediate frequency of oscillations during the tran-

sient response of the system and thus doesn’t need to consider different fault inception angle

conditions. Further research can be done to optimize the proposed offline methodology, for

example by applying model order reduction techniques when defining the LTI representation

of the system, making it more tractable without compromising its accuracy.

4.2 Online fault location

The offline characterization methodology is designed to tackle most of the modelling and anal-

ysis complexity to solve the fault location problem. This in turn allows the online fault location

method to remain simple in its implementation and applicability.

The first step to perform the real-time fault location is to obtain the time-domain waveforms

of the transient voltages Ṽn(t) generated immediately after the occurrence of a fault in the

system. Using traditional FFT techniques, together with the necessary windowing and filtering

processes to discard high-frequency noise and to avoid spectral leakage, the measured frequency

response Ṽn(jω) for each measured voltage waveform is computed.
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In a second step, the measured dominant intermediate frequencies ω̃i for each transient mea-

surement are identified using the same peak-value identification process used in the offline

characterization methodology. The peak identification procedure is performed in the magni-

tude of the measured frequency response
∣∣∣Ṽn(jω)

∣∣∣, where the numerical derivative ∆k

∣∣∣Ṽn(jω)
∣∣∣

is computed between two consecutive measurements k and k+ 1. A peak or valley value can be

identified by checking when the numerical derivative is close to zero according to a user defined

threshold εp, i.e. when
∣∣∣∆k

∣∣∣Ṽn(jω)
∣∣∣∣∣∣ < εp. Peak values are then identified by comparing them

with their neighbouring measurement points k − 1 and k + 1, and then taking the ones that

are greater than both. As mentioned in the previous section, it is worth mentioning that each

intermediate frequency ω̃i won’t be observable in all measured voltage waveforms Ṽn(t). The

dominant intermediate frequencies in each voltage waveform Ṽn(t) depend, however, on their

respective participations to each voltage’s transient response. In order to have full observability

of all dominant intermediate frequencies ω̃i, an optimization problem can be defined to estab-

lish the optimal allocation of the measuring devices in the grid across a set of credible and/or

critical fault location scenarios. This problem however is not tackled in this work and remains

open for future research. In what follows of the online methodology, it is assumed that enough

measurement devices are available to identify the dominant intermediate frequencies.

Once the dominant intermediate frequencies ω̃i have been identified, they can be used to solve

the fault location problem. This is done by identifying the faulted section and the fault location

k̂ within said section. This can be done by solving the system of polynomial equations Cj

obtained while considering a fault occurring in each jth section as defined in equation (4.3). In

this case, if the jth section has Nj set of polynomial equations ω̂i(k), and there are Nf measured

dominant intermediate frequencies ω̃i, then there is a total of Nj×Nf equations to solve. When

the polynomial regressions being solved are the ones that were obtained for a fault scenario

that simulated the actual faulted section, then there will be a cluster Ω =
{
k̃1, . . . , k̃Nf

}
of

fault location estimates around the value of the real fault location k̂. Such a cluster will not

exist when considering the polynomial regressions obtained for fault scenarios simulated in other

cable/line sections. While this might not be obvious from equation (4.3), an example is provided

in Figure 4.5. In the example, a set of four measured dominant intermediate frequencies ω̃i
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are considered. When solving the polynomial regressions obtained when simulating the actual

faulted section there is a cluster of solutions around the real fault location value. This is not

the case when considering the polynomial equations associated with a different faulted section

scenario, where multiple estimates of the location do not provide a clear cluster.
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Figure 4.5: Example of polynomial solutions for set of measured frequencies ω̃i: a) Equations
obtained for scenario of faulted section, b) Equations obtained for scenario of non-faulted
section.

ω̂1(k) = a11 + . . .+ a1N1k
N1−1 = ω̃1

...

ω̂1(k) = a11 + . . .+ a1N1k
N1−1 = ω̃Nf

...

ω̂Nj
(k) = aNj1 + . . .+ aNjMkM−1 = ω̃1

...

ω̂Nj
(k) = aNj1 + . . .+ aNjMkM−1 = ω̃Nf

(4.3)

The online fault location can thus be performed by solving the set of polynomial regressions

of each cable/line section using the measured intermediate frequencies until a cluster of so-

lutions is found. The cluster of solutions should be defined by finding at least one solution

per polynomial regression, and having all the solutions within a maximum distance deviation
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threshold ∆kj predefined beforehand. In the next section, numerical results are provided when

the methodology is tested using EMT cable models in PSCAD.

4.3 Study case and numerical results

To test the proposed fault location methodology, a 11 kV three-phase cable test system was

built in PSCAD, as shown in Figure 4.6. The cable model used for the time-domain simu-

lations is the Frequency Dependent (Phase) Model, which implements the ULM scheme. The

cable’s characteristics are summarized in Table 4.1, and the system parameters are presented

in Table 4.2. Two transformers are modelled using their T-models, i.e. a shunt branch to

represent their magnetizing properties and two series branches two account for the leakage

reactances and resistances. Loads are represented using realistic dynamic ERLM models as

defined in [79]. More specifically, each load’s dynamic behaviour is defined in PSCAD by

equations (4.4) and (4.5), where all loads have the same paramaters αs = 0.38, αt = 2.26,

Tpr = 2.26 s, βs = 2.68, βt = 5.22 and Tqr = 70 s according to [79].

Ṗr + TprPr = Ps − Pt

P = Pr + Ptr

Ps(V ) = P0

(
V
V 0

)αs

Pt(V ) = P0

(
V
V 0

)αt

(4.4)

Q̇r + TqrQr = Qs −Qt

Q = Qr +Qtr

Qs(V ) = Q0

(
V
V 0

)βs
Qt(V ) = Q0

(
V
V 0

)βt
(4.5)

From equations (4.4) and (4.5), it is possible to obtain the time-domain behaviour of loads

immediately after the occurrence of a fault at time tf as defined by equations (4.6) [79], where
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a voltage drop occurs from from the steady-state value Vs to the fault value Vf .

P (t) = Ps(Vf ) + [∆P (Vs)−∆P (Vf )] e
−(t−tf )

Tpr

Q(t) = Qs(Vf ) + [∆Q(Vs)−∆Q(Vf )] e
−(t−tf )

Tqr

∆P (V ) = Ps(V )− Pt(V )

∆Q(V ) = Qs(V )−Qt(V )

(4.6)

To represent the load behaviour in the LTI representation of the grid in the offline characteri-

zation, two key aspects need to be considered:

• The time response of the loads is much slower than the transient response of the cable/line

system. The transient behaviour of the intermediate frequencies occurs within the µs

range, while the load dynamics is in the s range which means that e
−(t−tf )

Tpr ≈ 1.

• The voltage drop from Vs to Vf is not instantaneous. While this is the case in RMS

simulation, in the EMT case the rate of change of voltages across the grid is limited by the

grid’s dynamics, i.e. it’s inductances and capacitances. More importantly, immediately

after the fault occurrence and during the first µs when the intermediate frequencies’

transient behaviour is dominating, it can be considered that Vf ≈ Vs ⇒ ∆P (Vs) ≈

∆P (Vf ).

With the previous two considerations, for the purposes of the offline characterization the loads

can be considered as static and defined by equations (4.7), where the steady-state voltages Vs

can be computed from the load-flow solutions for the grid on a given operating condition. In

general, these values will be constrained to a narrow operational band around 1.0 pu as defined

by each country’s grid code.

P (t) = Ps(Vs)⇒ R = V 2
s

Ps(Vs)

Q(t) = Qs(Vs)⇒ X = V 2
s

Qs(Vs)

(4.7)

The time-domain simulations are performed in PSCAD considering a the time-step of ε = 2 µs
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Figure 4.6: PSCAD cable test system.

and a sampling frequency of 30 kHz. The offline characterization of a single cable section takes

approximately 23 min in a Intel Core i7-10750 CPU of 2.6 GHz, with a total RAM usage of 2.4

GB. While this time and memory consumption can be improved with code optimization, from a

theoretical perspective the computational burden comes from the matrices’ size of the LTI state-

space representation of the system. To improve the scalability of the proposed methodology

to bigger systems, future work needs to be done to reduce the order of the LTI models while

preserving its accuracy for the purposes of the offline characterization.

To test the proposed fault location methodology, three fault scenarios are considered:

1. Scenario 1: three-phase fault with Rf = 0.2 Ω at 30% of cable 2-3

2. Scenario 2: three-phase fault with Rf = 2 Ω at 80% of cable 1-2

3. Scenario 3: three-phase fault with Rf = 20 Ω at 50% of cable 5-6

For each fault scenario, 40 ms of the transient voltage waveforms are recorded with a sampling

frequency of 30 kHz and then processed in Matlab. A blackman windowing is applied to the

sampled signals and the FFT is computed. Since the modelling of the cable system is done

in the modal domain using the state-space representation described in Chapter 3, the voltage

waveforms are transformed to the modal domain using the Clarke transform to be consistent
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Table 4.1: Test case cable Data
Parameters Value

Configuration Three cables flat

Cable separation 0.5 m

Cable depth 1 m

Rated line to line voltage 11 kV

Conductor outer radius 0.0047 m

Conductor material: copper ρcu = 172.4 µΩ·m
1st insulating layer thickness 0.0034 m

1st insulating layer material: XLPE ε1 = 2.5

Sheath thickness 0.0019 m

Sheath material: copper ρcu = 172.4 µΩ·m
2nd insulating layer thickness 0.0018 m

2nd insulating layer material: PVC ε2 = 8

Table 4.2: Test cases data
Parameters Value

Header equivalent resistance Rtf = 1 Ω

Header equivalent inductance Ltf = 0.1 H

Cable 1-2 length 5.0 km

Cable 2-3 length 6.0 km

Cable 2-4 length 2.0 km

Cable 5-6 length 3.0 km

Cable 6-7 length 2.0 km

Cable 1-8 length 20.0 km

Cable 1-9 length 2.0 km

Cable 10-11 length 5.0 km

Transformer 4-5 rated power 0.2 MVA

Transformer 4-5 leakage reactances X1 = X2 = 0.1 pu

Transformer 4-5 leakage resistances R1 = R2 = 0.05 pu

Transformer 4-5 magnetizing reactance Xm = 500 pu

Transformer 4-5 magnetizing resistance Rm = 500 pu

Transformer 9-10 rated power 0.1 MVA

Transformer 9-10 leakage reactances X1 = X2 = 0.1 pu

Transformer 9-10 leakage resistances R1 = R2 = 0.05 pu

Transformer 9-10 magnetizing reactance Xm = 500 pu

Transformer 9-10 magnetizing resistance Rm = 500 pu
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Table 4.3: Load Data
Load P0 MW Q0 MVAr Vspu

S2 0.05 0.1 0.97

S3 0.03 0.15 0.97

S4 0.05 0.015 0.97

S5 0.15 0.07 0.945

S6 0.015 0.015 0.945

S7 0.015 0.015 0.945

S8 0.15 0.07 0.972

S9 0.01 0.02 0.975

S10 0.07 0.03 0.974

S11 0.03 0.015 0.973

in the analysis. The dominant intermediate frequencies are tracked by identifying the peak

values of the frequency responses’ magnitude, in a range of frequencies below the critical fitting

frequencies fc computed in the offline characterization of the cable system. An example of the

process’ outcome is shown in Figure 4.7 for voltage measurements performed in busbars 2, 3

and 4 during fault scenario 1.

The results of the fault location estimations are shown from Figures 4.8 to 4.10 respectively.

In all cases the faulted section is identified with either the existence of a single solution or a

cluster of solutions around the real fault location value. In addition, the average of the fault

location estimates k̃i is shown with a solid black line.

As it is possible to see from Figures 4.8 to 4.10, the final fault location estimation using the

average of the found solutions is very close to the actual values. More specifically, in the fault

scenario 1 where the fault occurs at 30% of cable 23, the estimated fault location is 30.24%,

which translates in a final error of 0.8% or 48 m. In fault scenario 2, the final estimation is

79.86%, which translates in a final error of 0.18% or 8.75 m. Finally, for the fault scenario 3,

the final estimation is 50.44%, which translates in a final error of 0.88% or 26.4 m. In fault

scenario 2, three outsider solutions are also identified, marked by circles in Figure 4.9, and

discarded since they don’t belong to any cluster of solutions.

To test the validity of the proposed methodology in longer cable/line sections, two additional
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fault scenarios are performed in cable 1-8 with a length of 20 km:

• Scenario 4: three-phase fault with Rf = 0.2 Ω at 25% of cable 1-8

• Scenario 5: three-phase fault with Rf = 0.2 Ω at 50% of cable 1-8

The fault location results for fault scenarios 4 and 5 are shown in Figures 4.12 and 4.13 respec-

tively, where the fault estimation is performed considering the polynomial equations of bus 1.

When performing the proposed methodology to faults occurring in cable 1-8, the methodology

can provide accurate results. More specifically, by using the frequencies measured at bus 1, the

methodology is able to correctly identify the first fault at 24.17% of the cable with a precision

of 3.3% or 166 m. The second fault is estimated to occur at 48.77%, equivalent to a 2.46%

error or 246 m.

Finally, a single phase to ground fault with a fault inception angle of zero is simulated in cable

23. The frequency spectrum of the phase voltages at Bus 3 are shown in Figure 4.11, for

different fault locations. For the proposed offline methodology to emulate unbalanced faults

and apply the fault location methodology, the current LTI impedance modelling defined in

equations (3.20) and (3.19) needs to be extended from the modal to the phase domain. That

being said, from Figure 4.11 it is possible to see that there are intermediate frequencies that

depend on the fault location present in the faulted phase C, more specifically the one with

values 3,875, 5,737 and 8,880 Hz. This intermediate frequency could be used to solve the fault

location using the proposed fault location methodology considering the extended phase domain

impedance modelling of cable/lines, which remains an open research challenge for future works.

This again reinforces the need for further research on the impedance modelling of cables/lines

to complement EMTP time-domain simulations with frequency-domain analysis.

The results obtained for a realistic distribution test system using the proposed fault location

methodology are promising. In order to have a definitive fault location methodology, two key

aspects remain unsolved:

• To extend the modal LTI impedance/admittance representation of cable/line sections

from the modal to the phase domain.
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Figure 4.7: Frequency spectrum of voltages’ transient response during fault scenario 1.
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Figure 4.8: Fault location solution for fault scenario 1 using Bus 3 polynomial regressions.

Figure 4.9: Fault location solution for fault scenario 2 using Bus 2 polynomial regressions.

Figure 4.10: Fault location solution for fault scenario 3 using Bus 6 polynomial regressions.



86 Chapter 4. Fault Location Methodology

Figure 4.11: Frequency spectrum of voltages’ transient response for a fault inception angle of
zero in cable 23. The solid line if for a fault at 30%, the dashed line for 50% and the dotted
line for 70%.

0 0.2 0.4 0.6 0.8 1
0

1000

2000

3000

4000

5000

Figure 4.12: Fault location solution for fault scenario 4 using Bus 1 polynomial regressions.
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Figure 4.13: Fault location solution for fault scenario 5 using Bus 1 polynomial regressions.
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• To incorporate the behaviour of converter-based devices to the network, since they can

have a dynamic response in the same frequency range of interest as the proposed fault

location methodology. This becomes more important as converter-based devices can

remain connected to the grid during fault events according to FRT requirements from

TSOs and DSOs.

The next chapter aims to tackle the modelling of converter-based devices such that they can

be incorporated to the proposed fault location methodology. To achieve this, the dynamics of

converter-based devices need to be represented using an LTI approach so that they can be added

to the modelling process of the network in the offline characterization stage. The most common

alternative being currently developed in the literature is to define an impedance representation

of converter-based devices, which in turn could be incorporated in the LTI model of the network

for the offline characterization stage. A new approach to the black-box impedance modelling

of converter-based devices is developed and presented in the next chapter.
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As mentioned in the previous chapter, an LTI model of converter-based devices is necessary

if the proposed fault location methodology is to be used in modern power system, with high

penetration of renewable generation and FACT devices. Indeed, converter-based devices can

have a dynamic response in the same frequency range as the one used by the proposed fault

location methodology. It is thus important to identify such frequencies and discard them from

the ones originated by the transient response of cable/line sections in the system, so that they

do not interfere with the fault location process. An LTI representation of converter-based

devices would thus allow to incorporate their behaviour in the offline characterization process if

the proposed fault location methodology, and account for their response during in the transient

signals generated immediately after the occurrence of a fault event.

In what follows, an impedance/admittance model of black-box converters is proposed based on

a similar approach to the one presented in Chapter 3 for the modelling of cable/line sections

using rational approximations and the vector fitting algorithm. This admittance representation

will be used for understanding the behaviour and interactions between the grid and converter-

based devices. Since protection schemes, Fault Ride Trough capability and reactive power

support are all defined by converters’ control schemes, they will impact the transient behaviour

of the system and thus need to be accounted for in the proposed fault location methodology.

In other words, control, protection and stability become inseparables when high penetration of

converter-based devices are present in the network.

5.1 Introduction

In the last decade, converter-based devices have continually increased their participation in

power systems, both in the form of converter interfaced generation (CIGs) and FACT de-

vices [80]. By simultaneously displacing conventional generation and incorporating more so-

phisticated control schemes however, converter-based devices can pose new risks to the stable

operation of power systems. More specifically, it has been noted that these technologies can

lead to system oscillations followed by unstable operation in a wide range of frequencies, from
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slow subsynchronous phenomena to fast control interactions of a few kHz [81, 82]. In order to

investigate and analyse this unstable behaviour, impedance-based modelling of converter-based

devices has gained increased attention in recent years [83–91].

From the design perspective, impedance-based modelling together with the generalized Nyquist

criterion provide a fast method to test new control strategies and different operating conditions.

It also helps to gain insight of the impact that different control loops have in the converter’s

dynamic response and stability. In [83], the authors use impedance modelling to assess the

impact of the PLL, inner current control and outer power control loops in a VSC converter. A

similar analysis is performed in [84], where the impact of the PLL and inner current control

loops on the stability of a VSC is assessed. In addition, the authors demonstrate the frequency

coupling effect in the dq domain introduced by the PLL scheme. Impedance-based modelling

has also been used to assess the risk of control interaction and unstable operation for several

converters connected to small tests grids [85–87].

In general, the impedance-based behaviour of a converter-based device can be obtained in two

ways. From a theoretical perspective, the control and electrical equations defining the dynamics

of the converter can be linearized around its operating condition. To do this, it is necessary to

have full knowledge of both the control and hardware structure of the converter, together with

its parameters and operating conditions [83–88]. From an experimental perspective, several

techniques have been proposed to measure the impedance behaviour of power converters: using

frequency sweep methodologies [89, 90, 92], estimate it from its transient response [93] and

using MIMO parametric identification procedure [94] among others. In these cases, it is not

necessary to have full knowledge of the converter structure and control schemes. Impedance

measurements are thus a valuable tool to model the dynamic behaviour of so called ”Black-box”

models, where the inner structure and control schemes are unknown and inaccessible.

While impedance-based models have proven useful to design and test the dynamic behaviour

of converters in small test systems, it remains impractical for the stability assessment of larger

power networks. This is because using the generalized Nyquist criterion or several Bode plots in

larger systems to visually assess stability becomes impractical. In addition, such methods don’t
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provide insight or the root cause of possible unstable operating conditions to power engineers

and transmission system operators (TSOs), so that corrective actions can be taken. State-space

models on the other hand are widely used in stability assessment studies, since they provide

useful information on the cause of possible unstable operation via participation factors and

eigenvalue analysis [89,91]. The main problem of this approach is that a full knowledge of the

system’s dynamic equations is necessary, and so it remains impractical when left with black-box

model of power converters [89,91] for business confidential reason.

Some works have tried to fill the gap between impedance-based models and state-space ap-

proaches using system identification techniques. Recent works on this topic use harmonic

state-space methods to model of power electronic devices [95, 96]. Other works have focused

on translating directly the impedance measurements to state-space models using model iden-

tification procedure such as the vector fitting algorithm [89, 90, 97]. In [90], the authors apply

the vector fitting technique to the frequency response data of a VSC average model including

a PLL, an inner current control loop and a constant DC voltage. The authors show that this

approach can be use to correctly identify the eigenvalues that define the dynamic behaviour of

the VSC model. In [97], the authors propose a non-parametric impedance identification proce-

dure to assess stability and provide corrective control actions for an offshore windfarm/HVDC

connection to an AC grid. While in both cases the potential of system identification tech-

niques together with impedance modelling are showcased, an extension for stability assessment

of larger grids including more complex converter models is necessary. Additionally, it has been

proved that the vector fitting algorithm converges if the order of the model is chosen equal to or

higher than the order of the underlying system [98], which for black-box models it is unknown.

The work developed in this Chapter aims to fill the gap between impedance-based modelling

and state-space stability assessment procedures for power systems. The specific contributions

of this work are:

1. Provide a complete methodology to establish a state-space model for black-box converter-

based models, on the basis of vector fitting techniques and frequency response data.

2. Specify how to use the vector fitting algorithm with impedance/admittance data for
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obtaining accurate state-space models for black-box converter in the dq domain.

3. Provide a methodology to incorporate such models in an LTI state-space model represen-

tation in the dq domain to perform stability assessment studies.

4. Validate the proposed methodology considering both average and detailed switching mod-

els of converter-based devices.

5. Test the proposed methodology in the well established 39 bus New England system,

considering realistic converter-based device models.

5.2 Impedance measurement and modelling

In this section, the impedance measurement and LTI representation of black-box converter-

based models is presented. Firstly, the frequency response measurement of a single converter

device is presented. This is done by using a frequency sweep approach as presented in [89,90],

which is summarized in Section 5.2.1. Secondly, a methodology to translate the frequency

response data into a state-space representation for stability assessment studies is presented.

5.2.1 Frequency response measurement

To measure the frequency response of a black-box converter device using a frequency sweep

approach, two conditions must be fulfilled. First, the converter-based device must be operating

in steady-state behaviour. This is accomplished by connecting the converter device to an

equivalent grid as shown in Figure 5.1, which provides the operating conditions of the converter

at the point of common coupling (PCC) as in the original AC grid. The operating conditions

are defined by the grid strength at the PCC, which in this case is captured by the Thévenin

equivalent impedance Zth of the grid seen at the PCC, together with voltage magnitude V0

and phase angle δ0 provided by the infinite bus at the fundamental frequency f0. The second

condition is to provide a small-perturbation signal Vi of varying frequency fi to measure the

frequency response of the converter. In general, this can be accomplished either by connecting
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Zth

Vin

V0∠δ0
Vi(fi)

Ii∠φi

Figure 5.1: Frequency sweep measurement for converter-based devices.

a shunt current source or a series voltage source at the interface between the converter and the

equivalent grid [90]. Since in general the grid’s strength is much larger than the converter’s

rated power, most of the injected current will flow through the grid’s impedance Zth rather than

through the converter. For this reason, in this work a series voltage injection Vi is considered

for improved measurement accuracy.

Once the previous two conditions have been met, a frequency sweep measurement of the con-

verter’s impedance response can be performed. In the case of a single tone frequency sweep, this

is achieved by varying the injected voltage signal’s frequency fi and measuring the converter’s

current’s magnitude Ii and phase angle ψi at that corresponding frequency fi. The impedance

response of the converter at that specific frequency fi can then be calculated according to equa-

tion (5.1) [90]. It is worth noting that equation (5.1) is defined in the dq domain. While the

frequency sweep approach could be performed in any reference frame, the dq one is chosen in

this work since it is easier to accurately track the small signals magnitudes Vi and Ii with their

respective phase angles using FFT techniques, without the fundamental frequency signal inter-

fering in the measurement since it becomes a DC value. To perform the dq transform without

using a PLL in the measurement device, which would add undesired dynamics, the fundamental

frequency phase angle δ0 at the PCC can be computed beforehand using load-flow calculations.

It is also important to note that, since there are 4 independent unknown variables Zi,dd, Zi,dq,

Zi,qd and Zi,qq, it is necessary to perform two measurements tests as explained in [90]. These

measurements tests must be performed with linearly independent injected signals Vi1 and Vi2.

Without loss of generality, it is possible to use pure D and a pure Q axis injections for each

test respectively as defined in equations (5.2) and (5.3).
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Zi,dd Zi,dq

Zi,qd Zi,qq

 =

Vi1,d Vi2,d

Vi1,q Vi2,q


Ii1,d Ii2,d

Ii1,q Ii2,q


−1

(5.1)

Vi1 =


Vi1 · cos (ωit)

Vi1 · cos
(
ωit− 2π

3

)
Vi1 · cos

(
ωit+ 2π

3

)
 (5.2)

Vi2 =


Vi2 · sin (ωit)

Vi2 · sin
(
ωit− 2π

3

)
Vi2 · sin

(
ωit+ 2π

3

)
 (5.3)

5.2.2 Impedance/admittance LTI modelling

As discussed in [90], once the impedance measurements have been performed for a converter-

based device, an LTI approximation of the apparent impedance of the system formed by the

converter-based device and the grid’s equivalent Thévenin impedance can be obtained applying

the vector fitting algorithm [60–62] to assess possible instabilities. While this approach is useful

for design purposes in a single converter, it remains impractical to assess instabilities in a larger

grid with several converter-based devices. For power system’s stability assessment, it is instead

necessary to have a LTI representation of the converter-based device on its own. With such LTI

representation in the dq domain, the converter dynamics could be incorporated in the state-

space representation of the rest of the grid to perform standard eigenvalue and participation

factor analysis. While this is possible, additional considerations must be taken care of when

performing the vector fitting of the converter dynamics.

The vector fitting algorithm allows to obtain an LTI approximation Ĥ(s) for the set of fre-

quency response measurements F =
{
H(f1), . . . , H(fNf

)
}

. The approximation Ĥ(s) is a sum

of rational functions as defined in equation (5.4), where ai and bi correspond to real residues

and poles, while ri and pi are imaginary residues and poles respectively and D is a real constant.
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The outputs of the vector fitting algorithm are the residues and poles ai, ri, bi and pi together

with D and the root mean square error εrms in relation to the input measurement set F . The

inputs to the vector fitting algorithm are [90]:

1. The set of frequency response measurements F .

2. The desired order of the approximation defined as N .

The previous input arguments should be selected such that the RMS error εrms is minimized

given a reasonable order of approximation N . In the next sections, a detailed overview is given

on how these inputs should be selected.

Ĥ(s) = D +
M∑
i=1

(
ai

s− bi

)
+

N∑
i=M+1

(
ri

s− pi
+

r̄i
s− p̄i

)
(5.4)

Input frequency response measurements

In most of the literature the impedance behaviour of converter-based devices is selected to

perform stability analysis. The general approach is to linearize the known control functions in

the Laplace domain as to obtain the impedance equivalent of the converter dynamics. This

however is limited not only by the fact that most times the inner control structure is unknown,

but also because it is not always possible to properly linearize all control schemes. Examples

of such cases are limiters imposed in different state variables, delays in the system or when

more recent and sophisticated control approaches are used, such as sorting algorithms for

the capacitor balancing control or model predictive control schemes. Indeed, the impedance

beavhiour of converter-based device might not be the best choice to perform the LTI modelling

of the converter dynamics. In a more general sense this can be understood if we assume that the

control functions can be approximated by sums of rational functions Ĥ(s) in the Laplace domain

Ĥ(s). These functions could then be measured using standard frequency sweep techniques, and

then mathematically defined using the vector fitting algorithm into its rational polynomial form

P (s)/Q(s), where P (s) and Q(s) are polynomial functions of s with coefficients {a1, . . . , aN}
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and {b1, . . . , bN} respectively. With this representation, the impedance behaviour is represented

by a rational matrix as shown in equation (5.5), where the argument (s) of each function has

been omitted for clarity. This in turn means that, if the impedance behaviour Zdq of the

converter dynamics can be approximated by a sum of rational function of order N , then its

admittance behaviour Ydq defined by equation (5.6) will require an approximation of 4N if no

zeros/poles cancellations occur. This implication goes both ways, i.e. if the admittance can

be approximated by a sum of rational functions of order N , then its impedance behaviour will

require an approximation of order 4N .

This analysis indicates that when approximating the black-box converter dynamics using the

vector fitting approach, both the impedance and admittance behaviours should be considered.

Since no information is known from the internal dynamics of the device, it is not possible to

know a priori which of the two representations will require the lowest order to approximate.

In fact, it is possible that, while one representation can be accurately approximated using a

sum of rational functions, its counterpart might be intrinsically not well-behaved to be fitted.

A simple example of such case is when considering an RL circuit in the dq domain, where

its impedance defined by equation (5.7) is not well-behaved for the purpose of rational fitting

since it is improper, i.e. the order Np of its numerator P (s) is higher than the order Nq of

its denominator Q(s). Traditional vector fitting is able to approximate improper functions up

to a second order difference, i.e. Np = Nq + 2, by finding constants D and E. In the case of

(5.7) however, the fitting process will add fictitious poles no matter the desired approximation

order N defined by the user, introducing false dynamics and generating an inaccurate fitting of

the original impedances. The admittance behaviour defined by (5.8) is proper and thus well-

behaved for the purpose of vector fitting. The converter dynamics should thus be represented by

the LTI model that has the lowest error for the desired fitting order N . As will be described in

Section 5.3, both the impedance and admittance LTI representations of the converter dynamics
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can be used for system-wise stability assessment studies.

Zdq =

 Pdd

Qdd

Pdq

Qdq

Pqd

Qqd

Pqq

Qqq

 (5.5)

⇔Ydq =
1

K

 PqqQddQdqQqd −PdqQddQqqQqd

−PqdQddQqqQdq PddQqqQdqQqd

 (5.6)

Where K =
1

PddPqqQdqQqd − PdqPqdQddQqq

ZRL =

R + sL −ω0L

ω0L R + sL

 (5.7)

YRL =
1

(R + sL)2 + (ω0L)2

R + sL ω0L

−ω0L R + sL

 (5.8)

Another important aspect to consider in the vector fitting process is the dependence that the

frequency response input data in the dq domain has on the angle δi for each ith converter

used for their synchronization via PLL. While frequency decoupled models, such as an RL

branch, will have dq representations which are dq invariant, frequency-coupled models such as

converter-based devices must be computed on a common dq reference frame [90, 99]. This can

be achieved by using a linear transformation Tdq,i on the converter’s measured impedance Zi

frequency response data by considering a common reference angle δref and its synchronizing

angle δi which can be computed from load flow calculations or by performing the FFT on

the voltage signal of phase a when performing the frequency sweep measurements to obtain

the impedance/admittance behaviour of the converter [90], to obtain the impedance frequency

response Z̃i(s) in the common reference frame as defined in equation (5.9). An analogous
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process can be performed for the measured admittance response.

Z̃i(s) = Tdq,iZi(s)T
−1
dq,i (5.9)

Tdq,i =

cos(δi − δref ) −sin(δi − δref )

sin(δi − δref ) cos(δi − δref )


When each dq impedance component is vector fitted independently, each element of the matrix

Zdq will have its own set of poles and residues as shown in eq (5.5). By combining equations (5.5)

and (5.9), it is possible to see that, for a rational representation in a given dq reference frame

Zdq, when translating it to another reference frame Z̃dq the order N and dynamics of the

new rational representation will change. More specifically, each element of the new matrix

Z̃dq will be a linear combination of the rational representations of Zdq, with scaling factors

depending on the phase angle difference between the two dq reference frames being considered.

This reference frame angle dependence can be avoided by identifying the common poles of all

4 components using the vector fitting process in the sum of them as defined in equation (5.10).

Indeed, by performing the vector fitting algorithm to ZDQ to obtain its rational approximation

ẐDQ, a common set of poles {λ1, . . . , λN} defined by the denominator QZ can be derived for

the impedance behaviour Zdq. Once the poles are identified, the residues of each element

can be computed by performing the vector fitting on each element’s frequency response data

considering the poles previously computed, which will provide the polynomial functions PDD,

PDQ, PQD and PQQ. This in turn provides a rational representation as shown in equation (5.12),

which can be rotated from one dq reference to another using equation (5.9) without changing

the order N of the approximation and the common set of poles {λ1, . . . , λN}, only the residue

of its elements. It is thus concluded that the impedance and admittance elements in the dq

domain should not be fitted independently if the dq reference frame rotation dependence of

its LTI representation is to be minimized. This analysis is valid for both the impedance and
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admittance representations of the converter dynamics.

ZDQ(s) = Zdd + Zdq + Zqd + Zqq (5.10)

ẐDQ(s) ≈ 1

QZ

(PDD + PDQ + PQD + PQQ) (5.11)

Zdq =
1

QZ

PDD PDQ

PQD PQQ

 (5.12)

Approximation order selection

When selecting the approximation order N , in general the higher it is, the lower the RMS

error εrms will be. However, it is not possible to select an arbitrarily large value of N . In

this case, the order of the converter’s impedance (or admittance) fitted approximation Zc(s),

is constrained by the requirement of having a stable representation of the original measuring

system as shown in Figure 5.2. While the vector fitting algorithm can be set to always provide

stable LTI representations, i.e. bi < 0 ∀i ∈ {1, . . . ,M} and <(pi) < 0 ∀i ∈ {1 +M, . . . , N}, the

fitted approximation of the converter dynamics must fulfill that the complete measuring system

is also stable. The dynamics of the complete measuring system are defined by equation (5.13).

This in turn means that the approximation order N must be increased to reduce the RMS error

εrms while providing stable representations of the original measuring system, i.e. the poles of

H(s) should be on the left half of the complex plane. The best LTI representation will thus

be the one with the lowest RMS error while preserving the stable behaviour of the original

measuring system. The fitting methodology is summarized in Figure 5.3 for the admittance

case, where it is shown how the fitting order should be increased until finding the first unstable

model that signals the stopping criterion so that only the previous stable representation with

the lowest RMS error is considered. The same process applies for the impedance behaviour of

the converter. Large approximation orders will lead to over-fitting, which when evaluated in

the original test system may lead to a false unstable representation.
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Vpcc(s) = H(s) [Yth(s)Vin(s) + Yc(s)Vc(s)] (5.13)

H(s) = (Yc(s) + Yth(s))
−1

With the previous considerations, it is thus possible to obtain an LTI representation of the

converter dynamics in the dq domain, based either in the converter’s impedance or admittance

frequency response. In the next section, a detailed description is provided on how to integrate

this LTI representation for power system stability assessment studies.

5.3 Impedance-based stability assessment

In this section, a detailed description on how to use the LTI impedance/admittance represen-

tation of black-box converter models in stability assessment studies is provided. To this end, it

is necessary to provide a framework that allows computing the state-space LTI representation

of a power system in the dq domain, including the converter’s LTI models, to perform standard

eigenvalue analysis of the system dynamics.

Once the converter’s LTI model has been computed according to the methodology presented in

Section 5.2, its state-space representation can be computed. It is important to note that for the

residue/pole representation obtained from the vector fitting algorithm, there are infinitely many

possible state-space representations, most of which might not have any meaningful physical in-

terpretation. However, it is possible to compute a circuit realization of both the impedance and

admittance LTI models using RLC branches, analogous to the one performed for the cable/line

section case described in Section 3.3.2. Using Kirchhoff’s laws on the circuit realizations in

Figure 3.6, a state-space representation for the converter’s impedance/admittance LTI model

can be computed. For the case of the admittance representation, the aggregated state-space

Zth(s)
Ic(s)

Zc(s)

Vin(s) Vc(s)
Vpcc(s)

Figure 5.2: Impedance representation of the measurement system.
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Figure 5.3: Fitting methodology for the admittance frequency measurements.

form of the 4 LTI models Ydd(s), Ydq(s), Yqd(s) and Yqq(s) is presented in equation (5.14). A

similar procedure can be performed for the impedance representation, where the inputs are the

currents [Ikm,d Ikm,q]
t and the outputs are the voltage drops [∆Vd ∆Vq]

t.

s



Xdd

Xdq

Xqd

Xqq


=



Add

Adq

Aqd

Aqq





Xdd

Xdq

Xqd

Xqq


+



Bdd

Bdq

Bqd

Bqq


∆Vd

∆Vq



Ikm,d
Ikm,q

 =

Cdd Cdq

Cqd Cqq




Xdd

Xdq

Xqd

Xqq


+

Ddd Ddq

Dqd Dqq


∆Vd

∆Vq


(5.14)

Once all state-space models have been computed for all converter-based devices of interest, they

can be further aggregated to compute the state-space form of the entire grid in the dq frame.

This can be done by first establishing one state-space representation for all branch element

connections between busbars, and another state-space model for all shunt element connections

from each busbar to ground.

For shunt connections to ground, the input signals are the currents Ib,dq flowing from the grid



102 Chapter 5. Black-Box Converter Impedance Modelling

to ground, while the output signals corresponds to the busbar’s voltages Vdq. This state-

space model accounts, for example, for the loads in the system and transmission lines’ capaci-

tances/conductances. The state-space representation is presented in equation (5.15).

For series elements connecting busbars/voltage sources, such as the converter’s admittances, the

series branches of transmission lines and transformers, they can be represented in a separate

state-space model. In this case, the input signals are the voltage drops ∆Vdq between the

connected busbars, including the input voltages to the gird Vin,dq set by voltage sources such

as synchronous machines or VSC converters. The output signals correspond to the flowing

currents Ikm,dq on each series branch of the system. The state-space representation is presented

in equation (5.16).


sXV = AVXV +BV Ib,dq

Vdq = CVXV +DV Ib,dq

(5.15)


sXI = AIXI +BI∆Vdq

Ikm,dq = CIXI +DI∆Vdq

(5.16)

By combining equations (5.15) and (5.16), together with the nodal and branch balancing ma-

trices ξI and ξV as defined in equations (5.17) and (5.18), it is possible to establish a grid

state-space representation. More specifically, the dynamic state-space matrix Asys defining the

dynamic behaviour of the grid can be computed according to equation (5.19). Using eigen-

value analysis and participation factor computation on Asys, it is possible to identify unstable

operating conditions and poorly damped oscillatory modes in the system, together with the

respective contributions of each converter-based device. This assessment allows to take cor-

rective measures, by changing the operating conditions and/or the control parameters of the

converter-based devices. In addition, the impedance/admittance model of converter devices

allows to easily reduce and aggregate them into equivalent impedance-voltage source at the

fundamental frequency when they are electrically distant of the area or devices of interest in

very large power system, using standard impedance equivalence methods. In a large, realis-

tic power system, when checking for converter interactions or poorly damped oscillations, in
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general, only a subset of power converters in a specific area of interest needs to be modelled

in detail while the rest of the grid can be simplified. This procedure however becomes more

complex as black-box models are considered in the grid, since their aggregation and reduction

are not obvious and many times not possible to perform. Once the impedance modelling has

been done however, this allows to reduce the original system and thus make stability assessment

scalable to larger and more complex grids.

Ib,dq = ξIIkm,dq (5.17)

∆Vdq = ξV Vdq + ξinVin,dq (5.18)

Asys =

AV
AI

+

BV ξI

BIξV


 I −DIξV

−DV ξI I


−1  CI

CV

 (5.19)

5.4 Results

To test the methodologies proposed in Sections 5.2 and 5.3, the well-known 39 Bus New England

system, shown in Figure 5.4, is implemented in PSCAD. All synchronous generators except for

G1 include theirs governor, steam turbine and AVR models. The system is modified by replac-

ing G9 in Bus 29 by a 200 MVA detailed type 4 VSC aggregated windfarm model, available

in [100]. Transmission lines are modelled using Π - sections, with active power loads repre-

sented by a constant current characteristic and reactive power loads with a constant impedance

characteristic.

To validate the proposed impedance stability assessment methodology, it is first tested to com-

pare the stability boundaries between the average and detailed models of a MMC STATCOM

module. Then, the proposed impedance stability assessment methodology is tested in the 39

Bus New England system for two scenarios:

• Scenario 1: to assess the dynamic behaviour of the windfarm for different values of the

grid strength at Bus 26
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• Scenario 2: to assess the risk of control interactions when connecting a 200 MVA MMC

STATCOM at Bus 28

When performing stability assessment studies in large grids, it might be impractical to model

in detail the entirety of the network. Depending on the phenomena being studied, different

partition and reduction techniques have been developed in the literature, such that the model

complexity can be reduced without significantly affecting the accuracy of the study [101–103].

More recent works have proposed power system clustering and partitioning based on electrical

distance and grid topology, useful for voltage related studies [101, 102]. While reduction tech-

niques are out of the scope of this work, the 39 Bus system is partitioned as proposed in [102]

to perform the proposed LTI stability assessment based on the state-space representation of

the grid. More specifically, devices in the subsystem under study are modelled in detail using

their LTI models, while the rest of the grid is aggregated into equivalent Thévenin models at

the subsystem’s boundary busbars.

To perform stability assessment for both scenarios, the following methodology steps are per-

formed:

1. Obtain the impedance frequency response for windfarm/STATCOM models as per Sec-

tion 5.2.1 using the frequency sweep method on detailed EMT PSCAD models.

2. Obtain the LTI representation of each converter-based device as per Section 5.2.2.

3. Perform eigenvalue analysis as per Section 5.3, using a reduced representation of the

system considering subsystem 2 and an equivalent Thévenin grid of the rest of the grid

as seen from busbar 26, as shown in Figure 5.5.

4. Validate stability assessment results with time-domain simulations in PSCAD in both the

reduced 3 bus and full 39 bus systems.
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Figure 5.4: Modified 39 Bus New England system in PSCAD.
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Figure 5.5: Reduced equivalent of subsystem 2 for stability assessment.
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5.4.1 MMC STATCOM model comparison

In this section, the proposed impedance modelling methodology is used to compute the stability

boundary of a full-bridge MMC STATCOM module of 200 MVA. A detailed model is used,

based on the HVDC model available in [104], which has been modified accordingly to work as a

STATCOM model. The STATCOM parameters are specified in Table 5.1. The MMC detailed

model considers [105]:

• Standard dq PI vector control for the outer AC voltage and inner current control loops.

• PLL and PWM modulation for operating the power modules.

• Capacitor balancing is achieved by incorporating a sorting algorithm depending on the

state of charge of each power module.

• A circulating current suppression control.

The proposed impedance modelling methodology is used to compare the stability boundaries

between the average and detailed models of the MMC STATCOM module. The average model

in this case considers:

• PLL control.

• Inner dq current control loop.

• Ideal constant DC voltage.

Both models are operating in AC voltage control mode, with a voltage reference of 1.0 p.u.

and providing 100 MVAr. Initially, the impedance frequency response data is measured using

the frequency sweep technique for both models. An LTI representation of each model is then

computed in the dq domain as explained in Section 5.2. It is worth noting that it is possible

to obtain a good approximation of the admittance response for both the average and detailed

models of the MMC STATCOM, but not when considering their impedance behaviour. This
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Table 5.1: MMC STATCOM parameters

Parameters Value

Rated power 200 MVAr

Number of power modules 44 per arm

Power module capacitance 5 mF (17 kJ/MVA)

Arm inductance 20 mH

DC rated voltage 35.2 kV

AC rated voltage 33 kV

Carrier frequency 360 Hz

Table 5.2: RMSE for admittance and impedance fittings considering detailed and averaged
MMC STATCOM models

dd dq qd qq

Ydet 5.287e-5 6.236e-5 4.713e-5 2.332e-5

Yavg 3.481e-5 2.068e-5 2.216e-5 1.828e-5

Zdet 3.525e3 2.745e3 1.637e3 3.333e3

Zavg 8.632e3 7.811e3 8.462e3 8.628e3

can be seen in Fig. 5.6 and Fig. 5.7, where the frequency response data for both MMC

STATCOM models are shown, together with their respective vector fitting approximations. As

it can be see from Fig. 5.6 and Fig. 5.7, while it is possible to obtain a good approximation

of the admittance response with an approximation of order 6, the same cannot be said for

the impedance response as opposed to the conventional approach presented in the literature.

To obtain the same level of accuracy considering the impedance response, it would thus be

necessary to continue increasing the fitting order. This however is limited by the fact that over

fitted models will usually include numerical instabilities and thus false dynamic representations

of the converter. Indeed, whether the impedance or the admittance behaviour of the converter

is best suited for the vector fitting procedure will depend on the internal control structure

of the converter, on its control parameters and operating condition. The RMS fitting errors

for each component for both models are summarized in Table 5.2, where it is possible to see

that the impedance fittings have a significantly larger error than the admittance ones. Similar

results are obtained for the phase angle data. This goes in line with the theoretical description

provided in Section 5.2.2.
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Figure 5.6: Impedance frequency response for MMC STATCOM: in grey the measured data-
points using the frequency sweep method for the detailed model and in green for the average
model, together with their LTI vector fitting results in solid black and solid blue lines respec-
tively.
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Figure 5.7: Admittance frequency response for MMC STATCOM: in grey the measured data-
points using the frequency sweep method for the detailed model and in green for the average
model, together with their LTI vector fitting results in solid black and solid blue lines respec-
tively.
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Using the LTI representations of both the detailed and average models, their stability bound-

aries can be computed for different values of the short-circuit ratio (SCR) and X/R ratio of

the grid at the PCC. The stability boundary is useful for TNOs when assessing the risk of

instability for converter-based devices due to an unexpected change in the short-circuit level or

X/R ratio of the grid at the PCC, which typically happens after the clearance of a transmission

line following a fault event. The stability boundary is computed in a similar way as done in

the vector fitting technique shown in Figure 5.3, by varying the values of the equivalent grid’s

inductance Lth and resistance Rth according to the SCR and X/R ratio desired to check defined

as inputs. The SCR and X/R ratio would be defined based on prior knowledge of the system,

i.e. its topology and plausible planned and unplanned outages/fault scenarios. For each value,

the poles of the transfer function H(s) as defined in equation (5.13) are computed. The Lth-Rth

pair is then classified as a stable or unstable operating condition depending on the presence

of poles with positive real part. The stability boundary regions for both models are shown in

Figure 5.8. As it is possible to see from Figure 5.8, the average model greatly overestimates the

stability boundary of the MMC STATCOM module, having the same control parameters as the

detailed model but only considering the PLL and current control loops. It is also worth noting

that for high SCR values, the average model will lead similar results to the detailed model and

so in these conditions it would be enough for stability analysis.

To validate the stability boundaries shown in in Figure 5.8, time domain simulations are per-

formed in PSCAD and shown in Figure 5.9. The MMC STATCOM module is operating in

steady-state condition with a short-circuit ratio (SCR) of 4.5 and an X/R ratio of 15. In the

simulation for operating point 2, at 0.2 s the SCR is decreased to 0.335 as defined in Figure 5.8.

As it is possible to see, in this case the system is able to reach a new steady-state marginally

stable condition with poorly damped oscillations that persist in the voltage and power signals.

In the simulation for operating point 1, at 0.2 s the SCR is decreased from 4.5 to 0.327, which

initially triggers poorly damped oscillations which eventually drive the system to becoming un-

stable after 1.3 s, thus representing a marginally unstable operating condition. It is also worth

noting that the stability boundary computed considering the average model considers both

operating condition as stable, which highlights the need to consider the full detailed model.
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Figure 5.8: Stability boundary for a) average and b) detailed MMC STATCOM models respec-
tively. In red unstable operating region, in blue stable operating region.

It is important to note that the LTI model obtained using the proposed methodology remains ac-

curate only within the vicinity of the operating condition under which the impedance/admittance

behaviour was measured during the frequency sweep. Indeed, if the stability boundary of the

converter is to be computed accurately, the frequency sweep measurement should be performed

in an operating condition close to the boundary. While in most cases the stability boundary is

unknown, it can be computed by using the proposed methodology iteratively. First, an initial

guess of the stability boundary can be computed by considering the LTI model obtained with

measurements on a standard operating condition or any other stable operating condition. Then,

a more accurate prediction can be obtained by repeating the methodology but considering the

measurements done on an operating condition close to the currently predicted boundary. By

repeating this process iteratively and updating the stability boundary each step, an accurate

estimation together with an accurate LTI model on its vicinity can be achieved. In the authors

experience 2 or 3 iterations are sufficient to have accurate models and predictions.
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Figure 5.9: Time-domain simulations in PSCAD for a sudden change in short-circuit level
considering the MMC STATCOM mode: in grey for operating condition 2 and in black for
operating condition 1.

5.4.2 Scenario 1 stability analysis

In scenario 1, a 200 MVA windfarm model is connected to Bus 29, providing 200 MW to the

system. Its stability margin is computed for different values of the short-circuit level SSC of

the grid at busbar 26, the boundary busbar of subsystem 2 to the rest of the grid. The goal

is to identify at which short-circuit level the VSC aggregated windfarm model loses stability.

First, the frequency response of the windfarm model is measured in the dq domain as per the

methodology presented in Section 5.2.1. From these measurements, an LTI representation is

obtained using the vector fitting technique using the methodology presented in Section 5.2.2.,

the results are shown for the magnitude of its admittance response in Figure 5.10.

Using the LTI representation of the windfarm, a state-space representation of subsystem 2 is

obtained by reducing the rest of the grid by its short-circuit Thévenin equivalent at busbar 26.

The original value starts at 3700 MVA, and it is reduced progressively by scaling the grid’s

Thévenin impedance Zth at busbar 26 while keeping the voltage at the busbar constant. For
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Figure 5.10: Admittance frequency response for windfarm: in grey the measured data-points
using the frequency sweep method, together with its LTI vector fitting results in solid black
line.

each value of the grid’s short-circuit level SSC , eigenvalue analysis is performed on the system

dynamic matrix Asys to identify possible unstable operations, i.e. poles with positive real part.

The system’s eigenvalue loci of interest are plotted in Figure 5.11. As it is possible to see from

Figure 5.11, once the short-circuit level drops below 620 MVA, the windfarm can no longer

remain stable.

The eigenvalue analysis is validated by performing time-domain simulations in PSCAD. The

simulation are performed on the reduced 3 Bus system using the grid’s Thévening equivalent,

since modifying the short-circuit level on the original 39 Bus system by changing the operating

point and topology is cumbersome. The results for short-circuit levels of 620 and 530 MVA are

shown in Figure 5.12. Initially, the system is ramped-up to the steady-state operating condition

and at time 0.5 s the windfarm model is deblocked, switching from zero output powers to its

full detailed model at rated operating conditions. As it is possible to see from Figure 5.12,

the eigenvalue analysis considering the proposed LTI admittance modelling of the windfarm

model accurately predicts the loss of stable operation once the short-circuit level drops to 530
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Figure 5.11: 3 Bus system pole loci for different short-circuit levels of the grid at bus 26.

MVA. For a grid strength of 620 MVA, the windfarm is able to transition into its steady-

state operation with a poor dynamic response since there is a pair of poorly damped modes.

Once the grid strength drops to 530 MVA, the windfarm is not able to transition into a stable

steady-state operation.

5.4.3 Scenario 2 stability analysis

Once again, the proposed stability assessment methodology is applied to the reduced 3 Bus

system, now incorporating the impedance LTI model of the MMC STATCOM. More specifically,

the STATCOM module is operating in AC voltage control mode, injecting 100 MVAr to the

grid at bus 28. The windfarm model is operating by injecting 200 MW to the grid at bus 29.

A sensitivity analysis is performed on the proportional gain Kp of the AC outer voltage control

loop of the STATCOM module. The gain Kp is varied from its base value of 0.5 to 1, 2, 6,

10 and 20 in 6 different cases. For each gain value, a different LTI impedance model of the

STATCOM is computed, i.e. a frequency sweep is performed, together with the vector fitting
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Figure 5.12: Time-domain simulations in PSCAD for: a) Ssc = 3, 700 MVA, b) Ssc = 620 MVA
and c) Ssc = 530 MVA

identification procedure and its associated state-space modelling is calculated. In each case, the

3 bus system’s dynamic matrix Asys is computed and the poles of the system are identified using

eigenvalue analysis. The poles’ loci of interest are shown in Figure 5.13 where it is possible to

see that once the proportional gain Kp increases to a value of 6, unstable operation should be

expected.

To validate the results obtained using the proposed stability assessment methodology, time-

domain simulations are performed on the entire 39 Bus system. The results for a proportional

gain of 2 and 6 are shown in Figure 5.14. The simulation is started from a steady-state condition

with a proportional gain of Kp = 0.5, and at 0.5 s it is switched to Kp = 6 and Kp = 2 for the

grey and black plots respectively. As it is possible to see from Figure 5.14, when switching to a

proportional gain of 2, the system is able to remain in steady-state operation and no significant

change is seen in the outputs of the windfarm and STATCOM modules. Once the gain is

increased to 6 however, stability is lost and both the STATCOM and windfarm are unable to
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control its output voltage and reactive power correctly.

It is worth noting that, since both the windfarm and STATCOM modules are stable inde-

pendently, which is a condition necessary to perform the frequency sweep measurements, they

are unstable when interconnected and the proportional gain is increased to 6. This is thus an

unstable behaviour due to control interactions between the STATCOM module and windfarm

model in close proximity. This is further verified when considering the participation factors

of each model to the unstable mode, computed from the dynamic matrix Asys, as shown in

Figure 5.15. As it is possible to see from Figure 5.15, as the proportional gain increases and the

dynamics performance worsens, both the STATCOM and windfarm model contribute to the

unstable mode. While the contribution of the windfarm remains rather constant, the STAT-

COM’s contribution increases with the AC gain as expected, since it is driving the unstable

voltage behaviour. This analysis can be further disaggregated by each dq component contribu-

tion as shown in Figure 5.16 for the case of a STATCOM for different values of the AC voltage

gain. As it is possible to see from Figure 5.16, the main contribution to the unstable mode from

the MMC STATCOM comes from its Ydq component, which has the most significant increase

in its participation factor as the AC proportional gain increases and the dynamic performance

worsens. This is expected, since the vector control strategy in both the MMC STATCOM and

windfarm modules use the q component of the voltage to control reactive power injection to

the system. More specifically, the main contribution of the STATCOM module for a propor-

tional gain of Kp = 6 comes from a state with an associated pole p1 = −55.78 ± j109.9 and

a participation factor of 1.26% from its admittance LTI representation. This pole p1 has thus

associated frequencies in the dq domain of 17.5 Hz, smaller than 2f0 which in turn means that

the corresponding states have a dynamic response in the subsynchronous frequency band as

defined in [106]. As explained in detail in [106], these subsynchronous frequencies are associ-

ated with the converters’ AC voltage control loop, which validates the results obtained from

the eigenvalue and participation factor analysis performed using the proposed impedance-based

stability assessment methodology.
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Figure 5.13: 3 Bus system pole loci for different STATCOM AC voltage proportional gains Kp.

5.5 Discussion

In this Chapter, a comprehensive impedance-based stability assessment methodology for power

system with converter-based devices is proposed. The methodology aims to fill the gap between

impedance-based models and state-space representations for converter-based devices. This in

turn provides a method to assess the risk of possible unstable operation for black-box converter

models.

The proposed methodology describes how to obtain an LTI representation of the converter’s dy-

namics based on frequency response measurements. This is achieved by using the vector fitting

algorithm on the impedance frequency response of the converter, measured using a frequency

sweep technique. Using the LTI representation obtained from the vector fitting technique, a

circuit realization using RLC branches is constructed, which can in turn be incorporated in the

state-space model of a larger network. Using this state-space representation, dynamic operation

can be assessed using traditional eigenvalue analysis and participation factor computation. The

proposed methodology is able to handle both average and detailed models of both a aggregated
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Figure 5.14: Time-domain simulations in PSCAD: in grey for a STATCOM AC voltage pro-
portional gain Kp = 6; in solid black line Kp = 2.
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Figure 5.16: Participation factors for STATCOM and windfarm dq components, for a STAT-
COM AC voltage gain Kp = 6.

VSC windfarm model and an MMC STATCOM module. The methodology is validated with

EMT time-domain simulation in PSCAD on the 39 Bus New England System, considering

detailed VSC windfarm and MMC STATCOM models.

The proposed impedance/admittance model is able to accurately capture the converter-based

devices’ dynamic behaviour. This in turn provides an LTI representation of converter-based

devices which could be used in conjunction with the proposed fault location methodology.

More specifically, the proposed impedance/admittance model of converter-based devices could

be incorporated in the LTI representation of the grid in the offline characterization stage in order

to predict the intermediate frequency content of the system’s transient response during fault

events. The major limitation at this point to establishing a complete fault location methodology

for realistic power systems is to develop the offline characterization in a common reference frame

for all elements. Currently, the proposed impedance modelling of cable/line sections is defined

in the modal domain, while the LTI admittance modelling of power converters is done in the

dq reference frame. The next major research milestone as future work is thus to unify these

models in a unique LTI representation, in the phase, modal or dq reference frame.
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6.1 Summary of Thesis Achievements

Currently, there is no universal agreement for a truly applicable and reliable solution to the

fault location problem in distribution and transmission systems. This is evident in the fact that

there are no widely spread fault location methodologies available in transmission or distribution

grid protection schemes. The lack of a definitive solution comes from unresolved drawbacks of

current available techniques, namely impedance-based solutions or travelling wave methods. In

both cases, voltage and current measurement devices are necessary across the network. In the

case of travelling wave methods, these measurements devices must be synchronized and have

high sampling frequencies, which translates in higher costs which are prohibitive for TNOs and

DNOs. In the case of impedance-based approaches, multiple fault location solutions may arise

which is prevented at the cost of installing several redundant measurement devices across the

network.

This work proposes a novel fault location methodology based on the grid’s transient inter-

mediate frequency response. The fundamental idea is to use the grid’s natural response to a

switching event such as a fault in the network. Each cable/line section in the network has a

natural frequency of oscillation depending on its electrical parameters and length. Assuming

the electrical parameters of the grid are known and fixed, a fault event can be understood as

a partitioning of the grid at the location of the fault occurrence. This will in turn create a

transient behaviour defined by the natural oscillatory behaviour of the cable/line sections in the

system. The frequencies of oscillations defining the transient response will be thus dependent

on which cable/line section is faulted, as well as the fault location within said section. By esti-

mating the frequency spectrum of the transient response for different fault location scenarios via

offline simulations, it is thus possible to identify the faulted section and subsequently the fault

location in real-time. This can be achieved by matching the measured frequency spectrum of

real-time transient voltage/current measurements in the grid with the intermediate frequencies

estimated previously in the offline simulation stage.

The first step to perform the fault location using the grid’s transient intermediate frequency

response, is to estimate the frequency spectrum for different fault location scenarios. This can
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be achieved in several ways, either by using time-domain simulation softwares or by estab-

lishing an analytical formulation of the grid’s transient response. As has been shown in this

work, when using the intermediate frequency behaviour of the grid, it is important to consider

in this stage the frequency-dependent and distributed nature of the electrical parameters for

cable/lines sections to obtain accurate fault location predictions. To achieve this, a new LTI

impedance representation of cable/line sections is proposed in this work, based the universal

line model formulation used in most EMT softwares in the modal domain. The proposed LTI

representation provides a Π-circuit representation of each cable/line section, formed by series

and parallel branches of RLC circuits. This representation provides good accuracy in repre-

senting the frequency-dependent behaviour up to the kHz range, and it is thus an important

tool to represent the intermediate frequency transient behaviour of the grid during fault events.

Using the proposed LTI representation of cable/line sections, an offline methodology is devel-

oped to identify the intermediate frequencies present in the transient response of the grid during

a fault event. This is achieved by establishing the state-space formulation of the grid’s transient

response for different fault location scenarios. For each fault location scenario within a given

section, the intermediate frequencies present in the grid’s transient response are identified from

the state-space representation. Once the intermediate frequencies have been estimated for all

fault location scenarios within a given cable/line section, each intermediate frequency’s depen-

dency on the fault location is fitted using a polynomial regression. This polynomial regression

provides an analytical characterization of the transient response’s frequency spectrum depen-

dency on the fault location and can be stored as a set of polynomial coefficient to be used in the

online fault location process. As opposed to using time-domain simulation, the proposed offline

methodology can be performed in parallel for each cable/line section in the grid, allowing it to

scale as the number of cable/line sections in the system increases.

To perform the fault location in real time, an online methodology is proposed. Using either

voltage or current measurements of the grid’s transient response immediately after a fault event,

it is possible to identify its intermediate frequencies. This can be achieved by using standard

signal processing technique such as the Fast Fourier Transform and peak identification algo-

rithms. Once the intermediate frequencies of the transient response have been identified, they
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are used to solve the polynomial equations characterizing the fault location dependency of the

intermediate frequencies for different fault location scenarios. When considering the polyno-

mial equations of the faulted section, a cluster of estimated fault location solutions will exist in

the neighbourhood of the unknown real fault location. When using the polynomial equations

of other non-faulted sections such a cluster of solutions will not exist. This in turn allows to

identify the fault section and estimate the fault location within such section. The proposed

methodologies were tested in a 11 kV underground cable distribution system implemented in

PSCAD. The frequency-dependent model of underground cables was considered, together with

realistic load and transformer models. The accuracy of the proposed fault location methodol-

ogy was verified for different fault location scenarios, including different faulted sections and

fault impedances. The proposed methodologies provided accurate results in all fault scenarios,

and thus allows to confirm that the intermediate frequency transient response can be used to

effectively to solve the fault location problem. This in turn opens a new research possibility to

further improve the proposed technique into a feasible alternative for modern distribution and

transmission networks.

Finally, with the objective of extending the proposed fault location methodology to modern

power systems, the LTI modelling of converter-based devices is tackled in this work. Similar

to the proposed cable/line impedance modelling using RLC branches computed form rational

approximations, an admittance representation of power converter in the dq domain is presented.

The admittance representation is valid for black-box converter models, where their dynamic

behaviour if measured using frequency sweep techniques and approximated using the vector

fitting algorithm. The computed admittance representation is able to accurately predict the

transient behaviour of power converter and thus is a promising tool to incorporate them in the

proposed fault location methodology, as well as to use them for power system stability and

security assessment studies.
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6.2 Future Work

One of the core elements of this work, and the proposed fault location methodology, is the LTI

representation and modelling of power system element. From cable/line sections to converter-

based devices, the proposed methodology leverages on their impedance/admittance LTI rep-

resentation to compute the predicted system’s transient frequency response to fault events.

Using this approach, the proposed fault location methodology remains scalable for real system,

without the need to use computationally expensive EMT simulations. Three major research

questions remain open for future research in order to have a complete and accurate fault location

methodology based on the system’s transient intermediate frequencies:

• To unify the LTI impedance/admittance representations in a common reference frame,

whether it is the phase, modal or dq domains. The proposed work provides LTI repre-

sentation of cable/line section in the modal domain, which in turn needs to be extended

to the phase domain for maximum accuracy, particularly when considering underground

cable with different geometric configurations. In the case of power converters, the pro-

posed LTI model is in the dq domain and further research needs to be performed in order

to incorporate its behaviour under unbalanced operation.

• To reduce the computational burden of the proposed fault location methodology, further

order reduction techniques should be tested on its LTI representation. It is worth ex-

ploring whether or not it is possible to reduce the order of the grid’s LTI model without

significantly impacting its accuracy and intermediate frequency content prediction. By

reducing the model order, the computational cost of predicting the system’s transient fre-

quency response could be greatly reduced, contributing to the methodology’s scalability

and applicability.

• Similarly, it is worth exploring if grid partitioning and reduction techniques could be

applied to compute the system’s LTI representation. It is common practice in stability

assessment studies to only simulate in detail the sub-system of interest while keeping a

simplified representation of the rest of the grid. A similar approach could be useful when
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computing a large system’s transient frequency response during the offline characteriza-

tion stage, where electrically distant cable/line sections and power converters have little

to no impact on the transient behaviour of different fault location scenarios.
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