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Abstract
Though effective and successful, traditional marker-less Motion Capture (MoCap) meth-
ods suffer from several limitations: 1) they presume a character-specific body model,
thus they do not permit a fully automatic pipeline and generalization over diverse body
shapes; 2) no objects humans interact with are tracked, while in reality interaction be-
tween humans and objects is ubiquitous; 3) they heavily rely on a sophisticated opti-
mization process, which needs a good initialization and strong priors. This process can
be slow. We address all the aforementioned issues in this thesis, as described below.

Firstly we propose a fully automatic method to accurately reconstruct a 3D human
body from multi-view RGB videos, the typical setup for MoCap systems. We pre-process
all RGB videos to obtain 2D keypoints and silhouettes. Then we fit the SMPL body
model into the 2D measurements in two successive stages. In the first stage, the shape
and pose parameters of SMPL are estimated frame-wise sequentially. In the second stage,
a batch of frames are refined jointly with an extra DCT prior. Our method can naturally
handle different body shapes and challenging poses without human intervention.

Then we extend this system to support tracking of rigid objects the subjects interact
with. Our setup consists of 6 Azure Kinect cameras. Firstly we pre-process all the videos
by segmenting humans and objects and detecting 2D body joints. We adopt the SMPL-X
model here to capture body and hand pose. The model is fitted to 2D keypoints and point
clouds. Then the body poses and object poses are jointly updated with contact and inter-
penetration constraints. With this approach, we capture a novel human-object interaction
dataset with natural RGB images and plausible body and object motion information.

Lastly, we present the first practical and lightweight MoCap system that needs only
6 IMUs. Our approach is based on Bi-directional RNNs. The network can make use
of temporal information by jointly reasoning about past and future IMU measurements.
To handle the data scarcity issue, we create synthetic data from archival MoCap data.
Overall, our system runs ten times faster than traditional optimization-based methods,
and is numerically more accurate. We also show it is feasible to estimate which activity
the subject is doing by only observing the IMU measurement from a smartwatch worn
by the subject. This not only can be useful for a high-level semantic understanding of
the human behavior, but also alarms the public of potential privacy concerns.

In summary, we advance marker-less MoCap by contributing the first automatic yet
accurate system, extending the MoCap methods to support rigid object tracking, and
proposing a practical and lightweight algorithm via 6 IMUs. We believe our work makes
marker-less and IMUs-based MoCap cheaper and more practical, thus closer to end-users
for daily usage.
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Kurzfassung
Herkömmliche markerlose Motion Capture (MoCap)-Methoden sind zwar effektiv und
erfolgreich, haben aber mehrere Einschränkungen: 1) Sie setzen ein charakterspezifi-
sches Körpermodell voraus und erlauben daher keine vollautomatische Pipeline und
keine Verallgemeinerung über verschiedene Körperformen; 2) es werden keine Objekte
verfolgt, mit denen Menschen interagieren, während in der Realität die Interaktion zwi-
schen Menschen und Objekten allgegenwärtig ist; 3) sie sind in hohem Maße von aus-
geklügelten Optimierungen abhängig, die eine gute Initialisierung und starke Prioritäten
erfordern. Dieser Prozess kann sehr zeitaufwändig sein.

In dieser Arbeit befassen wir uns mit allen oben genannten Problemen. Zunächst schla-
gen wir eine vollautomatische Methode zur genauen 3D-Rekonstruktion des menschli-
chen Körpers aus RGB-Videos mit mehreren Ansichten vor. Wir verarbeiten alle RGB-
Videos vor, um 2D-Keypoints und Silhouetten zu erhalten. Dann passen wir modell in
zwei aufeinander folgenden Schritten an die 2D-Messungen an. In der ersten Phase wer-
den die Formparameter und die Posenparameter der SMPL nacheinander und bildwei-
se geschätzt. In der zweiten Phase wird eine Reihe von Einzelbildern gemeinsam mit
der zusätzlichen DCT-Priorisierung (Discrete Cosine Transformation) verfeinert. Unse-
re Methode kann verschiedene Körperformen und schwierige Posen ohne menschliches
Zutun verarbeiten.

Dann erweitern wir das MoCap-System, um die Verfolgung von starren Objekten zu
unterstützen, mit denen die Testpersonen interagieren. Unser System besteht aus 6 RGB-
D Azure-Kameras. Zunächst werden alle RGB-D-Videos vorverarbeitet, indem Men-
schen und Objekte segmentiert und 2D-Körpergelenke erkannt werden. Das SMPL-X-
Modell wird hier eingesetzt, um die Handhaltung besser zu erfassen. Das SMPL-X-
Modell wird in 2D-Keypoints und akkumulierte Punktwolken eingepasst. Wir zeigen,
dass die Körperhaltung wichtige Informationen für eine bessere Objektverfolgung liefert.
Anschließend werden die Körper- und Objektposen gemeinsam mit Kontakt- und Durch-
dringungsbeschränkungen optimiert. Mit diesem Ansatz haben wir den ersten Mensch-
Objekt-Interaktionsdatensatz mit natürlichen RGB-Bildern und angemessenen Körper-
und Objektbewegungsinformationen erfasst.

Schließlich präsentieren wir das erste praktische, leichtgewichtige MoCap-System,
das nur 6 Inertialmesseinheiten (IMUs) benötigt. Unser Ansatz basiert auf bi-direktionalen
rekurrenten neuronalen Netzen (Bi-RNN). Das Netzwerk soll die zeitliche Abhängigkeit
besser ausnutzen, indem es vergangene und zukünftige Teilmessungen der IMUs zu-
sammenfasst. Um das Problem der Datenknappheit zu lösen, erstellen wir synthetische
Daten aus archivierten MoCap-Daten. Insgesamt läuft unser System 10 Mal schneller als
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Kurzfassung

die Optimierungsmethode und ist numerisch genauer. Wir zeigen auch, dass es möglich
ist, die Aktivität der Testperson abzuschätzen, indem nur die IMU-Messung der Smart-
watch, die die Testperson trägt, betrachtet wird.

Zusammenfassend lässt sich sagen, dass wir die markerlose MoCap-Methode weiter-
entwickelt haben, indem wir das erste automatische und dennoch genaue System beisteu-
erten, die MoCap-Methoden zur Unterstützung der Verfolgung starrer Objekte erweiter-
ten und einen praktischen und leichtgewichtigen Algorithmus mit 6 IMUs vorschlugen.
Wir glauben, dass unsere Arbeit die markerlose MoCap billiger und praktikabler macht
und somit den Endnutzern für den täglichen Gebrauch näher bringt.

x
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Chapter 1

Introduction

1.1 Background and Motivation
Motion Capture, commonly abbreviated as MoCap, is the process of recording the move-
ments of objects, animals, or people. Through this procedure, natural motions taking
place inside the physical world can be faithfully converted into a digital form that is
better suited for further editing and usage. As one of the fundamental tools for con-
tent creation, MoCap finds wide applications in film making, entertainment, healthcare,
gaming, etc. Probably the best known MoCap system is Vicon1, which has been adopted
in the production of many award-winning movies. Other common MoCap technology
providers include XSens2, OptiTrack3, and NeuroMoCap4. One snapshot of the Vicon
system with a subject performing motions is shown in Figure 1.1.

Though highly effective and mature, all the existing solutions to MoCap suffer from
some common limitations: the specialist devices are either time-consuming to set up or
are intrusive to the actors, and sometimes even heavy manual labor is needed for data
cleaning or other purposes. Taking the Vicon system for example, to use this system,
firstly, workers need to arrange the special optical cameras in a large capture space. Then
several optical markers are placed on the object to be captured. A problem that happens
quite often in the data capture process is that markers are missing or wrongly categorized
due to occlusion. To correct this issue, trained workers must manually correct these
mismatches. The whole procedure is both time-consuming and tedious.

These considerations motivate Computer Vision and Computer Graphics researchers
to search for more efficient and practical approaches to MoCap. An ideal MoCap system
should satisfy three requirements: 1) It should be as accurate as possible. The cap-
tured digital motion should reflect the actual motion to a satisfactory extent; 2) It should
yield results quickly enough. The users should not have to wait long to check and eval-
uate the performance. In cases where response speed is critical for user experience,
like in VR/AR applications, even an interactive rate should be guaranteed; 3) It should

1https://www.vicon.com/
2https://www.xsens.com/
3https://optitrack.com/
4https://neuronmocap.com/
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Figure 1.1: Illustration of the Vicon system inside the Perceiving Systems department of
the Max Planck Institute for Intelligent Systems.

place minimal intrusiveness on the users. The ultimate goal is that the end-user activities
should not be affected by the usage of the system at all. Marker-less MoCap (Xu et al.,
2018a; Habermann et al., 2019, 2020, 2021a; Rhodin et al., 2016b), is one promising line
of research aiming at all these targets mentioned above, where the subject needs to wear
no extra accessories, thus has the full freedom to perform the desired activities naturally.
Typically multiple cameras are required, and the cameras need to be calibrated to high
accuracy beforehand.

Another direction also closely related to this thesis is MoCap from flexible and minimal-
sized devices, like , the SIP method (Von Marcard et al., 2017), the AirCap method (Price
et al., 2018; Saini et al., 2019), the EgoCap method (Rhodin et al., 2016a), and the Fly-
con method proposed in (Nägeli et al., 2018). These approaches target getting accurate
enough results at a relatively affordable cost of extra devices, thus acting as an intermedi-
ate solution. It is foreseeable that with the increasingly wider adoption of consumer-level
drones and various sensors over time, this approach will attract more and more attention
in both academia and industry due to its real promise of bringing practical MoCap into
the daily life of normal people. However, currently, these approaches are still limited in
the capture accuracy.

Traditionally MoCap only cares about the body pose without considering other body
parts like hair or accessories like handbags and shoes. It is the task of the end-users
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to manually add the necessary extra parts to the virtual avatars driven by the obtained
body pose or motion. More and more work focuses on providing an end-to-end solution
that estimates detailed full-body geometry from monocular images or videos, with or
without being textured. Some representative work includes PiFU (Saito et al., 2019),
MonoPerfCap Xu et al. (2018b), the method proposed by Alldieck et al. (2018), and more
recently the SMPLicit (Corona et al., 2021). There is also work on generative clothed
body modeling like CAPE (Ma et al., 2020), SCALE (Ma et al., 2021) and SCANimate
(Saito et al., 2021). This thesis mainly focuses on the body pose of the body under
clothing itself.

Based on the review of the current mainstream MoCap methods, we believe there is
still a strong need for more practical solutions to MoCap. The ideal MoCap system
should go beyond pure 3D skeletons and directly provide a 3D mesh. Thus the end-user
does not have to manually design an animatalbe template. It also needs to be lightweight
and relatively cheap, thus accessible to the public. Even better, the subject should be free
to move in an ample space without having to do re-calibration from time to time. MoCap
systems with these good properties are what we try to achieve in this thesis.

1.2 Challenges

It is intrinsically hard to accurately and efficiently estimate the whole-body configuration
from dense range measurement (Dou et al., 2016; Tao et al., 2018; Li et al., 2013; Zhang
et al., 2017; Bogo et al., 2014, 2017), let alone to do that from partial or incomplete
measurements. The difficulty mainly stems from three factors.

Firstly, the human body is complex to describe, and the spectrum of possible human
poses is virtually unlimited, like shown in Figure 1.2. Humans are articulated creatures
with many body parts, each able to move freely within certain limits relative to its parent
joint. Though most MoCap methods currently only focus on the 3D skeleton, it is a
desirable feature for the MoCap system to recover the body surface, one extra property of
practical importance to many real applications. How to effectively represent the human
body in a realistic fashion remains an open problem. The solution space is enormous
even when only 3D joints are considered. It is well known that most Machine Learning
algorithms struggle when the dimensionality of the solution space is large.

Secondly, it is challenging to gather a large and diverse dataset covering the most
common human poses. Data has proven to be the key for Deep Learning models, whose
effectiveness has been validated in many branches of Computer Vision. How to obtain
high-quality data remains the first problem for the successful application of Deep Learn-
ing in the area of MoCap. Please note that the already proven highly useful crowdsourc-
ing data gathering tools like Amazon Mechanical Turk 5 cannot be directly utilized here
since 3D body pose is way harder to annotate compared with 2D keypoints or image cat-

5https://www.mturk.com/

7



Chapter 1 Introduction

Figure 1.2: Humans exhibit huge diverse in pose in daily life. This renders accurate
tracking of humans hard. Image credit goes to (Pons-Moll, 2014).
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Figure 1.3: SMPL is a model that gives both 3d skeleton and body mesh. Shown here is
the typical results obtained by fitting SMPL model into monocular image measurement
(Bogo et al., 2016a).

egories. This difficulty is partially responsible for the lack of a general and versatile large
3D body dataset. The intrinsic difficulty in assembling standard benchmarks in related
areas make the dataset construction work like Human3.6M of (Ionescu et al., 2014b),
3DHP of (Mehta et al., 2017a), FAUST of (Bogo et al., 2014), Dyna of (Pons-Moll et al.,
2015) and TOSCA of (Bronstein et al., 2008) valuable and influential. However, these
datasets are still limited in diversity and quantity.

Thirdly, humans tend to interact with other objects rather than act independently. In-
teraction with objects is an indispensable step for humans to execute various tasks. So
it is natural and desirable to jointly capture the motion of both the body and objects,
rather than treat them separably. However, most previous work only focuses on the hu-
man body, ignoring the objects with which the subject interacts. Some methods focus
on hands and objects to narrow down the capture space. This assumption renders the
problem at hand easier to address, at the cost of realism of human motion. The previous
work targeting this problem usually utilizes exotic marker-based systems like the GRAB
dataset (Taheri et al., 2020) and the FPHA dataset (Garcia-Hernando et al., 2018). How-
ever, this dataset provides no natural RGB images and thus is not directly useable for
Computer Vision tasks. The main reason why objects are ignored in most previous work
is that it is intrinsically hard to jointly track objects and humans, due to strong occlusions
between these.

1.3 Model-based Optimization Methods

For a long time, most mainstream MoCap methods have been based on optimization.
These approaches enjoy the features of great applicability, strong reliability and explain-
ability. Typically, three key components are involved: feature extraction, output repre-
sentation, and loss function minimization, discussed below. This section presents a rough
analysis of existing representative work in this category.

The first step in optimization-based MoCap methods is to extract useful features from
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input sources that can facilitate further processing. A good feature should be informative
of the target, robust to various adversary conditions like dimmer lighting, and computa-
tionally economical to obtain. Body contours and 2D keypoints from images or videos
(Rhodin et al., 2016b, 2015; Biggs et al., 2020; Zhang et al., 2020a; Joo et al., 2018;
Bogo et al., 2016b; Lassner et al., 2017a; Huang et al., 2017), are the most commonly
used ones since they compactly encode body shape and pose information. Other com-
mon input data modalities include Inertial Measurement Units (IMUs) (von Marcard
et al., 2018a,a), electromagnetic signals (Kaufmann et al., 2021), radio frequency sig-
nals (Zhao et al., 2019) and pressure sensors (Casas et al., 2019). Still, methods based
on dense markers provide the best qualitative and quantitative results so far (Mahmood
et al., 2019; Loper et al., 2014).

Another key aspect to consider in developing a MoCap method is the representation
format for the human body. A trade-off has to be made between efficiency and effective-
ness: a coarse and light representation may make the inference faster and easier, while
a more detailed and richer body representation has a better potential of gaining higher
quality results. The most basic format is 3D skeletons, the counterpart of 2D keypoints in
landmark localization tasks. Blob-like Sum of Gaussians models act as an intermediate
representation, while the latest 3D generative body mesh models like SCAPE (Anguelov
et al., 2005), GHUM (Xu et al., 2020), SMPL (Loper et al., 2015), SMPL-X (Pavlakos
et al., 2019a) and STAR (Osman et al., 2020) push the naturalism and expressiveness to a
new level. The recovered meshes exemplified in Figure 1.3 also fit the underlying human
quite well.

As for defining and minimizing a loss function, normally, gradient descent methods
like LBFGS or conjugate gradient descent are used. The Ceres6 library is one of the
widely used for this purpose. In general, the loss function comprises of two parts, the data
terms that measure how the estimated results fit the observations and the regularization
terms that serve as priors. These concepts in the context of MoCap are well illustrated in
several methods like SMPLify (Bogo et al., 2016a), MonoPerCap (Xu et al., 2017), and
Sparse Inertial Poser (Von Marcard et al., 2017). and Sparse Inertial Poser (Von Marcard
et al., 2017).

1.4 Learning-based Regression Methods

Learning-based MoCap methods receive more and more attention in both academia and
industry after Deep Learning proves its great effectiveness in ImageNet (Deng et al.,
2009). Compared with optimization-based alternatives, learning-based algorithms enjoy
the advantages of being conceptually simpler, easy to implement, and capable of achiev-
ing real-time running speed. Many methods have been proposed to estimate the whole
3D body from images or other sensors. Note that directly regressing body rotations is

6http://ceres-solver.org/
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Figure 1.4: The DeepCap method proposed in (Habermann et al., 2020) is capable of
recovering highly detailed cloth deformations from several normal RGB cameras. Note
the estimated fine cloth wrinkles.

much harder than regressing 3D skeletons, a phenomenon observed by many others. This
is because, as a collection of point clouds, 3D skeletons reside in a Euclidean space, with
a well-defined and continuous metric to optimize, while 3D rotations do not. There are
specially designed representation to attenuate this issue like 6D representation (Zhou
et al., 2019) and self-selecting Ensembles (Xiang, 2021).

HMR (Kanazawa et al., 2018a) is the first CNN-based MoCap method that directly
regresses SMPL pose and shape parameters from one single monocular image. It is very
different from previous work where a 3D skeleton acts as the output. They also introduce
a novel discriminator to reject unnatural body pose rather than directly adopt the com-
monly used GMM prior. TexturePose (Pavlakos et al., 2019b) achieves better regression
results by making use of texture consistency loss into the pipeline. HoloPose (Guler and
Kokkinos, 2019) achieves good results even on in-the-wild images by dividing the out-
put space into discrete clusters, which shows easier for the network to regress compared
wihh the continuous counterparts. VIBE (Kocabas et al., 2020) extends HMR to motion
sequences and shows smoother reconstruction results. Temporal dependence of natural
human motion represented in SMPL format is learned and used as a sequential prior dur-
ing training. SPIN (Kolotouros et al., 2019) creatively combines both complementary
methodologies together to get better results in an iterative way. It is based on the key
insight that pseudo ground truth obtained via optimization serves as a stronger signal for
network learning. ExPose (Choutas et al., 2020) goes beyond previous methods and also
takes face and hands into consideration. It is based on the more recent SMPL-X model
(Pavlakos et al., 2019a) where more detailed facial expressions and hand poses are inte-
grated with the base SMPL body model. PIXIE (Feng et al., 2021) and the work proposed
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by Zhou (Zhou et al., 2021) consider the correlation relationship between body and face
and make use of this information for better whole-body reconstruction. The work pro-
posed in (Jiang et al., 2020) and (Sun et al., 2021) handles multiple persons shown in
one single image and estimates all their 3D body configurations in one pass. Recently
transformer architextures are also introduced in the area (Lin et al., 2021), and impressive
results are yielded. There are also interesting methods that combine physics (Shimada
et al., 2020), or reinforcement learning (Peng et al., 2021, 2018) into the pipeline.

All the previous works only consider the naked body itself. This is obviously a huge
limitation. After the seminal works represented by ClothCap (Pons-Moll et al., 2017;
Zhang et al., 2017; Tiwari et al., 2020) that successfully segments individual clothes from
raw scans, statistical 3D clothing models have become more and more mature (Ma et al.,
2020, 2021). Correspondingly many works started to recover clothed bodies (Corona
et al., 2021; Saito et al., 2019; Alldieck et al., 2018, 2019; Habermann et al., 2020). As
demonstrated in Figure 1.4, the current state-of-the-art methods are even able to recover
highly fine-grained cloth wrinkle details.

1.5 Contributions

In summary, three main contributions are made in this thesis:

• Firstly, we proposed the first fully-automatic, highly detailed, and generally ap-
plicable body mesh estimation method from multiple-view regular RGB videos.
Compared with previous methods that generally require manual body template
creation and assume coarse body representation, our method directly returns an
expressive, subject-specific, and animatable 3D body mesh surface for each frame.
The output has the potential to be directly used in various applications with mi-
nor or no post-processing. What is more, our method is not limited to laboratory
environments and can be relatively easily deployed in the wild. Algorithmically a
novel Discrete Cosine Transformation (DCT) prior is integrated into the system to
encourage temporally smooth motion estimation. By doing this, the fitting error
introduced by the 2D detection error can also be corrected.

• Secondly, we explore the possibility of jointly tracking the whole-body motion of
the subject and the motion of the object the subject is interacting with, from a set of
six RGB-D Kinect cameras. We first do motion estimation for the subject and the
object separately by fitting the parametric body model and 3D mesh of the object
into 2D contours and keypoints obtained via state-of-the-art neural networks. Then
we refine the results in one go by taking smoothness and physical constraints into
consideration. We obtain reasonable results for ten everyday objects, like a suitcase
and an umbrella, and gathered a novel 3D body and object interaction dataset with
RGB footage.
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• Lastly, we address the problem of practical and real-time body pose estimation
from lightweight hardware devices. We show that it is feasible to obtain decent
body tracking results from as few as six sparse IMUs at an interactive rate. Our
method is the first to directly do regression on 3D joint rotations in an inpainting
way. We proved that a model trained on a synthetic dataset generalizes well on
unseen real data in our setting. We also tried estimating what the subject is doing
from a single wrist-worn smartwatch. Our simple yet effective method achieves
an average accuracy of around 80% for Human Activity Recognition (HAR). We
hope our study can also stimulate more thinking about the privacy issues related to
the intelligent devices common in daily life nowadays.

1.6 Thesis Organization

The thesis is structured as follows.

– Chapter 1. Introduction: A rough overview of the problem to target, existing
solutions, pros and cons of these methods, and the contributions made in this
thesis.

– Chapter 2. Foundations: Description of the main mathematical, software,
and hardware tools used in all works presented in this thesis, including the
statistical 3D generative body models, differentiable renderers, shape and
pose priors learned from data, and IMUs.

– Chapter 3. Related Work: Summary of previously published works that are
related to the works presented in this thesis. Through this discussion, the
works here are positioned in the global picture.

– Chapter 4. Multi-view SMPLify: An algorithm to jointly estimate the shape
and pose of the subject over time from multiple spatially and temporally cal-
ibrated RGB cameras. A generative 3D body model like SMPL is assumed.
This method works in two consecutive stages: frame-wise shape and pose es-
timation and joint whole-sequence refinement of the motion across time. In
the end, one accurate, personalized body mesh and temporally stable motion
represented as meshes are obtained. The output meshes are animation-ready
and directly usable for many applications. This chapter is based on the work
of Huang et al. (2017).

– Chapter 5. Joint Human and Object Tracking: An endeavour to extend
body-only MoCap with the ability to track rigid objects the subject interacts
with. The pre-defined rigid objects are scanned first to obtain their geome-
tries represented as meshes. The subject and the object are firstly tracked
separately by fitting the articulated body model, and the rigid object meshes
into 2D measurements. Then the interaction and contact constraints between
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these two are considered together in an integrated optimization. This chapter
is based on the work of Huang et al. (2022).

– Chapter 6. Real-time MoCap from Sparse IMUs: Presented in this chapter
is the first system to do whole-body motion capture from only six IMUs. In
comparison, mainstream IMUs-based MoCap suits require 17 or more IMUs.
This system is based on LSTM and runs in real-time. Tracking performance
is on par with, or even better than, optimization-based alternative algorithms
on standard benchmarks. The idea of firstly training the model on large-scale
synthetic data and then fine-tuning it on real data is presented and proven
effective in this work. A pipeline to turn archival MoCap marker data into
synthetic IMU readings paired with SMPL ground truth poses is introduced.
This chapter is based on the work of Huang et al. (2018).

– Chapter 7. Activity Estimation from One Smartwatch: In this chapter,
Human Activity Recognition from one smartwatch is described. The main
motivation is to investigate what useful information about humans can be
obtained from minimal electronic equipment. It is shown that the everyday
activity the subject is doing can be accurately inferred from a single IMU
inside a consumer-level smartwatch. This finding also reveals the real danger
of getting one’s privacy (like what he/she tends to do at a specific time) leaked
via smart devices that are usually reckoned to be safe. The work presented in
this chapter has not been published.

– Chapter 8. Conclusion and Future Work: At the end is an overall summary
of the whole thesis, followed by discussions about possible future work along
the direction of MoCap.
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Chapter 2

Foundations
In this chapter, we review the major supporting technologies used in this thesis. The
core to the work done in this thesis includes a sophisticated generative 3D Human Body
Model (SMPL Loper et al. (2015) and SMPL-X Pavlakos et al. (2019a)) that serves
as the output, an approximately auto-differentiable renderer (OpenDR Loper and Black
(2014)) that enables the analysis-by-thesis framework, a method (MoSh Loper et al.
(2014)) to turn archival optical marker data into compatible SMPL format, advanced
methods to extract semantic information about humans from images, and the effective
Deep Learning methods that make learning from large datasets possible.

2.1 SMPL Model and its Variants
SMPL Loper et al. (2015) is a parametric model of 3D human body shape and pose that
takes 72-d pose, and 10-d or higher dimensional shape, parameters, θ and β respectively,
and returns a mesh with N = 6890 vertices. Shape and pose deformations are applied to
a base template, Tµ , that corresponds to the mean shape of training 3D scans. Mathemat-
ically the mapping from the parameters to the final body surface vertices is represented
as:

M(β ,θ) =W (T (β ,θ),J(β ),θ ,W) (2.1)
T (β ,θ) = Tµ +Bs(β )+Bp(θ), (2.2)

where W is a linear blend-skinning (LBS) function applied to the template mesh in
the rest pose, to which pose- and shape-dependent deformations, Bp(θ) and Bs(θ), are
added. The resulting mesh is then posed using LBS with rotations about the joints, J(β ),
which depend on body shape. The shape-dependent deformations model subject iden-
tity while the pose-dependent ones correct LBS artifacts and capture deformations of the
body with pose. The whole pipeline of SMPL animation for a specific pose is shown in
Figure 2.1.

SMPL has many advantages over the predecessor SCAPE Anguelov et al. (2005).
Firstly SMPL is conceptually much simpler to understand, totally linear, and can be com-
puted in real-time. It is also compatible with existing graphics engines. These features
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(a) Template shape (b) + shape-blend-shape (c) + pose-blend-shape (d) Final animated mesh

Figure 2.1: Illustration of how SMPL works. Starting with the mean body shape in
canonical T-pose, firstly the shape variation due to different identities (named shape-
blend-shape), are added, then the shape variation due to different poses are added (called
pose-blend-shape), finally the animated mesh is obtained via LBS.

make it the first choice for 3D human-related applications. Secondly, SMPL connects
body joints with surface vertices in a linear, thus differentiable way. This design permits
estimating 3D body shape and pose from sparse joint estimates, as evidenced in SM-
PLify Bogo et al. (2016b). Thirdly SMPL is learned from a much larger dataset via the
state-of-the-art Co-registration framework Hirshberg et al. (2012). During training, the
SMPL model and scan registrations are updated iteratively. In the end, a better model
can be expected.

SMPL is intrinsically limited in representing the face and hands, the relatively small
and independent subparts of the human body, because it is a model initially designed
for the whole body. To address this issue FLAME Li et al. (2017) and MANO Romero
et al. (2017) are proposed. To be compatible with SMPL, FLAME and MANO share
the same design philosophy as SMPL: mean shape template serving as the starting point
for 3D surface, PCA components representing shape variation in canonical pose, and
pose-blend-shapes attenuating variation artifacts caused by LBS. The combination of all
these three individual components results in a complete and fully functional model called
SMPL-X Pavlakos et al. (2019a). More recent versions enforce sparsity constraint for
the blending weights Osman et al. (2020) and also add foot joints Osman et al. (2022).

2.2 MoSh and OpenDR
Having been the de-facto industrial standard for quite a long time, optical marker-based
MoCap like Vicon has produced a large amount of data distributed at different places.
Though covering diverse types of natural human motion, these archival data can be dra-
matically different in the number of optical markers and the placement positions, thus
not directly usable for machine learning algorithms. MoSh Loper et al. (2014) is the
method that can convert all these data into the same format. MoSh works by deforming
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the generative human body model to match the measurements of optical markers. It sup-
ports any number of optical markers and the sliding of markers. It can not only recover
accurate body shape and pose, but also yields realistic soft tissue deformations. One ap-
plication of MoSh is the popular AMASS Mahmood et al. (2019) dataset, which consists
of a lot publicly available datasets that are processed by MoSh. AMASS is currently the
largest 3D human dataset that is in SMPL-X format. It can be used for learning human
pose priors like VPoser Pavlakos et al. (2019a) or human motion models.

A renderer is an algorithm that turns the 3D representation of objects or scenes into
2D images. In some sense, Computer Vision can be treated as “inverse graphics” Baum-
gart (1974), where the input are 2D measurements, and the output is the corresponding
3D counterparts of interest. OpenDR Loper and Black (2014) is the first practical auto-
differentiable renderer that enables easy-to-use 3D body shape and pose estimation from
2D image data. OpenDR is based on Chumpy 1 and OpenGL 2. It supports optimization
of vertices, texture, and lighting. Later there are various follow-up works Kato et al.
(2018); Genova et al. (2018); Liu et al. (2019); Ravi et al. (2020) implemented in Ten-
sorflow Abadi et al. (2016b) and PyTorch Paszke et al. (2019) to better integrate with
Deep Learning models.

2.3 2D Keypoints and Silhouettes

For most Machine Learning algorithms, the loss function is one critical component. In
the framework of analysis-by-synthesis, it encodes the metric of how well the synthesis
matches the measurement and the quality of reconstructions. In work presented in this
thesis we mainly consider four types of information about humans: the 2D keypoints, the
body contour, limb orientation and acceleration, and 3D point clouds. Of them, the 2D
keypoints and silhouettes are extracted from RGB videos via Deep Learning algorithms.

Arguably the most popular 2D body keypoint localization algorithm is OpenPose Cao
et al. (2019), though there are other great alternatives like AlphaPose Fang et al. (2017);
Li et al. (2018); Xiu et al. (2018). Initially implemented in Caffe Jia et al. (2014), Open-
Pose supports the detection of whole body key landmarks, including those of the face
and hands Simon et al. (2017). Given one RGB image containing human bodies, Open-
Pose yields the 2D location prediction of the major body keypoints and the prediction
confidence. The confidence value can be naturally used as the weighting in the loss
terms.

For the human segmentation method, we initially adopted the same one used in Unite-
the-People Lassner et al. (2017a), then we switched to the more recent DeepLab imple-
mentation Chen et al. (2017b). We empirically found that these methods work well for
most cases. Imperfect predictions only happen when the background is cluttered or vi-

1https://github.com/mattloper/chumpy
2https://www.opengl.org/
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sually hard to distinguish from the subject. We also tried Mask-RCNN He et al. (2017)
and mainly used it for object segmentation and detection.

2.4 Priors for Pose and Motion
This thesis focuses on the recovery of whole-body pose and motion from different data
modalities that provide partial and incomplete information. This problem is intrinsically
ill-posed since countless possible solutions can generate the same 2D input. So to en-
courage the prediction to be natural and human-like, we need to apply priors to body
shape and pose. This section discusses various priors for body pose since the plausible
pose space is large and harder to model.

The most intuitive way to model a pose prior is via Gaussian Mixture Models (GMM)
on the axis-angle representation of body pose as used in SMPLify Bogo et al. (2016b).
The pose-conditioned joint limit prior is also explored in Akhter and Black (2015) How-
ever, GMM presumes that the space to model can be well approximated by a linear
combination of Gaussian distributions, which might be a too strong assumption for nat-
ural body pose. Lately, many different priors are proposed to address this issue, like
the discriminative prior used in HMR Kanazawa et al. (2018b), VPoser in SMPLify-X
Pavlakos et al. (2019a), and Normalizing flows Zanfir et al. (2020); Biggs et al. (2020).

The next is to model natural human motion over a sequence. There has been many
works focusing on predicting human motion in the future from past observations Ghosh
et al. (2017); Aksan et al. (2019); Martinez et al. (2017); Barsoum et al. (2018); Aksan
et al. (2019). The sequential discriminator proposed in VIBE Kocabas et al. (2020) suits
this purpose quite well. In contrast to these data-driven models, the Discrete Cosine
Transform Jain (1989) analytically provides a set of basis vectors representing cyclic
motion from low frequency to high frequency. This feature of DCT has been successfully
applied to model various natural events in Akhter et al. (2010).

2.5 Inertial Measurement Units
Inertial Measurement Units (IMUs) are electronic sensors that can measure the orienta-
tion and acceleration of the object they are attached to. IMUs fit perfectly the problem
of MoCap since they are not affected by occlusion, are lightweight to carry, and directly
give information closely related to body pose. There are even commercial solutions
Roetenberg et al. (2009) for MoCap which purely rely on IMUs.

A fully functional IMU-based MoCap system needs 17 IMUs to cover all major human
body joints that are free to move. The configuration adopted in XSens is shown in Figure
2.2. Please note that by default, the IMU measurements are relative to the inertial frame,
while for various human body models, the local frame of each joint is defined relative to
its direct parent in the kinematic tree. So a step of calibration is required before the data
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Figure 2.2: The placement of 17 IMUs in the XSens MoCap suit.

capture. We will talk more about the calibration procedure later.

2.6 Dataset
Depending on how the data is captured, datasets in the field of (marker-less) Motion
Capture can be roughly divided into the ones captured inside or laboratory environments
(indoor) or the ones captured in the wild. One difficulty in constructing benchmarks in
this field is that the acquisition of 3D ground-truth is far from trivial.

HumanEva Sigal et al. (2010) and Human3.6M Ionescu et al. (2013) are the standard
benchmarks to train, test and compare different algorithms. They are both captured inside
laboratory environments, with optical markers placed on the subjects for ground-truth 3D
pose construction. HumanEva is relatively small, containing four subjects performing six
different motions in 56 sequences. Human3.6M is larger, with 11 subjects performing
15 types of activities in around 3 million frames. Both datasets provide multi-view RGB
images and the corresponding 3D ground-truth skeletons.

TNT15 Von Marcard et al. (2016) and TotalCapture Trumble et al. (2017) are another
two indoor datasets that also contain IMU measurements. The ground-truth 3D pose
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of TNT15 is obtained from 10 IMUs, while for TotalCapture, the ground-truth is pro-
vided by the Vicon system. The first large-scale and in-the-wild dataset titled 3DPW is
proposed in von Marcard et al. (2018b). There the image data together with IMU mea-
surements are jointly utilized to fit the 3D body model SMPL. Unlike previous methods
that ignore the possible sliding issue of the IMU measurements, the algorithm proposed
in von Marcard et al. (2018b) propose to tackle this problem by explicitly estimating the
measurement gap. It is shown in the paper that the reconstruction error is around 26mm,
which is accurate enough to serve as a benchmark.

Still, in general it is quite hard to gather high-quality in the wild data for 3D body
pose estimation. In contrast, researchers have also proposed to generate synthetic 2D
measurements from 3D body meshes. The representative work includes Deep3DPose
Chen et al. (2016) and SURREAL Varol et al. (2017). The pros and cons of these meth-
ods complement the ones discussed before: the 3D ground truth is exact while the 2D
rendering might not be so realistic.
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Related Work

3.1 Optimization-Based Methods from Cameras

Marker-less MoCap methods are becoming more and more popular for their wide appli-
cation scenarios and easy setup. Most previous works focus on one aspect of the two
closely related problems: markerless 3D human body shape and pose estimation. Some
of these target 3D pose estimation (Amin et al., 2013; Deutscher and Reid, 2005; Du
et al., 2016; Gall et al., 2010; Ramakrishna et al., 2012; Sigal et al., 2012; Yao et al.,
2011). They formulate it as a discriminative problem, directly inferring 3D pose from
2D image features, assuming no explicit human body model. Amin et al. (Amin et al.,
2013) extend single-view based pictorial structures to multi-view cases, jointly infer the
2D joint location of all views, then use linear-triangulation to obtain the 3D joints. Yao et
al. (Yao et al., 2011) propose a stochastic gradient-based method for a Gaussian Process
Latent Variable Model (GPLVM), which shows good optimization properties. Uncer-
tainty over estimated 2D image features has also been considered. Zhou et al. (Zhou
et al., 2016) introduce a sparsity prior over human pose and jointly handle the pose and
2D location uncertainty, while Kazemi et al. (Kazemi et al., 2013) address the body part
correspondence problem by optimizing latent variables. Similar ideas are proposed by
Simo-Serra et al. (Simo-Serra et al., 2013), in which they also estimate 2D and 3D pose
at the same time. Twin Gaussian processes (Bo and Sminchisescu, 2010) have also been
used on this problem. Recently deep learning methods achieved the most accurate pose
estimation results (Du et al., 2016; Moreno-Noguer, 2016; Popa et al., 2017; Tekin et al.,
2015; Trumble et al., 2016). To address their need for a massive amount of training data,
Yasin et al. (Yasin et al., 2016) propose a dual-source approach. Pavlakos et al. (Pavlakos
et al., 2017a) directly regress 3D pose from RGB image via CNNs in a coarse-to-fine
manner.

The second primary set of approaches use an explicit intermediate human body repre-
sentation, which effectively assists pose estimation but often lacks realism (Belagiannis
et al., 2014; Deutscher et al., 2000; Sigal et al., 2012; Stoll et al., 2011). Common human
body representations include the Articulated Human Body Model (Deutscher and Reid,
2005), 3D Pictorial Structures (Belagiannis et al., 2014; Sigal et al., 2012), the sum-of-
Gaussians model (Rhodin et al., 2015; Stoll et al., 2011), and the Triangulated Mesh
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Model (Sigal et al., 2007). These models are usually utilized to represent the structure of
the human body, thus facilitating the inference of pose parameters. Sometimes the body
mesh is also considered, but in an abstract or coarse way, without considering the shape
details.

Estimating both the pose and surface mesh usually requires complex global optimiza-
tion (Gall et al., 2010, 2009). Often the silhouette of the body is assumed to be known
(Bălan and Black, 2008) and manual initialization or a pre-scanned surface mesh is re-
quired (Ahmed et al., 2005; Ballan and Cortelazzo, 2008; De Aguiar et al., 2008; Hasler
et al., 2010; Ilic and Fua, 2006; Jain et al., 2010; Plankers and Fua, 2003; Starck and
Hilton, 2003; Wu et al., 2012; Vlasic et al., 2008). Balan et al. (Balan et al., 2007) ad-
dress this problem by fitting a SCAPE body model (Anguelov et al., 2005) to multi-view
silhouettes. Their initialization method is complex, and they do not integrate informa-
tion over time. Another very recent work, concurrent with ours, is the one proposed in
(Pavlakos et al., 2017b). They also use CNNs to detect 2D joints, then fit a 3D pictorial
structures model to the detections. Their method only returns 3D joints as output, while
ours estimates body shape and pose together. The method proposed in (Mehta et al.,
2017b) simultaneously regresses 2D and 3D joints from monocular video via one CNN,
then fits a skeleton model to the 3D joint estimations, achieving real-time performance.
The recent series of work Habermann et al. (2019, 2021b, 2020) make it possible to accu-
rately reconstruct personalized 3D body surfaces from monocular or multi-view videos
in real-time, including even highly detailed and intricate cloth deformations.

The most similar recent work addresses the fully automatic estimation of 3D pose and
shape from monocular images (Bogo et al., 2016b; Xu et al., 2018b; Shimada et al., 2022;
Rempe et al., 2021; Yi et al., 2022), and multi-views videos (Rhodin et al., 2016b; Zhang
et al., 2021b; Zheng et al., 2021; Zhang et al., 2020b). The SMPLify algorithm proposed
by Bogo et al. (Bogo et al., 2016b) makes it possible to simultaneously obtain a 3D pose
and convincing body shape from a single image without requiring any user intervention
and without assuming background extraction or complex optimization techniques. Based
on the state-of-the-art 3D human body model, SMPL (Loper et al., 2015), they infer the
human shape and pose parameters by fitting the projection of 3D SMPL joints to 2D
joints estimated via a 2D joint detector like DeepCut or CPM (Pishchulin et al., 2016;
Wei et al., 2016). Ambiguity issues are handled by applying priors learned from the
large-scale public CMU dataset (cmu, 2000), which is vital for their method to yield valid
results. Rhodin et al. (Rhodin et al., 2016b) propose a method that works on multi-view
videos. Built upon a sum-of-Gaussian shape model (Rhodin et al., 2015; Stoll et al.,
2011), their algorithm first initializes the pose of each Gaussian blob, then refines the
pose and shape of each blob via the body contour approximation with image gradients.
As in Bogo et al. (Bogo et al., 2016b), they use deep learning to estimate 2D joints to
get rough joint locations in each view. They enforce temporal coherence by penalizing
acceleration between frames.
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3.2 Optimization-Based Sensor Fusion Methods
Inertial trackers Commercial inertial tracking solutions (Roetenberg et al., 2007) use
17 IMUs equipped with 3D accelerometers, gyroscopes and magnetometers, fused to-
gether using a Kalman Filter. Assuming the measurements are noise-free and contain
no drift, the 17 IMU orientations completely define the full pose of the subject (using
standard skeletal models). However, 17 IMUs are very intrusive for the subject, long
setup times are required, and errors such as placing a sensor on the wrong limb are com-
mon. To compensate for IMU drift, the pioneering work proposed in (Vlasic et al., 2007)
uses a custom system with 18 boards equipped with acoustic distance sensors and IMUs.
However, the system is also very intrusive and difficult to reproduce.

Video-inertial trackers Sparse IMUs have also been combined with video input (Pons-
Moll et al., 2010, 2011; von Marcard et al., 2016; Malleson et al., 2017), or with sparse
optical markers (Andrews et al., 2016) to constrain the problem. Similarly, sparse IMUs
have been combined with a depth camera (Helten et al., 2013); IMUs are only used to
query similar poses in a database, which constrain the depth-based body tracker. While
powerful, hybrid approaches that use video suffer from the same drawbacks as pure
camera-based methods, including occlusions and restricted recording volumes. Recent
work uses a single moving camera and IMUs to estimate the 3D pose of multiple people
in natural scenes (von Marcard et al., 2018a), but the approach requires a camera that
follows the subjects around.

Optimization from sparse IMUs Von Marcard et al. (Von Marcard et al., 2017) com-
pute accurate 3D poses using only 6 IMUs. They take a generative approach and place
synthetic IMUs on the SMPL body model (Loper et al., 2015). They solve for the
sequence of SMPL poses that produce synthetic IMU measurements that best match
the observed sequence of real measurements by optimizing over the entire sequence.
Like (Von Marcard et al., 2017) we also use 6 IMUs to recover full-body pose, and we
also leverage SMPL. However, our approach is conceptually very different: instead of
relying on computationally expensive offline optimization, we learn a direct mapping
from sensor data to the full pose of SMPL, resulting in real-time performance and good
accuracy despite using only 6 IMUs.

3.3 Learning-Based Methods
Sparse accelerometers and markers An alternative to sensor fusion and optimization
is to learn the mapping from sensors to full body pose. The human pose is reconstructed
from 5 accelerometers by retrieving pre-recorded poses with similar accelerations from a
database (Slyper and Hodgins, 2008; Tautges et al., 2011). The mapping from accelera-
tion alone to the position is, however, very difficult to learn, and the signals are typically
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very noisy. A somewhat easier problem is to predict a full 3D pose from a sparse set
of markers (Chai and Hodgins, 2005); here, online local PCA models are built from the
sparse marker locations to query a database of human poses. Good results are obtained
since 5-10 marker positions constrain the pose significantly; furthermore, the mapping
from 3D locations to pose is more direct than from accelerations. This approach requires
a multi-camera studio to capture reflective markers.

Motion sensors Alternatively, position and orientation can be obtained from motion
sensors based on inertial-ultrasonic technology. Full pose can be regressed from 6 such
sensors (Liu et al., 2011), which provide global orientation and position. While global
position sensors greatly simplify the inverse problem since measurements are always
relative to a static base station; consequently, capture is restricted to a pre-determined
recording volume. Furthermore, such sensors rely on a hybrid inertial-ultrasonic tech-
nology, which is mostly used for specialized military applications.1 Our method uses
only commercially available IMUs —providing orientation and acceleration but no po-
sition, and does not require a fixed base-station.

Sparse IMUs Learning methods using sparse IMUs as input have also been proposed
(Schwarz et al., 2009), where full pose is regressed using Gaussian Processes. The mod-
els are trained on specific movements of individual users for each activity of interest,
which greatly limits their applicability. Furthermore, Gaussian Processes scale poorly
with the number of training samples. Generalization to new subjects and un-constrained
motion patterns is not demonstrated.

Locomotion and gait IMUs are often used for gait analysis and activity recognition,
recently combined with deep learning approaches (cf. (Wang et al., 2017), for exam-
ple, to extract gait parameters via a CNN for medical purposes (Hannink et al., 2016).
Prediction of locomotion has been shown using a single IMU (Mousas, 2017) using a
hierarchical Hidden Markov Model. Deep learning has been used to produce locomotion
of avatars that adapt to irregular terrain (Holden et al., 2017), or that avoid obstacles and
follow a trajectory (Peng et al., 2017). These approaches are suited to cyclic motion pat-
terns, where the cycle phase plays a central role.

In summary, existing learning methods either rely on global joint positions as input—
which requires external cameras or specialized technology—or are restricted to pre-
defined motion patterns. Thus it is desired to have an algorithm that is based on learning,
thus have the potential of running in real-time, while at the same time requiring as less
hardware devices as possible.

1http://www.intersense.com/pages/20/14
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3.4 Human-Object/Scene Interaction

There has been a lot of work targeting modeling or analyzing human and object inter-
actions (Yao and Fei-Fei, 2010; Oikonomidis et al., 2011; Tzionas et al., 2016; Hampali
et al., 2020; Hasson et al., 2019; Karunratanakul et al., 2020). A detailed discussion of
these methods is out of the scope of this work. Here in this work, we focus on modeling
and analyzing human-object interaction in 3D space. Previous works like HONNotate
(Hampali et al., 2020) only focus on hand and object motion, ignoring the strong rela-
tion between body motion, hand motion, and object motion. Unlike these approaches,
we propose to jointly track the body and object together and estimate a reasonable hand
pose whenever possible.

Motivated by the observation that natural human motions always happen inside 3D
scenes, researchers have proposed to jointly model human motions, and the surrounding
environments (Hassan et al., 2019; Savva et al., 2016; Cao et al., 2020). In PROX, the
contact between humans and scenes is explicitly used to resolve the ambiguity problem in
pose estimation. The avoidance of human-scene penetration is also enforced in the model
fitting. People also try to infer the most plausible position and pose of the humans given
the 3D scenes (Li et al., 2019). The prediction of long-term motion conditioned on the
3D scenes is also explored. Unlike these methods going from 3D scenes to human pose
and motion, PiGraph (Savva et al., 2016) learns the most common interaction pattern
between humans and scenes.

3.5 HAR from IMUs

IMU-based Human Activity Recognition (HAR) has attracted much attention for its ap-
pealing features of being highly flexible, lightweight, and capable of working for a long
time, thus very suitable for health-care and clinical applications (Attal et al., 2015; Bao
and Intille, 2004; Jordao et al., 2018; Bulling et al., 2014; Aggarwal and Ryoo, 2011;
Bachlin et al., 2009; Chen et al., 2006; Lester et al., 2006). Usually, it is formulated
as a classification task, with the IMU readings as input and the corresponding activity
labels as output. Most of the previous works assume a fixed and monotonous scenario.
Correspondingly the activities of consideration are limited in diversity. Depending on
the specific experimental setting, the ground-truth label of the motion can either be gen-
erated readily when the dataset is constructed or manually labeled in a separate stage
later on. The places that have been heavily considered include kitchens, factories, hos-
pitals, working offices, and the corresponding activities are site-specific such as Open
door (Chavarriaga et al., 2013), Eat (Amft et al., 2005), Run (Reiss and Stricker, 2012)
and Pick order (Grzeszick et al., 2017), or even smoking (Añazco et al., 2018). Please
note that these works usually assume that more than one industrial IMUs are available
(Maurer et al., 2006). The typical number ranges from 3 to 12. The IMUs are placed on
the actor’s different body parts, hoping to infer as much motion information as possible.
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Figure 3.1: Typical IMU placement and activity categories chosen for IMUs-based HAR
borrowed from (Bulling et al., 2014). Note that multiple (3 here) commercial IMUs are
strapped at different body parts, and all the activities to classify tend to happen inside a
kitchen, thus not so representative of the normal human activities. Instead, our system
assumes only one IMU-equipped smartwatch and considers 15 common daily activities
for different scenarios.
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One representative setup is illustrated in Figure 3.1.
Many kinds of methodologies have been applied to this problem. The most com-

monly adopted Machine Learning algorithms used to be K-Nearest Neighbors (KNN),
Hidden Markov Models (HMM) (Ordonez et al., 2014; Blanke and Schiele, 2009) and
Random Forests (RF) (Bonomi et al., 2009). Usually, these algorithms work on carefully
hand-crafted features extracted from the raw input signals via a pre-processing stage. As
normally done in other signal processing areas, another common practice is turning the
signal into a frequency representation through the Fast Fourier Transformation (FFT),
then combining the FFT output and raw signals. This hybrid data organization tends to
yield superior performance for the complementary nature of the temporal domain and
frequency domain. These staged systems enjoy clear structures, great interpretability,
and stable performance. Contrary to these classic methods, nowadays, more and more
people are turning to Deep Learning (Yao et al., 2018), inspired by its huge success
in Computer Vision (LeCun et al., 2015). These Deep Learning models (Rippel et al.,
2015) try to learn the mapping from raw signal inputs to the corresponding class labels
in an end-to-end way. No other manual labor is required except the design of network
structure and fine-tuning of hyper-parameters like learning rate. For these systems, it is
generally hard to tell which part is responsible for feature extraction and which part is
handling classification since the whole system is seamlessly coupled together. Convo-
lutional Neural Networks (Moya Rueda et al., 2018; Zeng et al., 2014; Ronao and Cho,
2015; Yang et al., 2015; Hammerla et al., 2016), Long-Short Term Memory (LSTM)
(Valarezo et al., 2017; Chen et al., 2017a; Baldominos et al., 2018; Ordóñez and Roggen,
2016) are among the variants that receive the most attention. Other kinds of wearable
sensors have also been integrated in IMUs-based systems for better performance like air-
pressure modules (Yang et al., 2018), and mobile phones (Bayat et al., 2014; Ronao and
Cho, 2015; Ravi et al., 2016). Rather than focusing on whole-body motions, some works
address hand activity or arm activity (Amft et al., 2005).

Though promising, these systems mentioned above, where multiple commercial IMUs
are involved, suffer from the disadvantages of being expensive and relatively intrusive,
thus not so practical in real life. On the other hand, nowadays, IMU-equipped mobile
phones and smartwatches are becoming increasingly ubiquitous and user-friendly. Be-
sides their typical functionalities like texting and making a phone call, these devices also
provide a well-supported software development environment, permitting customized in-
telligent APPs. Some researchers have proposed to do HAR via mobile phones and/or
smartwatches (Yang et al., 2018; Laput and Harrison, 2019; Bayat et al., 2014), to truly
make the HAR system practical in daily life and full time. Our system only needs a
normal Appple smartwatch for information extraction. We develop a WatchOS APP that
runs on the smartwatch and keeps checking the IMU measurement. The interface of the
APP is displayed in Figure 7.1.

Most closely related to our work is the one recently published in (Laput and Harrison,
2019). Similar to our settings, they also propose to do automatic HAR from one single
wrist-worn smartwatch. They gather a large-scale manually labeled IMU dataset, then
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train a Neural Network to do classification. But their work mainly focuses on fine-
grained hand activities rather than whole-body motions, the core of our study. Also, they
record each hand activity instance individually, without considering and modeling the
temporal context of natural motions, while in our study, we try to capture and address the
natural, continuous, and realistic motions. We see this work as the natural enhancement
and expansion of the state-of-the-art. We believe our experimental setting is closer to
reality, and we further demonstrate the importance of direct temporal modeling at the
algorithmic level.

3.6 Privacy Issues with Smart Devices
Our study is also motivated by the privacy and security issues the whole society faces in
the era of mobile and intelligent computing. There is a long history of the public worry-
ing about what side effects new technologies can bring to us (Agre and Rotenberg, 1998;
Rowe, 2014; Krishnan, 2016; Ford, 2015). Nowadays, with the enormous popularity of
AI and DL, quite a considerable portion of this turns into concern about the violation of
personal privacy and abuse of personal data (Abadi et al., 2016a; Barrat, 2013; Papernot
et al., 2016; Agarwal et al., 2019). The threats are mainly two-fold: generally, AI or
ML models consume a large quantity of real data to learn the underlying patterns, and
it is not so easy for people to keep track of whether their personal information has been
gathered for this kind of purposes. The unprecedented realism shown in facial or human
images generated via GANs (Nagano et al., 2018; Thies et al., 2016; Chan et al., 2018;
Kim et al., 2018) illustrates how potentially vulnerable everyone is to these technologies.

Accompanying the rise of intelligent algorithms and systems are the widespread us-
age and growing functionality of all kinds of intelligent personal devices, represented by
intelligent speakers, mobile phones, and smartwatches. They are cheap enough to be gen-
erally affordable and powerful enough to support everyday computing needs. Usually,
they are equipped with many kinds of gadgets such as IMUs, GPS sensors, and infrared
sensors. With the help of these sensors, they can provide many more services beyond
traditional ones like making a phone call and texting. Many of these applications are
driven by the equipped IMUs and concentrated on the clinical and health care sectors.
The everyday use cases are automatic step counting, heart rate monitoring, sleep time
tracking, and body stress estimation. Please note that almost all of these applications
mentioned above are based on heuristic rules, with little or no learning involved. The
measured or inferred information is generally fine-grained, lacking semantic meaning or
high-level intention. Take step counting as one example. A straightforward way is to set
a threshold for linear acceleration or angular rate. Anytime the detected IMU readings
are above this threshold, the counter of the steps increases by one. The threshold can be
adjusted for the specific user to make it more flexible.

There has been some work trying to infer human-level behavior understanding by us-
ing one single smartwatch or mobile phone. It has been proved that advanced machine
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learning techniques can achieve reasonable human activity recognition in specific sce-
narios. Our work goes one step further along this line of research. We carefully choose
15 everyday daily activities that happen in different places like the kitchen and supermar-
ket and record the human motions in an unconstrained and natural way. Our setting is
different from previous works where only one type of activity is recorded in each session
by design. Though data captured in that way is easy to label, we found the temporal co-
herence and transition patterns of human activities are totally lost. We empirically prove
that it is of vital value to encode these features in the modeling and inference stage.

By doing so, together with the previous work, we manifest the possible severe privacy
threats introduced by these smart devices. As human beings, what we say and what we
do largely reflect who we are. Many personal habits and preferences can be inferred
by knowing what activities the person is doing most of the time. Activities are closely
related to places. Thus it is also possible to decide where the target has been at a specific
time segment. More consideration and actions need to be paid to this issue to keep us
away from potential leakage and abuse of personal privacy information.
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Multi-view SMPLify

4.1 Introduction

The markerless capture of human motion (mocap) has been a long-term goal of the com-
munity. While there have been many proposed approaches and commercial ventures,
existing methods typically operate under restricted environments. Most commonly, such
methods exploit background “subtraction,” assuming a known and static background,
and the most accurate methods employ strong prior assumptions about the actor’s mo-
tion. In many cases, the best results on benchmarks like HumanEva (Sigal et al., 2010)
are obtained by training on the same motion by the same actor as is evaluated at test
time (Amin et al., 2013). Here we provide a solution for markerless mocap that is more
accurate than the current state of the art but is also less restrictive1.

There are four critical components to our approach. First, our approach exploits SMPL
(Loper et al., 2015), a realistic, low-dimensional, 3D parametric model of the human
body. Second, we use a Convolutional Neural Network (CNN) to compute putative 2D
joint locations in multiple camera images. We then fit the 3D parametric model to the
2D joints robustly. This extends the SMPLify approach for pose and shape estimation
(Bogo et al., 2016b) from a single image to multi-camera data.

Third, we go beyond SMPLify (Bogo et al., 2016b) to use a deep CNN to segment
people from images (Lassner et al., 2017b). This removes the need for a background
image and makes the approach more general. We fit our 3D body model to both the 2D
joints and the estimated silhouettes and show that the silhouettes significantly improve
the accuracy and realism of the mocap.

Since 2D joints estimated by CNNs sometimes confuse left and right parts of the body,
the image evidence alone is not enough for a reliable 3D solution. Consequently, we
exploit temporal information to resolve such errors. This leads to the fourth component
in which we exploit a generic temporal prior based on the insight that human motions
can be captured by a low-dimensional Discrete Cosine Transform (DCT) basis (Akhter
et al., 2012). We implement this DCT temporal term robustly and show that it improves
performance yet requires no training data.

1This chapter is based on the work of Huang et al. (2017).
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Figure 4.1: Given multi-view videos, our method can not only yield more accurate 3D
pose estimation results, but also more realistic and natural meshes than the state of the
art. The entire process is fully automatic. From up to bottom: example input frames;
meshes returned by (Rhodin et al., 2016b); meshes generated by our method.
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(a) Estimated 2D joints (b) Segmented silhouette

Figure 4.2: Automatically estimated 2D joint locations using DeepCut (Pishchulin et al.,
2016) and the silhouette estimated via (Lassner et al., 2017b); here shown on the Hu-
manEva dataset (Sigal et al., 2010).

We call the method MuVS (Multi-View SMPLify) and evaluate it quantitatively on
HumanEva (Sigal et al., 2010) and Human3.6M (Ionescu et al., 2014a). We find that
MuVS gives an error comparable with any published result and more realistic meshes
(see Figure 4.1), while having fewer restrictions. We evaluate the method with an abla-
tion study on HumanEva to determine which design decisions are most important.

Additionally, our approach also works in the monocular camera setting. We find
that the temporal coherence term enables reasonable reconstruction of the pose from
a monocular video even with a moving camera, complex background, and challenging
motions. We evaluate this quantitatively on HumanEva (Sigal et al., 2010) and some
challenging dancing video sequences from Youtube. The software is available for re-
search purposes at: https://github.com/YinghaoHuang91/MuVS.

4.2 2D Joints and Contour Segmentation

Our method takes as input a set of 2D body joints and segmentation of the body from
the background. For a direct quantitative comparison with SMPLify on standard test
datasets, we use the same CNN-based joint estimator, DeepCut (Pishchulin et al., 2016).
For more complex videos from the Internet, we use the real-time version of the CPM
method (Cao et al., 2017) since we find it is more reliable than DeepCut. We also use a
CNN trained to estimate human segmentations (Lassner et al., 2017b). Both of these are
fully automatic and computed by CNNs (Pishchulin et al., 2016; Wei et al., 2016) trained
on generic databases, which do not overlap with any of our test data. Illustrative joint
estimation and human body segmentation results are shown in Figure 4.2.
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4.3 Multi-view SMPLify

Here we first extend SMPLify to multiple camera views, then further adapt it to support
temporal frames. Given the 2D joints and silhouettes for all the input frames for each
camera view, we estimate the 3D pose for each time instant. We then combine informa-
tion from all the views to estimate a consistent 3D human shape over time. Consequently,
our algorithm is composed of two consecutive stages described in detail below.

In the first stage, a separate SMPL model is fit to all views independently at each time
instant. The extension of the public SMPLify code to multiple views is straightforward:
we estimate the shape and pose using information from all camera views. This gives
a fully automatic approach to multi-camera marker-less motion capture. In the case of
the original single-view SMPLify, the 3D pose and shape may be ambiguous given 2D
joints, and the method relied heavily on priors to prevent interpenetration. In contrast,
with as few as two views, many of these ambiguities go away. After that, the silhouette
is used to refine the estimated shape, which is then more faithful to the observed body.

In the second stage, we first estimate a consistent 3D shape across the entire sequence
by taking the median of all the shape parameters obtained in the first stage. The pose
parameters for each frame are initialized with their values from the first stage. We then
consider a set of consecutive frames together and regularize the motion in time. We do
this by minimizing the projected joint error while encouraging the trajectory of each 3D
joint to be well represented by a set of low-d DCT basis vectors (Akhter et al., 2012).
This temporal smoothing helps remove errors caused by inaccurate 2D joint estimates,
which may be noisy and contain errors. In particular, CNNs sometimes detect spurious
points or suffer from left/right ambiguity.

4.3.1 Stage One: Per-frame Fitting

As in SMPLify, we use SMPL as our underlying shape representation. SMPL is a state-
of-the-art statistical human body model (Loper et al., 2015), which is controlled by two
sets of parameters, one for body shape, the other for body pose. More formally, SMPL
is defined as M(β ,θ ;Φ), where β is a vector of shape parameters that are responsible
for the 3D body shape due to identity, and θ is a vector of pose parameters representing
body part rotations in a kinematic tree. The fixed parameters Φ are learned from a large
number of 3D body meshes. For the detailed meaning of all these parameters, we refer
the reader to (Loper et al., 2015).

We first estimate the shape and pose parameters of the SMPL model for each time in-
stant. Given the corresponding 2D joint estimates {J1

est ,J
2
est , . . . ,J

|V |
est } for all the different

views V , we formulate the energy function as the following:

EM(β ,θ) = EP(β ,θ)+
V

∑
v=1

EJ(β ,θ ;Kv,Jv
est) , (4.1)

34



4.3 Multi-view SMPLify

where Ep is the prior term, Kv are the camera parameters for view v, and EJ is the joint
fitting term (i.e. the data term). Note that here we remove the other priors used in SM-
PLify, because in multi-view cases, the solution is better constrained. EP is composed
of two terms: a shape prior Eβ and a pose prior Eθ . The pose prior is learned from the
CMU dataset (cmu, 2000), while the shape prior is learned from the SMPL body shape
training data.

EP(β ,θ) = λθ Eθ (θ)+λβ Eβ (β ). (4.2)

The joint fitting term is formulated as follows:

EJ(β ,θ ;Kv,Jv
est) =

∑
joint i

wiρσ1(ΠKv(Rθ (Ji(β )))− Jv
est,i) , (4.3)

where J(·) is the joint estimation function, which returns joint locations, R is the rotation
function, Π the projection function, and wi the confidence yielded by the 2D joint de-
tection CNN. Considering the inevitable detection noise and errors in the entire process,
instead of the standard squared error, we use a robust Geman-McClure Geman (1987)
error function, which is defined by:

ρσ (e) =
e2

σ2 + e2 , (4.4)

here e is the residual error, and σ is the robustness constant carefully chosen.

After obtaining the initial pose and shape estimation via fitting SMPL to 2D joints, we
further refine it by adding silhouette information. The fitting error between the contour
rendered from the SMPL model and the CNN-segmented one is defined as:

ES(β ,θ ;Kv,Uv) =

∑
x∈Ŝ(β ,θ)

l(x,Uv)
2 + ∑

x∈Uv

l(x, Ŝ(θ ,β )) , (4.5)

where l(x,S) denotes the absolute distance from a point x to a silhouette S; the distance
is zero when the point is inside S. The first term computes the distance from points
on the projected model Ŝ(β ,θ) to the estimated silhouette Uv for the v-th view, while
the second term computes the distance from points in the estimated silhouette Uv to the
model Ŝ(β ,θ). As in (Lassner et al., 2017b), an L1 distance metric is used in the second
term to make it more robust to noise, while the first term uses the common L2 distance.
Combined with the 2D joint fitting term, the final energy function is:

E1(β ,θ) = EM(β ,θ)+ ∑
v∈V

ES(β ,θ ;Kv,Uv) , (4.6)

We found faster convergence to better solutions was obtained using a hierarchical op-
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(a) (b) (c)

Figure 4.3: DCT based temporal prior helps alleviate the leg swap problem. a): Pose
detection with leg swap; b): MuVS without DCT prior; c): MuVS with DCT prior.

timization strategy: firstly fitting SMPL to 2D joints can yield a coarse estimation of
pose and shape parameters efficiently, then adding the silhouette fitting term can further
improve accuracy.

4.3.2 Stage Two: Temporal Fitting

One obvious shortcoming of the algorithm used in the first stage is that it does not take
into account the temporal relationship between consecutive frames, while in real life
human motions usually present consistency. Moreover, due to the lack of texture, occlu-
sion, similarity to the background and other noise, the joint estimator can be erroneous in
ambiguous cases. One of these errors is leg swap, which is demonstrated in Figure 4.3.
These errors can be difficult to correct automatically in single frame settings. By pro-
cessing several consecutive frames simultaneously, we can significantly alleviate these
errors.

To make our algorithm more efficient, we do not consider the silhouette in this stage
and only use 2D joints. The silhouette’s value resides in estimating the body shape in the
first stage. We study the effect of this choice in our ablation study. Using the obtained
median shape β̂ and pose parameters Θ from the first stage, we optimize the following
objective, which is composed of the 2D joint fitting term and low-dimensional DCT
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Walking Boxing Mean Median
Method S1 S2 S3 S1 S2 S3
MuVS2 59.22 66.81 88.60 79.51 78.68 88.34 76.86 79.10
MuVS2, S 54.35 56.06 80.95 70.27 72.01 79.01 68.78 71.14
MuVS2, S, T 50.14 56.11 79.55 68.96 71.73 78.45 67.49 70.35
MuVS2, S, T, H 39.28 45.81 64.63 55.12 56.49 57.09 53.07 55.81
MuVS3 52.50 62.76 82.51 72.86 73.10 80.42 70.69 72.98
MuVS3, S 47.21 52.72 75.04 64.88 68.39 71.98 63.37 66.64
MuVS3, S, T 43.11 53.37 73.56 64.00 67.94 71.44 62.23 65.97
MuVS3, S, T, H 35.51 44.22 61.30 49.67 53.89 51.37 49.33 50.52

Table 4.1: Ablation results on HumanEva. 3D joint errors in mm. Here, labels 2/3 mean
using the first 2/3 camera views; S means silhouette fitting term; T means temporal
fitting term; and H means adding the silhouette fitting term at the second stage. The
same notation is used in the rest of the paper.

reconstruction term B with corresponding coefficients C:

E2(Θ,C; β̂ ,N) =
N

∑
n=1

EM(β̂ ,θ n) + ∑
jointe

∑
d∈{X ,Y,Z}

λT ET (Ce,d,De,d; β̂ ,B,N), (4.7)

here Θ = {θ 1,θ 2, . . . ,θ N} is the set of pose parameters for the N frames, C are the
corresponding DCT coefficients, D is the collection of all 3D SMPL joints across these
frames, while De,d represents the vector constructed from d-coordinate of the e-th SMPL
joints, which is defined as:

De,d = [Rθ1(Jd(β̂ ))e,Rθ2(Jd(β̂ ))e, . . . ,RθN (Jd(β̂ ))e]

where e ∈ {1,2, . . . ,N} and d ∈ {X ,Y,Z}. We encourage the trajectory De,d across N
frames to be well approximated by a low-dimensional DCT basis B:

ET (c,d;β ,B,N) =
N

∑
j=1

ρσ2(d j− (Bc) j), (4.8)

where ρ is the same function introduced in Eq. (4.4). Note that the temporal smoothness
prior is formulated on the 3D SMPL joint locations.
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Walking Boxing Avg
Method S1 S2 S3 S1 S2 S3
MuVS2 18.9 19.4 20.7 19.2 13.6 20.0 18.6
MuVS2, S 14.6 9.6 16.6 15.1 8.5 15.8 13.4
MuVS2, S, T 14.1 9.3 15.9 15.0 7.4 15.1 12.8
MuVS2, S, T, H 12.6 5.7 6.9 12.0 5.4 7.8 8.4
MuVS3 17.6 18.6 20.6 17.2 12.3 19.4 17.6
MuVS3, S 13.5 9.1 16.0 14.3 7.9 15.8 12.8
MuVS3, S, T 13.1 8.6 15.3 14.1 5.9 14.9 12.0
MuVS3, S, T, H 12.0 5.5 6.4 11.3 5.8 7.8 8.1

Table 4.2: Shape estimation error on HumanEva. Error in mm.

4.3.3 Implementation Details

We implement our entire algorithm in Python. The two objective functions are optimized
using Powell’s dogleg method (Nocedal and Wright, 2006a), OpenDR (Loper and Black,
2014) and Chumpy (Chu, 2014). In the first stage, all the parameters to optimize are
initialized in the same way as (Bogo et al., 2016b). For the second stage, we choose
30 consecutive frames as a unit and use the first 10 DCT components to act as the basis
B. For four views with 500x500 images on a normal PC with 12GB RAM and four
cores, the first stage of our method usually takes around 70 seconds for each frame,
while each temporal unit in the second stage takes around 12 minutes. All the weights
are empirically chosen by running our method on the training dataset of HumanEva.

4.4 Evaluation

To evaluate the effectiveness of each stage of our method, we perform experiments on
two commonly used datasets, HumanEva (Sigal et al., 2010) and Human3.6M (Ionescu
et al., 2014a), and compared with state-of-the-art methods (Amin et al., 2013; Belagian-
nis et al., 2014; Elhayek et al., 2015; Pavlakos et al., 2017b; Rhodin et al., 2016b; Sigal
et al., 2012). Both datasets are collected in a controlled lab environment. HumanEva is
composed of four different subjects and six different motions, while Human3.6M collects
sequences from 11 subjects, each performing 15 different motions. To keep compatibil-
ity with SMPLify, we also use the first ten shape parameters in all the experiments and
fine-tune all the parameters on the training dataset of HumanEva.
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(a) Correct orientation error

(b) Better pose

Figure 4.4: MuVS works better than single-view SMPLify. Left column: results of SM-
PLify, right column: results of MuVS. The white contour represents the projected mesh.
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4.4.1 Ablation Study

To analyze the effect of different parts of our algorithm, firstly, we performed various
ablation experiments on HumanEva. The estimated 3D locations of joints are compared
with that of the ground-truth; unlike other work, no similarity transformation is used
unless stated. Error is reported in mm and the results are shown in Table 4.1. Note that
adding the silhouette term in the second stage yields better 3D pose estimation by a large
margin but at the cost of consuming much more running time. To make our algorithm
comparable with other methods in running time, we do not use the silhouette term in the
temporal fitting stage.

Effect of multi-view. Intuitively, multiple views can provide more information about
the underlying human body. We run our algorithm on HumanEva using different num-
bers of views to verify this. The result indicates that adding more views consistently
improves 3D pose estimation. As shown in Figure 4.4 using multiple views helps elimi-
nate incorrectly estimated orientation and improves pose estimation accuracy.

Effect of silhouette fitting. Then, we conducted experiments to validate the effective-
ness of the silhouette term in our method. Adding silhouettes consistently improves both
3D pose and shape estimation accuracy.

Effect of DCT-based temporal prior. Adding the DCT temporal smoothness term
also boosts overall performance. As expected, its effect diminishes when more views are
added since in this case quite good results can be obtained in the first stage.

Effect on shape estimation. To verify the effect of the aforementioned factors on
body shape estimation, we run our method on the validation motion sequences of Hu-
manEva, and compare the estimated meshes with those obtained by MoSh (Loper et al.,
2014). Prior work by Loper et al. (Loper et al., 2014) shows the generated reference
meshes are quite accurate. As evidenced in Table 4.2, adding silhouette information and
the DCT temporal prior consistently improves body shape estimation. With three views,
the average vertext-to-vertex distance is as low as 12 mm without the silhouette term and
around 8 mm with it.

4.4.2 Quantitative Comparison

HumanEva: We follow the standard practice of evaluating on the “Walking” and “Box-
ing” sequences of subjects 1, 2, and 3. As in SMPLify (Bogo et al., 2016b), the gender
of the subject is assumed known, and a gender-specific shape model is used for each
motion sequence. The result is shown in Table 4.3. Here General means the method
is trained on the training dataset of HumanEva, instead of separately training the model
for each specific subject, which is referred to Specific. For the General case, we use
the joint regressor distributed with SMPL to obtain 3D joints and directly compare these
with the ground truth joint locations. For the Specific case, we use the joint regressor
trained on HumanEva with MoSh, which is provided in SMPLify (Bogo et al., 2016b).
Then as in (Rhodin et al., 2016b), we compute the displacement between the estimated
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Figure 4.5: Monocular pose estimation results on videos downloaded from YouTube.

joint location and ground-truth in the first frame, then compensate for this difference in
the remaining frames.

In the General case, with only two views, our method is more accurate than all the
other methods using all three views. With three views, we obtain a significant improve-
ment relative to the second-best method (55.52 vs 63.25). Our method also achieves
the lowest error in the Specific case. Another advantage of our method over the state-
of-the-art is that we return a highly realistic body mesh together with skeleton joints.
Though the method proposed by Rhodin et al. (Rhodin et al., 2016b) also yields a
blob-based 3D mesh, we argue that the underlying SMPL model we use is more real-
istic. A qualitative comparison between our results and those of (Rhodin et al., 2016b)
are shown in Figure 4.1. For more results, please refer to our supplementary video at:
https://youtu.be/9iyszUxR0iw.

Human3.6M: To further validate the generality and usefulness of MuVS, we also eval-
uate it on Human3.6M (Ionescu et al., 2014a). Human3.6M is the largest public dataset
for pose estimation, composed of a wide range of motion types, some of them being very
challenging. We use the same parameters trained on HumanEva, then apply MuVS on all
the 4 views of subjects S9 and S11. We compare it with SMPLify (Bogo et al., 2016b)
and other state-of-the-art multi-view pose estimation methods (Pavlakos et al., 2017b).
The result is shown in Table 4.4. The multi-view version is significantly more accurate
than SMPLIfy and our 3D joint estimation accuracy is quite close to that of (Pavlakos
et al., 2017b), which is concurrent with our work. While they only focus on 3D joint es-
timation, we address 3D pose and shape estimation simultaneously. Our method returns
not only 3D joint estimates, but also a realistic body shape model that is faithful to the
subjects and which is ready for later modification and animation.
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Walking Boxing Avg
Method S1 S2 S3 S1 S2 S3
SMPLify(Bogo et al., 2016b) 73.3 59.0 99.4 82.1 79.2 87.2 79.9
MuVS1, S, Sim 51.3 48.2 80.9 68.4 80.7 88.7 69.7
MuVS1, S, T, Sim 51.2 48.1 81.6 61.5 78.3 82.6 67.2

Table 4.5: Comparison with SMPLify on monocular videos from HumanEva in mm.
Here Sim means using Procrustes analysis per frame, as with SMPLify.

Figure 4.6: Demonstration of generated meshes for a monocular motion sequence from
YouTube.
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4.5 Pose and Shape from Monocular Video
Though we focus on multi-view pose and shape estimation, our method can be applied
to monocular video sequences without extensive modifications while still being fully
automatic. Note manually initialized pose is required for the method in (Rhodin et al.,
2016b) to work on monocular data.

We compare our method with SMPLify on the first camera view of HumanEva, and the
result is shown in Table 4.5. Of course, given only a single video, it is hard to apply the
DCT constraint to depth, since we do not have any trustable evidence in that dimension.
Empirically, our method can still return quite promising results when the performer does
not move much in depth. For the videos where no camera information is provided,
we manually set the focal length and other imaging parameters to some standard value
as done in (Bogo et al., 2016b). We qualitatively evaluate our method on some videos
downloaded from YouTube, and show the results for specific frames in Figure 4.5. Figure
4.6 shows the reconstructed mesh sequence of one of the videos. For the full video,
please refer to our supplementary video at https://youtu.be/h5ggoJlTPMI.

4.6 Conclusion and Discussion
This chapter presents a new marker-less motion capture system, MuVS, that extends
SMPLify in a principled and straightforward way. Our method computes a relatively
accurate 3D pose and also returns a realistic and faithful human body mesh. Unlike
previous work that assumes known silhouettes, needs user intervention, or limits the user
motion, our algorithm works in a fully automatic way, and yields reasonable results even
for challenging motions. Evaluation on public benchmarks validates the effectiveness
and generality of our method. Additionally, we apply the approach to monocular video
sequences and achieve promising results.

Future work should address more complex scenarios, like cluttered backgrounds, mul-
tiple people, and extreme poses. A pivotal direction to make the method practical is to
reduce computational costs. Finally, other body parts, like faces, hands, and feet, could
be easily combined into our model.
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Chapter 5

Joint Human and Object Tracking

Humans constantly interact with daily objects to accomplish tasks. To understand such
interactions, it is necessary to empower computers with the ability to reconstruct these
from standard video cameras observing full-body interaction with scenes. Existing work
struggles to capture detailed human-object interaction due to occlusion between the body
and objects, motion blur, depth/scale ambiguities, and the low image resolution of hands
and graspable object parts. To make the problem tractable, the community focuses ei-
ther on interacting hands, ignoring the body, or on interacting bodies, ignoring hands.
The GRAB dataset Taheri et al. (2020) addresses dexterous whole-body interaction but
uses MoCap and lacks images, while BEHAVE Bhatnagar et al. (2022) captures video of
whole-body-object interaction but lacks hand detail. We address the limitations of prior
work with InterCap1., a novel method that reconstructs whole-body interactions with
objects from multi-camera RGB-D data, using the parametric human model SMPL-X
Pavlakos et al. (2019a) and known object meshes. To tackle the above challenges, Inter-
Cap uses two key observations: (i) Contact between the hand and object can be used to
improve the pose estimation of both. (ii) Azure Kinect sensors allow us to set up a simple
multi-view RGB-D capture system that minimizes the effect of occlusion while provid-
ing reasonable inter-camera synchronization. With this method we capture the InterCap
dataset, which contains 10 subjects (5 males and 5 females) interacting with 10 objects
of various sizes and affordances, including contact with the hands or feet. In total, In-
terCap has 223 RGB-D videos, resulting in 67,357 multi-view frames, each containing 6
RGB-D images. Our method provides quality ground-truth body meshes and objects for
each video frame. Our InterCap method and dataset fill an important gap in the literature
and support many research directions.

5.1 Introduction
A long-standing goal of Computer Vision is to understand human actions from images
or videos. Given a single image, people effortlessly figure out what objects exist in it,
the spatial layout of objects, and the pose of humans. Moreover, they deeply understand

1This chapter is based on the work of Huang et al. (2022)
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the depicted action. What is the subject doing? Why are they doing this? What is their
ultimate goal? How do they achieve this goal? To empower computers with the ability to
infer such abstract concepts from pixels, we need to capture rich datasets and to devise
appropriate algorithms. Since humans live in a 3D world, their physical actions involve
interacting with 3D objects. Imagine how many times per day one goes to the kitchen,
grabs a cup of water, and drinks from it. This involves contacting the floor with the feet,
contacting the cup with the hand, moving the hand and cup together while maintaining
contact, and drinking while the mouth contacts the cup. Thus, to understand human
actions, it is necessary to reason in 3D about humans and objects jointly.

There is significant prior work on estimating 3D humans without taking into account
the scene (Bogo et al., 2016b) and estimating 3D scenes without taking into account
the human (Zollhöfer et al., 2018). There is even recent work on inserting bodies into
3D scenes such that their interactions appear realistic (Zhang et al., 2020c; Li et al.,
2019; Hassan et al., 2021). But there is little work on estimating 3D humans interacting
with scenes and moving objects, in which the human-scene/object contact is explicitly
modeled and exploited. Moreover, to study this problem, we need a dataset of videos
with rich human-object interactions with reliable 3D ground truth.

PROX (Hassan et al., 2019) took a step in this direction by estimating the 3D body
in a known 3D scene. The scene mesh provides extra information that helps resolve
pose ambiguities commonly encountered when a single camera is used. However, PROX
involves only coarse interactions of bodies with static scenes and does not contain hand-
object interaction and moving objects. The recent BEHAVE dataset (Bhatnagar et al.,
2022) uses multi-view RGB-D data to capture humans interacting with objects but the
dataset does not include detailed hand pose or fine hand-object contact. Finally, the
GRAB dataset (Taheri et al., 2020) captures the kind of detailed hand-object and full-
body-object interaction that we seek but is captured using marker-based MoCap and,
hence, lacks images paired with the ground-truth scene.

We argue that what is needed is a new dataset of RGB videos containing natural
human-object interaction in which the full body is tracked reliably, the hand pose is
captured, objects are also tracked, and the hand-object contact is realistic; see Fig. 5.1.
This is challenging and requires technical innovation to create. To that end, we design
a system that uses multiple RGBD sensors that are spatially calibrated and temporally
synchronized. To this data we fit the SMPL-X body model, which includes an articu-
lated hand, by extending the PROX (Hassan et al., 2019) method to multi-view data and
the SMPL-X model. We also track the 3D objects with which the person interacts. The
objects used in this work are representative of items one finds in daily life and we obtain
accurate 3D models for each of them with a handheld scanner. Altogether we collect 223
sequences (67, 357 multi-view frames), with 10 subjects interacting with 10 objects.

The problem, however, is that separately estimating the body and objects is not suffi-
cient to ensure accurate 3D body-object contact. Consequently, a key innovation of this
work is to estimate these jointly, while exploiting information about contact. Objects
do not move independently, so, when they do, it means the body is in contact. We de-
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Figure 5.1: Humans interact with objects to accomplish tasks. To understand such in-
teractions we need the tools to reconstruct them from whole-body videos in 4D, i.e., as
3Dmeshes in motion. Existing methods struggle, due to the strong occlusions, motion
blur, and low-resolution of hands and object structures in such videos. Moreover, they
mostly focus on the main body, ignoring the hands and objects. We develop InterCap, a
novel method that reconstructs plausible interacting whole-body and object meshes from
multi-view RGB-Dvideos, using contact constraints to account for strong ambiguities.
With this we capture the rich InterCapdataset of 131RGB-Dvideos (38.043multi-view
frames, with 6 Azure Kinects) containing 10subjects (5fe-/males) interacting with 10ob-
jects of various sizes and affordances; note the hand-object grasps.

fine likely contact regions on objects and on the body. Then, given frames with known
likely contacts, we enforce contact between the body and the object when estimating the
body and object poses. The resulting method produces accurate body poses, hand poses,
and object poses. Uniquely it provides detailed pseudo ground-truth contact information
between the body and objects in RGB video.

In summary, our major contributions are as follows: (1) We develop a novel indoor
Motion Capture algorithm utilizing multiple RGB-D cameras. It is relatively lightweight,
quite flexible, yet accurate enough, thus suitable for data capture of daily scenarios. (2)
We extend previous work on fitting SMPL-X to images to fit it to multi-view RGB-D
data while taking into account body-object contact. (3) We capture a novel dataset that
contains whole-body human motions and interaction with objects, as well as multi-view
RGB-D imagery.

5.2 Method
Our core goal is to accurately estimate the human motion and the object configuration
throughout a video sequence. Our markerless motion capture (MoCap) method is built
on top of the PROX-D approach proposed in (Hassan et al., 2019). To improve the body
tracking accuracy we extend this method to use multiple RGB-D cameras (here the latest
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Azure Kinect cameras). The motivation is that multiple cameras observing the body from
different angles give more information about the human and object motion more than a
single camera. Also commodity RGB-D cameras are much more flexible to deploy out
of controlled lab scenarios than more specialized devices.

The key technical challenge lies in accurately estimating the pose and translation of
the objects while a person interacts with them. In this work we focus on 10 variously
sized rigid objects common in daily life like cups and chairs. Being rigid does not make
the tracking of the objects trivial because of the occlusion by the body and hands. While
there is a rich literature on 6 DoF object pose estimation, much of it ignores hand-object
interaction. Recent work in this direction is promising but still focuses on scenarios that
are significantly simpler than ours, cf. (Sun et al., 2022).

Similar to previous work on hand and object pose estimation (Hampali et al., 2020)
from RGB-D videos, in this work we assume that the 3D meshes of the objects are known
in advance. To this end, we first gather the 3D models of these objects from the Internet
whenever possible and scan the remaining objects ourselves. To fit the known object
models to image data, we first preform semantic segmentation, find the corresponding
object regions in all camera views, and fit the 3D mesh to the segmented object contours
via differentiable rendering. Since heavy occlusion between humans and objects in some
views may make the segmentation results unreliable, aggregating segmentation from all
views boosts the object tracking performance.

In the steps above, both the subject and object are treated separately and processing
is per-frame, with no temporal smoothness or contact constraint applied. This produces
jittery motions and heavy penetration between objects and the body. Making matters
worse, our human pose estimation exploits OpenPose for 2D keypoint detection, which
tends to fail when the object occludes the body or the hands interact with it. To mitigate
this issue and still get reasonable hand and object pose in these challenging cases, we
manually annotate the frames where the hand is in contact with the object and the hand
and object vertices that are most likely to be in contact. We then explicitly encourage the
labeled hand vertices to be in contact with the labeled object vertices. We find that this
straightforward idea works well in practice. More details are described in the following.

5.2.1 Multi-Kinect Setup
We use multiple Azure Kinects to track the human and object together. Multiple RGB-D
cameras provide a good balance between body tracking accuracy and applicability to real
scenarios, compared with costly professional MoCap systems like Vicon, or cheap and
convenient but not so accurate monocular RGB cameras. Moreover, this approach does
not require the application of markers, making the images natural. We deploy 6 RGB-D
camerasin an office room. Intrinsic camera parameters are provided by the manufac-
turer. To get the extrinsic camera parameters we perform camera calibration with Azure
Kinect’s tools (Microsoft, 2022). Given this information, we choose one camera’s 3D
coordinate frame as the global frame and we transform the point clouds from the other
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frames into the global frame, which is where we fit the SMPL-X model.

5.2.2 Sequential Object-Only Tracking

Instance Segmentation of the Objects.

To track the objects during interaction, we need reliable cues about the object to compare
with the 3D object model. To this end, we perform semantic segmentation by applying
PointRend (Kirillov et al., 2020) to the whole image. We then extract the object instances
that correspond to the categories of our objects. Here, we assume there is only a single
object with which the subject interacts. Note that, in contrast to previous approaches
where the objects occupy a large portion of the image (Hampali et al., 2020; Hassan
et al., 2019; Tzionas et al., 2016; Oikonomidis et al., 2011), in our case the entire body
is visible in the image, thus, the object takes up a small part of the image and is often
occluded by the body and hands; our setting is much more challenging. We observe that
PointRend works reasonably well for large objects like chairs, even with heavy occlusion
between the object and the human, while for small objects, like a bottle or a cup, the
segmentation results are significantly influenced by occlusion.

In extreme cases, it is possible for the object to not be detected in most of the views.
But even when the segmentation is good, the class label for the objects may be wrong.
To resolve this, we take two steps: (1) For every frame, we gather all possible object
segmentation candidates and their labels. This step takes place offline and only once. (2)
During the object tracking phase, for each view, we compare the rendering of the tracked
object from the ith frame with all the detected segmentation candidates for the (i+ 1)th

frame, and preserve only the candidate with the largest overlap ratio. This rendering,
comparing, and preserving operation takes place online during tracking.

Object Tracking.

Given object masks via semantic segmentation over the whole sequence, we track the
object by fitting its model to observations via differentiable rendering (Kato et al., 2018;
Loper and Black, 2014). This is similar to past work for hand-object tracking (Hampali
et al., 2020). We assume that the object is rigid and its mesh is given. The configuration
of the rigid object in the t th frame is specified via a 6D rotation and translation vector ξ .
Let RS and RD be functions that render a synthetic mask and depth image for the tracked
3D object mesh, M. Let also S = {Sν} be the “observed” object masks and D = {Dν} be
corresponding depth values for the current frame, where ν is the camera view. Then, we
minimize:

EO(ξ ;S,D) = ∑
view ν

λsegm‖(RS(ξ ,M,ν)−Sν)∗Sν‖2
F+

λdepth‖(RD(ξ ,M,ν)−Dν)∗Sν‖2
F ,

(5.1)
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where the two terms compute how well the rendered object mask and depth match the
detected ones; the ∗ is an element-wise multiplication, and ‖.‖F the Frobenius norm. For
simplicity, we assume that transformations from the master to other camera frames are
encoded in the rendering functions RS,RD; we do not denote these explicitly here.

5.2.3 Sequential Human-Only Tracking

We estimate body shape and pose over the whole sequence from multi-view RGB-D
videos in a frame-wise manner. This is similar in spirit with the PROX-D method (Hassan
et al., 2019), but, in our case, there is no 3D scene constraint and multiple cameras are
used. The human pose and shape are optimized independently in each frame. We use
the SMPL-X (Pavlakos et al., 2019a) model to represent the 3D human body. SMPL-
X is a function that returns a water-tight mesh given parameters for shape, β , pose, θ ,
facial expression, ψ , and translation, γ . We follow the common practice of keeping the
dimension of β as 10 and use the 32-dimension latent space in VPoser (Pavlakos et al.,
2019a) to represent body pose.

We minimize the loss defined below. For the current tth frame, we essentially extend
the major loss terms used in PROX (Hassan et al., 2019) to multiple views:

EB(β ,θ ,ψ,γ;K,Jest) = EJ+λDED +λθbEθb +λθ f Eθ f +

λθhEθh +λαEα +λβ Eβ +λEEE +λPEP ,
(5.2)

where Eβ , Eθb , Eθh , Eθ f , EE are prior loss terms for body shape, body pose, hand pose.
facial pose and expressions. Also, Eα is a prior that penalizes extreme elbow and knee
bending. For detailed definitions of these terms see (Hassan et al., 2019). EJ is a 2D
keypoint re-projection loss:

EJ(β ,θ ,γ;K,Jest) = ∑
view ν

∑
joint i

kν
i wν

i ρJ
(
Π

ν
K
(
Rθγ(J(β )i)

)
− Jν

est,i
)
, (5.3)

where ν and i iterate through views and joints, kν
i and wν

i are the per-joint weight and
detection confidence, ρ is a robust Geman-McClure error function (Geman and McClure,
1987), Πν

K is the projection function with K camera parameters, Rθγ(J(β )i) are the posed
3D joints of SMPL-X, and Jν

est,i the detected 2D joints. The term ED is:

ED(β ,θ ,γ,K) = ∑
view ν

∑
p∈Pν

min
v∈V ν

b

‖v− p‖, (5.4)

where Pν is Azure Kinect’s segmented point cloud, and V ν
b are SMPL-X vertices that are

visible in the ν th view. This term measures how far the estimated body mesh is from the
combined point clouds, i.e., it is a multi-view extension of PROX’s (Hassan et al., 2019)
loss. Note that, unlike PROX, we have multiple point clouds from all views. For each
view we dynamically compute the visible body vertices, and “compare” them against the
point cloud gathered for that view.
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Figure 5.2: The objects of our InterCap dataset. Top: Color photos. Bottom: Anno-
tations for object areas that are likely to come in contact during interaction, shown in
red.

Finally, the term EP penalizes self-interpenetration of the SMPL-X body mesh; see
PROX (Hassan et al., 2019) for a more detailed and formal definition of this:

EP(θ ,β ,γ) = EPsel f (θ ,β ). (5.5)

5.2.4 Joint Human-Object Tracking Over All Frames
We treat the result of the above optimization as initialization for refinement via joint
optimization of the body and the object over all frames, subject to contact constraints.

For this we fix the body shape parameters as the mean body shape computed over all
frames from the first stage, as done in (Huang et al., 2017). Then, we jointly optimize
the object and body pose and translation over all frames. We add a temporal smoothness
loss to reduce jitter for both the human and the object. We also penalize the body-object
interpenetration, as done in PROX (Hassan et al., 2019). A key difference is that, in
PROX, the scene is static, while, in our case, the object is free to move in space. To
enforce contact, we annotate the body, feet and hand parts that are most likely to be in
contact with the objects and, for each object, we label vertices most likely to be contacted.
These annotations are shown in Fig. 5.3 and Fig. 5.2-bottom, respectively, in red. We
also annotate frame sub-sequences where hands are in contact with objects, and enforce
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contact between them explicitly to get reasonable tracking results even when there is
heavy interaction and occlusion between hands and objects. Such interactions prove
to be challenging for current state-of-the-art 2D hand joint detectors, e.g., OpenPose.

Figure 5.3: Annotation of
likely body contact areas
(red color).

Formally, we perform global optimization over all T
frames, and minimize a loss E that is composed of an object
fitting loss, EO, a body fitting loss, EB, a motion smoothness
prior (Zhang et al., 2021a) loss, EA, and a loss penalizing
object acceleration, EB. We also use a ground support loss,
EG , that encourages the human and the object to be above
the ground plane, i.e., to not penetrate it. Last, we use a
hand-object contact loss, EC , that attaches the hand to the
object for frames with contact. The loss E is defined as:

E = λAEA(Θ,Ψ,Γ,A;β
∗,T )+λBEB(Ξ,T,M)+

1
T ∑

frame t

[
EO(Ξt ;St ,Dt)+EB(β

∗,Θt ,Ψt ,Γt ;Jest)

]
+

1
T ∑

frame t

[
EP(Θt ,β

∗,Γt)+EC(β
∗,Θt ,Ψt ,Γt ,Ξt ,M)

]
+

λG

T ∑
frame t

[
EG(β

∗,Θt ,Ψt ,Γt)+EG′(Ξt ,M)

]
+

λQ

T ∑
frame t

[
Qt ∗EC(β

∗,Θt ,Ψt ,M′,Ξt)

]
,

(5.6)

where EO comes from Eq. (5.1) and EB from Eq. (5.2), and both go through all views ν ,
while EP comes from Eq. (5.5). For all frames t = {1, . . . ,N} of a sequence, Θ = {θt},
Ψ = {ψt}, Γ = {γt}, are the body poses, facial expressions and translations, Ξ = {ξt}
is the object rotations and translations, S = {St} and D = {Dt} are masks and depth
patches, and Jest = {Jest,t} are detected 2D keypoints. M is the object mesh, and β ∗ the
mean body shape. EC encourages hand and object contact for frames in contact, which
are indicated by the manually annotated binary vectors Q = {Q1,Q2, . . . ,QT}. Here Qt
is set to 1 if in the t th frame one of the hands is in contact with the object, and set to 0
otherwise. The formal definition of EC is:

EC(β
∗,Θt ,Ψt ,Γt ,Ξt ,M) =CD

(
H
(
W (Θt ,Ψt ,Γt ,A,β ∗)

)
,

H ′
(
W ′(Ξt ,M)

))
,

(5.7)

where CD refers to the Chamfer Distance function, H is a function that returns only
the annotated body-contact vertices of Fig. 3, H ′ returns the closest points on the object
for these body-contact vertices, W ′ deforms rigidly the object and is explained in the
previous paragraph and W similarly (non-rigidly) deforms the SMPL-X mesh and con-
catenates the vertices into a single vector. The correspondences between the body (hand)
vertices and object vertices are established via the Iterative-Closest-Point (ICP) method

52



5.3 InterCap Dataset

Name #Motions Natural Appearance Moving Objects Accurate Motion With Image Articulated Hands
HumanEva 56 3 7 3 3 7
Human3.6M 165 3 7 3 3 7
AMASS 11265 3 7 3 7 7
GRAB 1334 3 3 3 7 3
3DPW 60 3 7 3 3 7

GTA-IM 119 7 7 3 3 7
SAIL-VOS 201 7 7 7 7 7

PiGraphs 63 3 7 3 3 7
PROX 20 3 7 7 3 7
RICH 142 3 7 3 3 7
BEHAVE 321 3 3 3 3 7
InterCap 223 3 3 3 3 3

Table 5.1: Dataset statistics. Comparison of our InterCapdataset to existing datasets.

Besl and McKay (1992) and dynamically updated during the optimization. The motion
smoothness loss EA penalizes abrupt position changes for body vertices, and the ver-
tex acceleration loss EB encourages smooth object trajectories. We estimate the ground
plane surface by fitting a plane to chosen floor vertices. The terms EG and EG′ measure
whether the body and object penetrate the ground, respectively. We use PyTorch for the
implementation, and adopt L-BFGS Nocedal and Wright (2006b) with strong Wolfe line
search as the solver.

5.3 InterCap Dataset

We use the proposed InterCap algorithm (Sec. 5.2) to capture the InterCap dataset, which
uniquely features whole-body interactions with objects in multi-view RGB-D videos.

Data-capture protocol: We use 10 objects shown in Fig. 5.2-top that vary in size and
“afford” different interactions with the body, hands or feet. We recruit 10 subjects (5
males and 5 females) that are 25-40 years old. The subjects are recorded interacting with
7 or more objects. Subjects are instructed to interact with objects as naturally as possible.
However, as Azure Kinects supports only up to 30 FPS, we avoid very fast interactions
that cause severe motion blur. We capture two or three sequences per object. We also
capture each subject performing a freestyle interaction of their choice. All subjects gave
informed written consent to share their data for research.

4D reconstruction: Our InterCap method (Sec. 5.2) takes as input multi-view 3D
videos and outputs 4D meshes for the human and object, i.e., 3D meshes over time. Hu-
mans are represented as SMPL-X meshes (Pavlakos et al., 2019a), while object meshes
are acquired with an Artec hand-held scanner (Artec 3D, Luxembourg). Some dataset
frames along with the reconstructed meshes are shown in Fig. 5.1 and Fig. 5.4; see also
our video at: https://youtu.be/d5wHLDIqN6c. Reconstructions look natural, with
plausible contact between the human and the object.

Dataset statistics: InterCap has 223 RGB-D videos with a total of multi-view frames
(6 RGB-D images each). For a comparison with other datasets, see Tab. 5.1.

53

https://youtu.be/d5wHLDIqN6c


Chapter 5 Joint Human and Object Tracking

5.4 Experiments
Contact heatmaps: Figure 5.5-top shows contact heatmaps on each object, across all
subjects. We follow the protocol of GRAB (Taheri et al., 2020), which uses a prox-
imity metric on reconstructed human and object meshes. First, we compute per-frame
binary contact maps by thresholding (at 4.5mm) the distances from each body vertex to
the closest object surface point. Then, we integrate these maps over time (and subjects)
to get “heatmaps” encoding contact likelihood. InterCap reconstructs human and object
meshes accurately enough so that contact heatmaps agree with object affordances, e.g.,
the handle of the suitcase, umbrella and tennis racquet are likely to be grasped, the upper
skateboard surface is likely to be contacted by the foot, and the upper stool surface by
the buttocks. Figure 5.5-bottom shows heatmaps on the body, computed across all sub-
jects and objects. Heatmaps show that most interactions involve mainly the right hand.
Contact on the palm looks realistic, concentrated on the fingers and MCP joints. Contact
on the dorsal side is due to our challenging setup and some reconstruction jitter.

Penetration metrics: We evaluate the penetration between human and object meshes
for all sequences of our InterCap dataset. We follow the protocol of GRAB et al. (Taheri
et al., 2020); we first find the “contact frames” for which there is at least minimal human-
object contact, and then report statistics for these. In Fig. 5.6-left we show the distribu-
tion of penetrations, i.e., the number of “contact frames” with a given mesh penetration
depth. In Fig. 5.6-right we show the cumulative distribution of penetration, i.e., the per-
centage of “contact frames” for which mesh penetration is below a threshold. Roughly
60% of “contact frames” have ≤ 5mm, 80% ≤ 7 mm, and 98% ≤ 20 mm penetration.
The average penetration depth over all “contact frames” is 7.2 mm.

Fitting accuracy: For every frame, we compute the distance from each mesh ver-
tex to the closest point-cloud (PCL) point; for each human or object mesh we take into
account only the respective PCL area obtained with PointRend (Kirillov et al., 2020)
segmentation. The mean vertex-to-PCL distance is 20.29mm for the body, and 18.50mm
for objects. In comparison, PROX-D (Hassan et al., 2019), our base method, achieves
an error of 13.02mm for the body. This is expected since PROX-D is free to change the
body shape to fit each individual frame, while in our method estimates a single body
shape for the whole sequence. SMPLify-X (Pavlakos et al., 2019a) achieves an mean
error of 79.54mm, for VIBE the mean error is 55.59mm, while ExPose gets an mean
error of 71.78mm. These numbers validate the effectiveness of our method for body
tracking. Note that these methods are based on monocular RGB images only, so there
is not enough information for them to accurately estimate the global position of the 3D
body meshes. Thus we first align the output meshes with the point clouds, then compute
the error. Note that the error is bounded from below for two reasons: (1) it is influenced
by factory-design imperfections in the synchronization of Azure Kinects, and (2) some
vertices reflect body/object areas that are occluded during interaction and their closest
PCL point is a wrong correspondence. Despite this, InterCap empirically estimates rea-
sonable bodies, hands and objects in interaction, as reflected in the contact heatmaps and
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penetration metrics discussed above.
Ablation of contact term: Figure 5.7-top shows results with-/out our term that en-

courages body-object contact; images show detail of hand-object grasps. The results
show that encouraging contact yields more natural hand poses and fewer inter-penetrations.
This is backed up by the contact heatmaps and penetration metrics discussed above.

Ablation of temporal smoothing term: Figure 5.7-bottom shows results with-/out
our temporal smoothing term. Each solid line shows the acceleration of a randomly cho-
sen vertex, without the temporal smoothness term; we show 3 different motions. The
dashed lines of the same color show the same motions with the smoothness term; these
are clearly smoother. We find that the learned motion prior of Zhang et al. (Zhang et al.,
2021a) produces a more natural motion than handcrafted ones (Huang et al., 2017). How-
ever, results still have some jitter, especially for hands, due to their low image resolution,
motion blur, and coarse point clouds. Future work should study more advanced motion
priors.

5.5 Discussion
In this work, we focus on full-body human interaction with everyday rigid objects. We
present a novel method, called InterCap, that reconstructs such interactions from multi-
view full-body videos, including natural hand poses and contact with objects. With this
method, we capture the InterCap dataset, containing a variety of human subjects inter-
acting with several common objects. The dataset contains reconstructed 3D meshes for
the subject and object over time, as well as plausible contacts between them. In con-
trast to most previous work, our method uses no special devices like optical markers or
IMUs, but only several consumer-level RGB-D cameras. Our setup is lightweight and
has the potential of being adopted in daily scenarios. Our method estimates reasonable
hand poses even when there is heavy occlusion between hands and the object. One lim-
itation of our method is the need to manually annotate the frames where the subject and
the object are in interaction. This procedure can be tedious and time-consuming when
the size of the dataset is large, thus it will be interesting to explore various heuristics to
automatically detect contact frames. In future work, we also plan to study interactions
with smaller objects and dexterous manipulation. We also plan to study interactions
with smaller objects and dexterous manipulation. Our data and code are available at
https://intercap.is.tue.mpg.de.
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Figure 5.4: Samples from our InterCap dataset, drawn from four sequences with differ-
ent subjects and objects. The estimated 3D object and SMPL-X human meshes have
plausible contacts and agree with the input RGB images. Best viewed zoomed in.
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Figure 5.5: Contact heatmaps for objects (across all subjects) and the human body (across
all objects/subjects). High contact likelihood is shown with red color, and low with blue.
Color-coding is normalized separately for each object, the body, and each hand.

Figure 5.6: Statistics of human-object mesh penetration for all InterCap sequences.
(Left) The number of frames (Y-axis) with a certain penetration depth (X-axis). (Right)
The percentage of frames (Y-axis) with a penetration depth below a threshold (X-axis).
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Figure 5.7: (Top) Qualitative ablation of our contact term. Each pair of images shows
results wo/ (red) and w/ (green) the contact term. Encouraging contact results in more
natural hand poses and hand-object grasps. (Bottom) Acceleration of a random vertex
w/ (dashed line) and wo/ (solid line) temporal smoothing for 3 motions over the first 120
frames.
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Chapter 6

Real-time MoCap from Sparse IMUs

6.1 Introduction
Many applications such as gaming, bio-mechanical analysis, and emerging human-computer
interaction paradigms such as Virtual and Augmented Reality (VR/AR) require a means
to capture a user’s 3D skeletal configuration. Such applications impose three challenging
constraints on pose reconstruction: (i) it must operate in real-time, (ii) it should work in
everyday settings such as sitting at a desk, at home, or outdoors, and (iii) it should be
minimally invasive in terms of user instrumentation. However no single public available
system satisfies all three aforementioned requirements. Please refer to Chapter 3 for a
detailed discussion of the pros and cons of the current state-of-the-art solutions.

Given that emerging consumer products such as smart-watches, fitness trackers and
smart-glasses (e.g., HoloLens, Google Glass) already integrate IMUs, reconstructing 3D
body pose from a small set of sensors in real-time would enable many applications. In
this chapter we introduce DIP: Deep Inertial Poser1, the first deep learning method ca-
pable of estimating 3D human body pose from only 6 IMUs in real time. Learning a
function that predicts accurate poses from a sparse set of orientation and acceleration
measurements alone is a challenging task because (i) the whole pose is not observable
from just 6 measurements, (ii) previous work has shown that long-range temporal in-
formation plays an important role Von Marcard et al. (2017), and (iii) capturing large
datasets for training is time-consuming and expensive.

To overcome these issues we leverage the following observations and insights: (i) Large
datasets of human Mocap such as CMU De la Torre et al. (2008) or the Human3.6M
Ionescu et al. (2014b) exist. Specifically, we leverage AMASS Mahmood et al. (2019),
a large collection of MoCap datasets with data provided in the form of SMPL Loper
et al. (2015) model parameters. We leveraged this to synthesize IMU data. Specifically,
we place virtual sensors on the SMPL mesh and use the Mocap sequences to obtain
virtual orientations via forward kinematics, and accelerations via finite differences. We
leverage this synthetic data for training a deep neural network model. (ii) To model
long-range temporal dependencies, we leverage recurrent neural networks (RNNs) to
map from orientations and accelerations to SMPL parameters. However, making full

1This chapter is based on the work of Huang et al. (2018).
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Figure 6.1: We demonstrate a novel learning-based method for reconstructing 3D human
pose in real-time using only six body-worn IMUs. Our method learns from a large syn-
thetic dataset and at runtime predicts pose parameters from real IMU inputs in real-time
while only requiring minimal user instrumentation. This brings 3D motion capture to
new scenarios that are difficult for camera-based methods such as heavy occlusions and
fast motion.

use of acceleration information proved to be difficult. This leads to systematic errors
for ambiguous mappings between sensor orientation (measured at the lower-extremities)
and pose. In particular knee and arm bending is problematic. To alleviate this issue we
introduce a novel loss-term that forces the network to reconstruct accelerations during
training, which preserves information throughout the network stack and leads to better
performance at test time. (iii) Offline approaches for the same task leverage both past
and future information Von Marcard et al. (2017). We propose an extension of our archi-
tecture that leverages bi-directional RNNs to further improve the reconstruction quality.
At training time, this architecture has access to the same information as Von Marcard
et al. (2017), and propagates information from the past to the future and vice versa. To
retain the real-time regime, we deploy this architecture at test time in a sliding-window
fashion. We experimentally show that only 5 future frames are sufficient for high-quality
predictions, while only incurring a modest latency penalty of 85ms.

Using only synthetic data for training already provides decent performance. However,
real IMU data contains noise and drift. To close the gap between synthetic and real data
distributions, we fine-tune our model using a newly created DIP-IMU dataset containing
approximately 90 minutes of real IMU data.

We experimentally evaluate DIP using TotalCapture Trumble et al. (2017), a bench-
mark dataset including IMU data and reference (“ground truth”) poses, and on the DIP-
IMU dataset. We show that DIP achieves an accuracy of 15.85◦ angular error, which is
lower than the competing offline approach, SIP Von Marcard et al. (2017). This is signif-
icant as our method runs in real-time, whereas SIP requires the full motion sequence as
input. To further demonstrate the real-time capabilities of DIP, we integrate our approach
in a simple VR proof-of-concept demonstrator; we take raw IMU data as input and our
pipeline predicts full body poses, without any temporal filtering or post-hoc processing.
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The resulting poses are then visualized via Unity. In summary, DIP occupies a unique
place in the pose estimation literature as it satisfies all three aforementioned constraints:
it is real time, minimally intrusive, and works in everyday places Fig. 6.1.

6.2 Method Overview
Our goal is to reconstruct articulated human motion in unconstrained settings from a
sparse set of IMUs (6 sensors) in real-time. This problem is extremely difficult since
many parts of the body are not directly observable from the sensor data alone. To over-
come this problem, we leverage a state-of-the-art statistical model of human shape and
pose, and regress its parameters using a deep recurrent neural network (RNN). In our
implementation, we use the SMPL model Loper et al. (2015) both to synthesize training
data and as the output target of the LSTM architecture. This approach ensures that suf-
ficient data is available for training, and encourages the resulting predictions to natural
human motion. We now briefly introduce the most salient aspects of the data generation
process (Sec. 6.2.1, Sec. 6.2.2), the accumulated dataset used for training (Sec. 6.2.3),
and our proposed network architecture (Sec. 6.2.4). An overview of the entire pipeline
can be found in Fig. 6.2.

6.2.1 Background: SMPL Body Model
We choose SMPL body model as the output representation for its high realism, great
expressiveness and fast computation speed. For a overall discussion about the SMPL
body model and its variants, please refer to Section 2.1 in Chapter 2.

6.2.2 Synthesizing Training Data
Our approach is learning-based and hence requires a sufficiently large dataset for train-
ing. Compared to the camera or marker-based cases, there are very few publicly available
datasets including IMU data and ground-truth poses. To the best of our knowledge the
only such dataset is TotalCapture Trumble et al. (2017), including typical day-to-day ac-
tivities. The dataset contains synchronized IMU, Mocap and RGB data. However, due to
the limited size and types of activities, models trained on this dataset alone do not gener-
alize well, e.g., common interaction tasks in VR/AR such as reaching for and selecting
objects in a seated position are not represented at all.

However, given the capability of fitting SMPL parameters to inputs of different modal-
ities (17 IMUs, marker data), it becomes feasible to generate a much larger and more
comprehensive training dataset by synthesizing pairs of IMU measurements and corre-
sponding SMPL parameters from a variety of input datasets.

To attain synthetic IMU training data, we place virtual sensors on the SMPL mesh
surface. The orientation readings are then directly retrieved using forward kinematics,
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Figure 6.2: Overview: Left: At training-time our network has access to the whole se-
quence (blue window) and propagates temporal information from the past to the future
and vice versa. Our model consists of two stacked bidirectional layers. Shown in blue
(solid arrows) is the forward layer and in green (dashed arrows) the backward layer.
Note that the second layer receives direct input from the forward and backward cells of
the layer below (diagonal arrows). Please refer to Fig. 6.4, for more details. Right: At
runtime we feed a sliding window of short subsequences from the past (blue window)
and the future (green window) to predict the pose at the current time step. This incurs
only minimal latency and makes real-time applications feasible.

whereas we obtain accelerations via finite differences. Assuming the position of a virtual
IMU is pt for time t, and the time interval between two consecutive frames is dt, the
simulated acceleration is computed as:

at =
pt−1 + pt+1−2∗ pt

dt2 . (6.1)

6.2.3 Datasets

Our final training data is a collection of pairs of synthetic IMU sensor readings and
corresponding SMPL pose parameters. We use a subset of the AMASS dataset Mah-
mood et al. (2019), itself a combination of datasets from the computer graphics and vi-
sion literature, including CMU De la Torre et al. (2008), HumanEva Sigal et al. (2010),
JointLimit Akhter and Black (2015), and several smaller datasets.

We use two further datasets (TotalCapture and DIP-IMU) for evaluation of our method.
Both consist of pairs of real IMU readings and reference (“ground-truth”) SMPL poses.
To obtain reference SMPL poses for TotalCapture Trumble et al. (2017), we used the
method of Loper et al. (2014) on the available marker information. Finally, we recorded
the DIP-IMU dataset using commercially available XSens sensors. The corresponding
SMPL poses were obtained by running SIP Von Marcard et al. (2017) on all 17 sensors.
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More details on the data collection is available in Section 6.3.5.
Note that combining these datasets is non-trivial as most of them use a different num-

ber of markers and varying framerates. The datasets involved in this work are summa-
rized in Table 6.1 . All datasets combined consist of 618 subjects and over 1 million
frames of data. To the best of our knowledge no other IMU dataset of this extent is avail-
able at the time of writing. We make the following data available for research purposes:
the generated synthetic IMU data on AMASS, and the DIP-IMU dataset–including cor-
responding ground-truth SMPL poses reconstructed from 17 IMUs and the original IMU
data.

6.2.4 Deep Inertial Poser (DIP)
Given the training dataset D = {(xi,yi)}N

i=1 consisting of N training sequences, our task
is to learn a function f : x→ y that predicts SMPL pose parameters y from sparse IMU
inputs x (acceleration and orientation for each sensor). This mapping presents a severely
under-constrained problem, since there exist potentially many SMPL poses correspond-
ing to the same IMU inputs. For example, consider the case of knee raises while standing
in place. Here the orientation data will remain mostly unchanged and only transient ac-
celerations will be recorded throughout the sequence. This observation led to the use
of strong priors and a global optimization formulation in Von Marcard et al. (2017),
consisting of orientation, acceleration and anthropometric terms. This approach is com-
putationally expensive and offline, with run-times of several minutes to hours depending
on the sequence length. To overcome this limitation, we adopt a data-driven approach
and model the mapping with neural networks by using a log-likelihood loss function,
implicitly learning the space of valid poses from sequences directly.

Both IMU inputs and corresponding SMPL pose targets are highly structured and
exhibit strong correlations due to the articulated nature of human motion. Recurrent
neural networks are capable of modeling temporal data and have been previously used
in modeling of human motion, typically attempting to predict the next frame of a se-
quence Fragkiadaki et al. (2015); Martinez et al. (2017); Ghosh et al. (2017). Although
we use a different input modality, our model needs to learn similar motion dynamics.
In order to exploit temporal coherency in the motion sequence we use recurrent neu-
ral networks (RNN) and bi-directional recurrent neural networks (BiRNN) Schuster and
Paliwal (1997)—with long short-term memory (LSTM) cells Hochreiter and Schmidhu-
ber (1997).

RNNs summarize the entire motion history via a fixed-length hidden state vector and
require the current input xt in order to predict the pose vector yt . While standard RNNs
are sufficient in many real-time applications, we experimentally found that having access
to both future and past information significantly improves the predicted pose parameters.
BiRNNs take all temporal information into account by running two cells in the forward
and backward directions, respectively. Compared to RNNs (i.e., unidirectional), BiRNNs
exhibit better qualitative and quantitative results by accessing the whole input sequence.
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Table 6.1: Dataset overview. “M” denotes MoCap, “I” denotes IMU and “R” RGB im-
agery. For details on AMASS see Mahmood et al. (2019), for TotalCapture see Trumble
et al. (2017). Frame numbers and minutes of AMASS correspond to the number and
time length of frames we generated at 60 fps by down-sampling the original data, where
required.

Name Type Mode #Frames #Minutes #Subjects #Motions
AMASS Synth M 9,730,526 2703 603 11234

TotalCapture Real M, I, R 179,176 50 5 46
DIP-IMU Real I 330,178 92 10 64

This is in-line with the findings of Von Marcard et al. (2017) where optimizing over the
entire sequence was found to be necessary.

Before arriving at the proposed bidirectional architecture, we experimented with sim-
ple feed-forward networks and WaveNet van den Oord et al. (2016) variants. We found
that these models either perform worse quantitatively or produce unacceptable visual jit-
ter. We assume that RNNs can make better use of the inherent temporal properties of the
data and hence produce smoother predictions than non-recurrent variants, especially if
they have access to future and past information.

While we train our BiRNN model by using all time-steps, it is important to note that
at test time, we use only input sub-sequences consisting of past and future frames in a
sliding-window fashion. In our real-time processing pipeline, we only permit a short
temporal look ahead to keep the latency penalty minimal. Our evaluations show that us-
ing only 5 future frames provides the best compromise between performance and latency.
Fig. 6.6 summarizes the impact of window size on the reconstruction quality. We note
that in settings with strict low-latency requirements, such as AR, it may be desirable to
use no future information at the cost of roughly 1◦ lower accuracy.

Training with uncertainty

During training, we model target poses yt with a Normal distribution with diagonal co-
variance and use a standard log-likelihood loss to train our network:

log(p(y)) =
T

∑
t=1

log(N (yt |µ t ,σ tI)),

(µ t ,σ t)
T
t=1 = f (x),

(6.2)

where f stands for either a unidirectional or bidirectional RNN being trained on se-
quences of T frames. In other words, our model f outputs µ and σ parameters of a
Gaussian distribution at every time step. In-line with the RNN literature, we found that
this log-likelihood loss leads to slightly better performance than, for example, mean-
squared error (MSE).
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Reconstruction of acceleration

The input vector for a single frame, xt = [ot ,at ], contains orientation ot and acceleration
at data as measured by the IMUs. We represent orientations as 3× 3 rotation matrices
in the SMPL body frame. Before feeding orientations and accelerations into the model,
we normalize them w.r.t. the root sensor (cf. Section 6.3.2-6.3.4). This results in 5 input
rotation matrices that are all stacked and vectorized into ot = vec({R̄T B

1 , . . . , R̄T B
5 }) ∈

R45. Similarly, the normalized accelerations are stacked into at ∈ R15.
The acceleration data at is inherently noisy and much less stable than the orientations.

This issue is further complicated by the subtle differences between real and synthesized
accelerations in the training data. In our experiments, we found that different network ar-
chitectures displayed the tendency to discard most of the acceleration data already at the
input level (almost zero weights on the acceleration inputs). For certain motions, the lack
of acceleration information causes the model to underestimate flexion and extension of
joints. In order to alleviate this problem, we introduce an auxiliary task during training.
Our model is asked to reconstruct the input acceleration in addition to pose at training
time. This additional loss forces the model to propagate the acceleration information to
the upper layers.

Analogous to the main pose task, we model the auxiliary acceleration loss via a Nor-
mal distribution with diagonal covariance.

log(p(at)) =
T

∑
t=1

log(N (at |µat
,σat I)),

(µat
,σat )

T
t=1 = f (x = [o,a]).

(6.3)

The pose prediction loss Eq. ((6.2)) and acceleration reconstruction loss Eq. ((6.3)) are
complementary to each other and are back-propagated through the architecture with all
weights and other network parameters being shared. Only a minimal number of ad-
ditional trainable network parameters is required to predict µat

and σat with sufficient
accuracy.

We experimentally show that adding the auxiliary acceleration loss improves pose
predictions quantitatively.

Regularization

We train on primarily synthetic data. While the data is sufficiently realistic, slight differ-
ences relative to real data are unavoidable. As a consequence, we observed indications
of overfitting, and testing on real data yielded less accurate and jerky predictions. To
counteract overfitting, we regularize models via dropouts directly on the inputs with a
keep probability of 0.8, which randomly filters out 20% of the inputs during training.
Randomly masking inputs helps the model to better generalize to the real data and to
make smoother temporal predictions.
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Fine-tuning with real data

To reduce the gap between real and synthetic data further, we fine-tune the pre-trained
models, using the training split of the new dataset (see Sec. 6.3.5). We found fine-tuning
particularly effective in situations where specific usage scenarios or motion types were
underrepresented in the training data. Hence, this procedure is an effective means of
adapting our method to novel situations.

6.3 Implementation Details

6.3.1 Network Architecture

We implemented our network architecture in TensorFlow Abadi et al. (2015). Fig. 6.4
summarizes the architecture details. We used the Adam optimizer Kingma and Ba (2014)
with an initial learning rate of 0.001, which is exponentially decayed with a rate of 0.96
and decay step 2000. In order to alleviate the exploding gradient problem, we applied
gradient clipping with a norm of 1. We followed the early stopping training scheme by
using the validation log-likelihood loss.

6.3.2 Sensors and Calibration

Sensors We use Xsens IMU sensors 2 containing 3-axis accelerometers, gyroscopes
and magnetometers; the raw sensor readings are in the sensor-local coordinate frame
FS. Xsens also provides absolute orientation of each sensor relative to a global inertial
frame F I . Specifically, the IMU readings that we use are orientation, provided as a
rotation RIS : FS → F I , which maps from the sensor-local frame to the inertial frame,
and acceleration which is provided in local sensor coordinates.

Calibration Before feeding orientation and acceleration to our model, we must trans-
form them to a common body-centric frame, in our case the SMPL body frame FT . Con-
cretely, we must find the map RT I : F I → FT , relating the inertial frame to the SMPL
body frame. To this end, we place the head sensor onto the head such that the sensor axes
align with the SMPL body frame. Consequently, in this configuration, the mapping from
head sensor to SMPL frame FT is the identity. This allows us to set RT I as the inverse
of the orientation RHead read from the head sensor at calibration time. All IMU readings
can then be expressed in the SMPL body frame:

RT S
t = RT IRIS

t = R−1
HeadRIS

t . (6.4)

2https://www.xsens.com/
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Figure 6.3: Calibration overview. Left: Overview of coordinate frames. Right: Sensor
placement and straight pose held by subjects during calibration.

Lastly, due to surrounding body tissue, the sensors are offset from the corresponding
bones. We denote this constant offset by RBS : FS → FB, where FB is the respective
bone coordinate frame. In the first frame of each sequence, each subject stands in a
known straight pose with known bone orientation RBT

0 , and we compute the per-sensor
bone offset as:

RBS = inv(RT B
0 )RT S

0 , (6.5)

where inv(·) denotes matrix inverse.This lets us transform the sensor orientations to ob-
tain virtual bone orientations at every frame

RT B
t = RT S

t RSB = RT S
t inv(RBS), (6.6)

which we use for training and testing. The interpretation of virtual bone orientations is
straightforward: they are the bone orientations as measured by the IMU. The accelera-
tion data is transformed to the SMPL coordinate frame after subtracting gravity, and is
denoted as a. Calibration only requires the subject to hold a straight pose for a couple of
seconds at the beginning of the recording. Fig. 6.3 provides an overview of the different
coordinate frames involved in our calibration process.

6.3.3 Normalization

For better generalization, the input data should be invariant to the facing direction of the
person (e.g. a running motion while the subject is facing north or south should produce
the same inputs for our learning model). To this end, we normalize all bone orientations
with respect to the root sensor, mounted at the base of the user’s spine. With Rroot(t)
denoting the orientation of the root at time step t, and RT B

s (t), the orientation of the bone
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Figure 6.4: Network architecture details. Numbers in brackets are input/output dimen-
sions or number of units in the respective layer. From left to right: The normalized
accelerations and orientations are passed to a dense layer before being fed into the two
bidirectional recurrent layers as outlined in Fig. 6.2. The output of the last recurrent layer
is mapped to two output vectors: the mean SMPL parameters µ t and mean accelerations
µat

and the respective standard deviations σ t and σat . The output of the second dense
layer is activated using SoftPlus to enforce non-negativity of the standard deviations.

corresponding to sensor s at time step t, we compute the normalized orientations and
accelerations as follows:

R̄T B
s (t) = R−1

root(t) ·RT B
s (t), (6.7)

ās(t) = R−1
root(t) · (as(t)−aroot(t)). (6.8)

6.3.4 Inputs and Targets

The inputs to DIP are the normalized orientations and accelerations. Using 6 IMUs, the
input for one frame,

xt = [ot ,at ]
T = [vec(R̄T B

1 (t), . . . , R̄T B
5 (t)), ā1(t), . . . , ā5(t)]T ,

is a vector of dimension d = (3 ·3+3) · 5 = 60. We experimented with more compact
representations of orientation than rotation matrices, such as exponential maps or quater-
nions; these performed significantly worse than using rotation matrices directly. Rotation
matrices elements are bounded between {−1,1} which is good for training neural net-
works. Similarly for the targets y, instead of regressing to the pose parameters θ of
SMPL in axis-angle space, we transform them to rotation matrices and regress them di-
rectly. This may seem counter-intuitive because the representation is redundant, but we
found empirically that performance is better.
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6.3.5 Data Collection
To overcome discrepancies between the sensor data characteristics of the synthetic and
real data and to complement the activities portrayed in existing Mocap-based datasets,
we recorded an additional dataset of real IMU data, which we call DIP-IMU.

We recorded data from 10 subjects (9 male, 1 female) wearing 17 Xsens sensors (see
Fig. 6.3). All the subjects gave informed consent to share their IMU data. To attain
ground-truth, we ran SIP Von Marcard et al. (2017) on all 17 sensors. To compen-
sate for different magnetic offsets across IMUs, a heading reset is performed first. The
sensors are aligned in a known spatial configuration, after which the heading is reset.
Subsequently, the sensors are mounted on the subject and the calibration procedure (cf.
Section 6.3.2) is performed. Participants were then asked to repeatedly carry out motions
in five different categories, including controlled motion of the extremities (arms, legs),
locomotion, and also more natural full-body activities (e.g., jumping jacks, boxing) and
interaction tasks with everyday objects. In total, we captured approximately 90 minutes
of additional data resulting in the largest dataset of real IMU data (Table 6.2).

Table 6.2: Dataset capture protocol used to record DIP-IMU.

Categories Motions (# Repetitions) # Frames Minutes
Upper Body Arm raises, stretches, and swings (10). Arm

crossings on torso and behind head (10).
116,817 32.45

Lower Body Leg raises (10). Squats (shoulder-width and
wide) (5). Lunges (5).

70,743 19.65

Locomotion Walking straight (3). Walking in circle (2).
Sidesteps, crossing legs (1). Sidesteps, touch-
ing feet (1).

73,935 20.54

Freestyle The subject can select one of the following ac-
tivities: jumping jacks, tennis, kicking/boxing,
push-ups, basketball. Choice of jumping jacks
is predominant.

18,587 5.16

Interaction The subject sits at a table and interacts with ev-
eryday objects, such as keyboard, mobile de-
vice, toys, grabbing objects in front of them,
touching mounted screen displays. Freestyle for
1 minute.

50,096 13.92

6.4 Experiments
To assess the proposed method, we performed a variety of quantitative and qualitative
evaluations. We compare our method to the offline baselines SIP Von Marcard et al.
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(2017) and SOP (reduced version of SIP not leveraging accelerations), and perform self-
comparisons between the variants of our architecture. Here we distinguish between two
distinct settings. First, we compare performance in the offline setting. That is, we use
test sequences from existing real datasets (TotalCapture and DIP-IMU). Second, one of
the main contributions of our work is the real-time (online) capability of our system. To
demonstrate this, we implemented an end-to-end live system, taking IMU data as input
and predicting SMPL parameters as output.

6.4.1 Quantitative Evaluation

In this section we show how our approach performs on several test datasets. We report
both mean joint angle error, computed as in Von Marcard et al. (2017), and positional
error.

Offline evaluation

First, we report results from the offline setting, in which all models have access to the
whole sequence. This setting is a fair comparison between our model and the baselines
since SIP and SOP solve an optimization problem over the whole sequence. Table 6.3
summarizes the results with our models performing close to or better than the SIP base-
line. The best configuration (BiRNN (Acc+Dropout)) outperforms SIP by more than one
degree. Fig. 6.5 (left) shows the angular error distribution over the entire TotalCapture
dataset. The peak is around 8◦ error.

The combination of dropouts on the inputs and use of the acceleration loss improve
both RNN and BiRNN models. Note that, due to its access to the future steps, BiRNNs
perform qualitatively better and produce smoother predictions than the uni-directional
RNNs.

Fine-tuning on real data

While the techniques shown in the previous section perform reasonably well on To-
talCapture, a significant performance drop is evident on DIP-IMU. This is due to the
difference in motions in our new dataset and the aforementioned gap between real and
synthetic data distributions. However, the results we have analyzed so far stem from
models trained without access to the DIP-IMU data and hence have not seen the types
of poses and motions contained in DIP-IMU. We now report the results from our best
configurations after fine-tuning on the DIP-IMU data. We fine tune the network on the
training split and test it on the held-out set. Tables 6.3 and 6.4 show results from the
offline and online setting. We find a clear performance increase on DIP-IMU, which
is now comparable to TotalCapture. This is further illustrated by the error histogram
on DIP-IMU before and after fine-tuning (cf. Fig. 6.5). Note that the performance on
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Table 6.3: Offline evaluation of SOP, SIP, RNN and BiRNN models on TotalCapture
Trumble et al. (2017) and DIP-IMU. Errors reported as joint angle errors in degrees
and positional errors in centimeters. Models with Dropout (D) are trained by applying
dropout on input sequences. A corresponds to acceleration reconstruction loss. SOP,
SIP and BiRNN have access to the whole input sequence while RNN models only use
inputs from the past. BiRNNF(a f ter f ine− tuning)isBiRNN(Acc+Dropout) f ined −
tunedonDIP− IMUusingaccelerationreconstructionlossanddropoutaswell.

TotalCapture DIP-IMU
µang[deg] σang[deg] µpos[cm] σpos[cm] µang[deg] σang[deg] µpos[cm] σpos[cm]

SOP 22.18 17.34 8.39 7.57 27.78 19.50 8.23 6.74
SIP 16.98 13.26 5.97 5.50 24.00 16.91 6.34 5.86
RNND 16.83 13.41 6.27 6.32 35.66 19.96 13.38 8.84
RNNA 16.07 13.16 6.06 6.01 41.00 29.36 15.30 12.96
RNNAD 16.08 13.46 6.21 6.27 30.90 18.66 11.84 8.59
BiRNND 15.86 13.12 6.09 6.01 34.55 19.62 12.85 8.62
BiRNNA 16.31 12.28 5.78 5.62 37.88 24.68 14.31 11.30
BiRNNAD 15.85 12.87 5.98 6.03 31.70 17.30 12.07 8.72
BiRNNF 16.84 13.22 6.51 6.17 17.54 11.54 6.49 5.36

TotalCapture decreases only minimally, indicating that no catastrophic forgetting takes
place.

Online evaluation

Next, we select our best performing configuration and evaluate it in the online setting.
We do not evaluate performance of SIP and SOP since these baselines can not run online.
Note that now the RNN configurations no longer have access to the entire sequence, but
only to past frames in the case of the uni-directional RNN, and to a sliding window of past
and a few future frames in the case of the BiRNN. Table 6.4 indicates that the networks
obtain good pose accuracy in the online setting. Notably, the BiRNN with access to 50
past frames even slightly outperforms the offline setting on TotalCapture. This may be
due to the accumulation of error in the hidden state of the RNN and the stochasticity of
human motion over longer time spans.

In the online setting, the influence of the acceleration loss is most evident. If evaluated
on 20 past and 5 future frames on TotalCapture, a BiRNN without acceleration loss
performs worse (16.26◦±13.54◦) than one using the acceleration loss (15.88◦±13.57◦).
For 50 past and 5 future frames the error increases to 16.10◦± 13.42◦ (compared to
15.77◦±13.41◦).
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Table 6.4: Online evaluation of BiRNN models on TotalCapture Trumble et al. (2017)
and DIP-IMU. We select the best performing model from our offline evaluation, i.e.,
(Acc+Dropout). Numbers in brackets (x,y) mean that this model is evaluated in online
mode using x past and y future frames. (fine-tuning) means that the model was fine-tuned
on DIP-IMU. The symbols “d” and “c” mean units “degree” and “cm” respectively.

TotalCapture DIP-IMU
µang[d] σang[d] µpos[c] σpos[c] µang[d] σang[d] µpos[c] σpos[c]

BiRNN(20,5) 15.88 13.57 6.00 6.16 38.42 25.06 14.49 11.42
BiRNN(50,5) 15.77 13.41 5.96 6.13 39.11 24.70 14.81 11.52
BiRNNF 16.84 13.22 6.51 6.17 17.54 11.54 6.49 5.36
BiRNN(20,5),F 16.90 13.83 6.46 6.26 18.49 12.88 6.63 5.54
BiRNN(50,5),F 16.74 13.64 6.42 6.22 18.14 12.75 6.52 5.48

Influence of future window length

Our final implementation leverages a BiRNN to learn motion dynamics from the data.
At training time, the entire sequence is processed, but at runtime, only a subset of frames
is made available to the network. Fig. 6.6 summarizes the performance of the network
as function of how many frames of past and future information are available at test time.
We experimentally found that using 5 future and 20 past frames is the best compromise
between prediction accuracy and latency penalty; we use this setting in our live system.

6.4.2 Qualitative Evaluation
We now further assess our approach via qualitative evaluations. Based on the above
quantitative results, we only report results from our best model (BiRNN). We use the
model in offline mode to produce the results in this section. Section 6.4.3 discusses the
results when using it in online mode. Please see the accompanying video at: https:

//www.youtube.com/watch?v=p1fmpOWA504.

Playground (real)

First, we compare to SIP and SOP on the Playground dataset Von Marcard et al. (2017).
Playground is challenging because it is captured outdoors and contains uncommon poses
and motions. Since the dataset contains no ground truth, we provide only qualitative
results. Fig. 6.7 shows selected frames from a sequence where the subject climbs over
an obstacle. We find that SOP has a lot of trouble in reconstructing the leg motion and
systematically underestimates arm and knee bending. Our results are comparable to SIP
although sometimes the limbs are more outstretched than in the baseline. However, note
that SIP optimizes over the whole sequence and is hence computationally very expensive,
whereas ours produces predictions in milliseconds.
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Figure 6.5: Histogram of joint angle errors (◦). Left: Error distribution on TotalCapture
with the offline BiRNN model. Right: Performance on DIP-IMU before and after fine-
tuning as described in Section 6.4.1.

TotalCapture (real)

Here we provide a qualitative comparison of our method and the baseline on the To-
talCapture dataset Trumble et al. (2017). Fig. 6.8 summarizes three different sample
frames from the dataset. We note that for challenging motions such as back bending
(bottom row) and leg raises (middle row), our model outperforms both SIP and SOP and
is very close to the reference. Fig. 6.8 also shows a case where our model successfully
reconstructs a leg-raise when SIP and SOP fail. Note however, that this difficult motion
also fails to be reconstructed by our model at times (cf. Section 6.5.2).

DIP-IMU (real)

Lastly, we illustrate results on our own DIP-IMU dataset (cf. Sec. 6.2.3 and Table 6.2).
Here the reference (“ground truth”) is obtained by running SIP using all 17 IMUs. At
test time, however, we only use 6 IMUs as input for our method, and for the baselines
SIP and SOP. Fig. 6.9 summarizes several sequences from the dataset. It is evident
that our model outperforms both SIP and SOP qualitatively in a consistent way. We
see that SIP/SOP creates a lot of inter-penetrations between limbs and the torso. Our
model more faithfully reproduces the arm motions over a large range of frames and
poses. Interestingly, our model rarely produces inter-penetrations and produces smooth
motion despite noise in the inputs (see video at https://www.youtube.com/watch?
v=p1fmpOWA504) and without any explicit smoothness or inter-penetration constraints.
Hence, DIP learns a mapping from IMU data to the space of valid poses and motion.
Smoothness may be explained by the regularization of training via dropouts.
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Figure 6.6: Performance of BiRNN as function of past and future frames on TotalCap-
ture. Numbers are mean joint angle error in degrees. Zero frames means no frames
contribute to the prediction from the past or future respectively, i.e. only use the current
frame.

Figure 6.7: Selected frames from Playground dataset.
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Figure 6.8: Sample frames from TotalCapture data set (S1, ROM1).

75



Chapter 6 Real-time MoCap from Sparse IMUs

Figure 6.9: Sample frames from DIP-IMU (S10, Motion4).

6.4.3 Live Demo

To demonstrate that our model runs in real-time, we implemented an on-line system
that streams the sensor data directly into the model and displays the output poses. The
raw IMU readings are retrieved via the Xsens SDK, the model’s output is displayed via
Unity and all communication is performed via the network. Example frames from
the live demo are shown in Fig. 6.1 and Fig. 6.10. The results are best viewed in the
supplementary video. For the live demo we use the online version of the fine-tuned
BiRNN model as explained in Section 5.2, i.e. using 20 frames from the past and 5 from
the future. The system runs at approximately 29 fps while still producing faithful results.

Figure 6.10: Sample frames from the live demo showing that our model is able to handle
various motion types. See also Fig. 6.1.
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6.5 Discussion and Limitations

6.5.1 Generalization
In this chapter we have shown that our model is able to generalize well to unseen data
based on the following observations. (i) We achieve good results on a held-out dataset
with real IMU recordings (Total Capture) despite training on synthetic data only (cf.
Section 6.4.1). (ii) We show good qualitative performance on another held-out dataset,
Playground, and in the live demo (cf. Section 6.4.2 and 6.4.3). This is challenging to
achieve due to differences in motions, sensors, and data preprocessing across the datasets.
(iii) The system is robust w.r.t. different root orientations (cf. Fig. 6.1). However, ro-
bustness to even more poses, datasets and settings is still the subject of future work. We
hypothesize that one of the main limitations is the difficulty of modeling accelerations
(synthetic and real) effectively. This is the main reason for fine-tuning on DIP-IMU,
which improves generalization but certainly does not have to be the final solution to this
problem. In the following we report additional experiments to provide insight into these
issues.

Synthetic vs. real We first train a BiRNN on a smaller, real dataset (DIP-IMU) as
opposed to a large, synthetic one (AMASS). We subsequently evaluate this model on
TotalCapture, where we notice a drop in performance of around 5.2◦ (21.03◦ ±16.35◦).
Testing on the DIP-IMU held-out set yields an error of (18.84◦ ±14.08◦), which is com-
parable to the performance when training with synthetic and fine-tuning with DIP-IMU
(17.54◦). However, the latter yields better performance on TotalCapture. These results
illustrate the benefits of a large synthetic motion database.

Re-Synthesis To analyze the impact of differences between synthetic and real data, we
synthesize the IMU measurements for the real datasets (TotalCapture and DIP-IMU). We
then evaluate our best BiRNN on these synthetic versions of TotalCapture and DIP-IMU
and compare it with the performance on real data. The model performs better on the
synthetic version of both TotalCapture (improvement by 2.71◦ to 13.14◦ ±10.50◦) and
DIP-IMU (improvement by 8.84◦ to 22.86◦ ±15.70◦), highlighting domain differences
that need to be addressed. In summary, we hypothesize that differences in accelerations
lie at the core of this problem.

6.5.2 Failure Cases
Fig. 6.11 (top) shows typical failure cases, taken from an example sequence in TotalCap-
ture. While the model is robust to various root orientations in the live demo, extreme
cases, where the body is parallel to the floor (such as push-ups), are challenging. Finally,
we compute the worst 5% poses on the test set of DIP-IMU, which results in a mean joint
angle error of 43.68◦ ±8.53◦ degrees.
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Figure 6.11: Top: Per-frame average angular error over a sequence from TotalCapture
(S3, ROM1) including 3 maximum error poses. The mean angular error for this sequence
is 16.73◦±8.55◦. Bottom: Typical failure case from TotalCapture. Our model and both
baselines fail to reconstruct the leg raise.

Leg raises are among the most difficult motions as the sensors show very similar orien-
tation readings while performing this motion. Hence, only acceleration can disambiguate
these Von Marcard et al. (2017). However, sensitivity to IMU placement, environmental
factors, and different noise characteristics per sensor make it extremely challenging to
integrate them effectively into a learning-based approach. Fig. 6.11 (bottom) shows how
both our model and the baselines fail to reconstruct a leg raise. We believe that these
problems arise from the fact that our model struggles to fully exploit the acceleration
information. Hence, future work should focus on addressing this challenge by modeling
the noise in acceleration and exploring new sensor placement.
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6.6 Conclusion and Discussion
We presented a new learning-based pose-estimation method that requires only 6 IMUs as
input, runs in real-time, and avoids the direct line-of-sight requirements of camera-based
systems. We leverage a large Mocap corpus to synthesize IMU data (orientation and
acceleration) using the SMPL body model. From this synthetic data, we show how to
learn a model (DIP) that generalizes to real IMU data, obtaining an accuracy of 15.85◦

angular error on TotalCapture. We exploit temporal information by using a bi-directional
RNN that propagates information forward and backwards in time; at training time DIP
has access to full sequences, whereas at test time the model has access to the last 20
frames and only 5 frames in the future. This produces accurate pose estimates at a latency
of only 85ms. Even satisfying the real-time requirement, DIP performs comparably to, or
better than, the competing off-line approach, SIP. Furthermore, DIP produces results that
are smooth and generally without inter-penetrations. This demonstrates that DIP learns
a mapping to the space of valid human poses without requiring explicit smoothness or
joint angle limits.

Future work should address capturing multi-person interactions and people interact-
ing with objects and the environment. While the focus of this work has been a system
based purely on wearable sensors, some applications admit external, or body mounted
cameras Rhodin et al. (2016a). It would be interesting to integrate visual input with our
tracker in order to obtain even better pose estimates, especially to capture contact points,
knee bends and sitting-down poses, which are difficult to recover using only 6 IMUs.
While our approach runs in real-time, transferring the motion data over the Internet may
introduce latency, which is a problem for virtual social interaction. Hence, we will ex-
plore ways to predict into the future to reduce latency. Finally, unlike Von Marcard et al.
(2017), no global translation is considered in our method. This limitation can be critical
in some application scenarios. We see two possible solutions to this. First, a GPS signal,
which is integrated into most phones, could be integrated into DIP to obtain reasonable
global position. Another potential way is to regress the global translations directly from
the temporal IMU inputs. We leave this for future work.

We have demonstrated the capabilities of DIP by displaying its pose predictions in
real time. We believe that real-time pose estimation methods, which require only a small
number of wearable sensors like DIP, will play a key role for emerging interactive tech-
nologies such as VR and AR.
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Chapter 7

Activity Estimation from One
Smartwatch

7.1 Introduction

After more than half one century of development since the initial introduction of the
concept, Artificial Intelligence (AI) has finally embraced an unprecedented matureness
and practicalness, seeing numerous applications in almost every aspect of our daily life1

(Langton, 1997). Common services we are using on an everyday basis include: Google2

in a search engine for personalized information retrieval; Amazon3 in online retail for
accurate product recommendation; Uber4 in shared transportation, for collaborative and
optimized path planning; MobileEye5 in autonomous driving, in the current stage for
road condition sensing and driver assistance, with the ultimate goal of achieving fully
automatic self-driving vehicles; FaceID6 in automatic face recognition, for highly secure
identity identification; SnapChat7 in enhanced instant messaging, for virtual makeup and
other user experiences. The list keeps growing. Though focusing on different aspects of
human life, all these applications merge with and benefit our way of living remarkably,
showing or even partially achieving the great potential of reshaping how the world works
and how we think about intelligent agents (Wooldridge and Jennings, 1995).

Arguably quite a large portion of all these diverse applications are based on Deep
Learning (DL) (LeCun et al., 2015) and its various variants like Convolutional-Neural-
Networks (CNNs) (Krizhevsky et al., 2012), LSTM (Hochreiter and Schmidhuber, 1997),
Reinforcement Learning (Sutton and Barto, 2018), and more recent Generative-Neural-
Networks (GANs) (Goodfellow et al., 2014), the biggest breakthrough in the area of
AI for the last decades. It is shown that a powerful DL model, together with a huge

1The work presented in this chapter has not yet been published.
2https://www.google.com
3https://www.amazon.com
4https://www.uber.com
5https://www.mobileye.com/
6https://www.apple.com/lae/iphone-xs/face-id/
7https://www.snapchat.com/
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collection of data samples drawn from the domain of interest, usually in the magnitude
of millions, is capable of summing up intrinsic knowledge about the problem at hand,
then generalizing pretty well to unseen samples. Here the data corpus used to feed the
model is as important as, if not more important than, the DL model under the hood.
Firstly emerging in the area of Computer Vision, this paradigm is partially stimulated
and boosted by the construction of many big dataset like Sintel (Dosovitskiy et al., 2015)
for optical flow, FAUST (Bogo et al., 2014) for human body geometry, ShapeNet (Chang
et al., 2015) for the geometry and texture of general objects in 3D, MSCOCO (Lin et al.,
2014) for object detection and segmentation, LFW face (Learned-Miller et al., 2016) for
face detection in the wild, ImageNet (Deng et al., 2009) for general image recognition.
This philosophy is adopted in other closely related branches of AI like Natural Language
Processing (NLP) (Manning et al., 1999; LeCun et al., 2015) and Speech Recognition
(Hinton et al., 2012).

However, the advancement of technology is always a sword of two edges. The core po-
tential threat is whether these powerful tools we create ourselves will be used against us
or in an unexpected and negative way. Some people are already worried that the increas-
ingly intelligent artificial intelligence systems might overturn the human race one day,
making the classic scenes in countless sci-fiction novels and movies a reality. Though
a fully complete human-like intelligent algorithm, so-called Universal Artificial Intel-
ligence (UAI) (Hewitt et al., 1973), seems not possible in the short term, the current
AI systems are starting to make workers in specific job sectors deeply concerned about
their job security. Taxi-driving and language translation probably are among the top en-
dangered professions. The threat is even more severe if we narrow down the scope to
creating and editing facial images and videos enabled by state-of-the-art Computer Vi-
sion technologies. This type of systems, collectively named DeepFakes (Schwartz, 2018;
Boylan, 2018), can synthesize different kinds of face images or videos that do not exist
in reality but are hardly distinguishable from the real ones. The Face2Face system (Thies
et al., 2016) shows for the first time the realistic expression transfer, requiring only an
ordinary RGB camera to capture the expression of the source actor and a video depicting
the face expression of the target actor. The following alternatives like paGAN (Nagano
et al., 2018) and Warp-Guided GANs (Geng et al., 2018) advance the realism to a higher
level. If these systems demonstrate the unlimited potential of this type of “surreal-face-
swapping” technology, then the DeepNude8 APP that renders chosen celebrities naked
exemplifies how they can also be used in a negative way.

Until now, the public’s primary concern about the privacy and security issue intro-
duced by AI is mostly constrained in special devices like cameras, voice recorders, or
3D scanners. The general public seems to hold the opinion that one can stay free from
these threats as long as he or she is away from the mentioned sensitive sources. One
natural question to ask about it is whether this assumption is true or not. Unfortunately,
our investigation of this question answers quite differently. With one single wrist-worn

8https://www.deepnude.com/
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IMU shipped with consumer-level smartwatches, we show that it is possible to estimate
which typical motions (15 classes in our current setting) the actor is doing at an ac-
curacy way higher than random guess (74% vs 7%). This not only opens the door to
an affordable, practical, ubiquitous, and lasting solution to automatic HAR but also in-
curs more thoughts about the security and privacy issues. The effect can be profound
and far-reaching. The user might not only want to think twice before they wear their
smartwatches, but also they want to double-check the various intelligent devices in their
rooms, including but not limited to smart TVs and intelligent speakers.

Our angle towards personal information acquisition from smartwatches containing one
IMU is quite different from the previous work (Vertens et al., 2015; Albright et al., 2011;
Khedr and El-Sheimy, 2017). It is well-known that smartwatches can detect different
kinds of personal health and motion information like heart rate, step count, and even
sleeping time. These signals are fine-grained, lack semantic meaning, and do not indicate
high-level personal motion and activity. Here we aim to infer what the person is doing
daily in a non-invasive way, using one smartwatch. Our methodology is purely data-
driven, with Deep Learning enabled Multi-Layer-Perceptrons (MLP) as the underlying
model. Our work also deviates from the IMU-based HAR approaches, where constrained
activities are considered, and usually, more than one commercial IMU are assumed (Chen
et al., 2006; Bayati et al., 2011; Reiss and Stricker, 2012; Jordao et al., 2018). These
works usually report a quite high accuracy, even close to 90%, but the setting is limited,
the dataset lacks variation in activities, and the scenarios of consideration usually are far
away from real life. Instead, we focus on the most common human motions in different
scenarios like indoors, playgrounds, supermarkets and, offices. We believe our study
shows the potential of expanding the application scope of IMU-based HAR, making it
more practical, and also reveals more about the hidden privacy and security issue easy to
be ignored and underestimated by the public.

7.2 Data Recording

To enable the research, we managed to gather a large-scale, diverse and realistic IMU
dataset recorded when the subjects perform daily activities. Here we delicately choose
Apple Watch9 as the hardware to use since it is popular nowadays and also provides a
mature software development environment. Once activated, one specific APP runs on the
watch and extracts the IMU readings. See Figure 7.1 for the user interface of the APP.
We focus on 15 everyday daily activities like running, walking, shopping, and sleeping
for the current study. Note that these typical motions cover various indoor, outdoor, play-
ground, and supermarket scenarios. More details are revealed in the following sections.

9https://www.apple.com/watch/
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Figure 7.1: User interface of the WatchOS APP developed and used in the project.
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7.2.1 Hardware Platform

There are many kinds of smartwatches available on the market, with the prices rang-
ing from less than one hundred to more than one thousand. The difference in price
mainly comes from the additional features the watches carry. Some common ones in-
clude fancier design, more sensors, and better hardware support. For us the gadget of the
most interest is the IMU, a standard and cheap accessory nowadays. Among all these
different options, we choose the Apple Watch Series 410, the latest edition of the series,
purely for its popularity among the public and its mature and well-received software
development environment. Please note that the data capture procedure can be easily per-
formed with other alternative devices as long as they contain a decent IMU, and the study
we conduct on the data is independent of the hardware used.

7.2.2 IMU Recorder

The recording APP conforms with the WatchOS development framework and is com-
posed of two parts: the one running on the watch to extract the IMU measurement on
the fly; the other runs on the paired iPhone to relay the captured data and upload it to the
cloud. The current version supports both per-frame transfer and all-frames as a whole
transfer. There is no apparent difference between these two when the recording time is
limited to roughly 20 minutes, so we adopted the all-frames as a whole transfer mode for
its lower battery consumption feature. The communication between a smartwatch and a
mobile phone is enabled by bluetooth, which suffers from package missing sometimes,
but is still good enough for our purposes.

The module on the watch (right in Figure 7.1) purely serves as the switch. The actor
presses the “Start” and “Stop” buttons to activate and stop the data capture session. In our
current setting, where all-frames as a whole transfer mode is utilized, the IMU readings
are firstly accumulated in the internal storage of the watch and then passed to the iPhone
once the session is done. After each session, the user is prompted to upload the gathered
data to the cloud via the GUI on the mobile phone screen (left in Figure 7.1).

7.2.3 Dataset Acquisition

We recruit 11 persons to construct the new dataset. Two of the subjects are females,
while the remaining ones are males. Their average age is around twenty-seven years old,
and their nationalities are diverse, spanning countries like India, Germany, and China.
For the current study, we mainly focus on everyday activities. We collect the motions the
actors frequently perform in daily life, then pick the 15 ones that get the most votes from
the participants. The tags of these motions are shown in Table 7.1. We dub this dataset
DHIRI (Daily Human motIon measuRed in Imu).

10https://www.apple.com/apple-watch-series-4/
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Walk Run Sleep Read Brush teeth
Wash hands Open door Sweep Shop Type keyboard

Drink Eat Talk / Converse Make phone call Watch tv
Table 7.1: The 15 daily activities we consider in this study. They cover the common
indoor and outdoor scenarios like living room, office, restaurant, and playground. Note
these motions occupy behaviors shared across people, thus being quite representative.

Figure 7.2: 11 subjects take part into the data capture in our study. Shown here are some
illustrative frames extracted from the accompaning videos used to label the motion. Note
the variation in the recording place, and also the clock over the top-right of the images,
which is used to synchronize the video with IMU readings.
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Figure 7.3: Distribution of the 15 classes in the captured dataset. The red line indicates
the average ratio, namely 1.0 / 15.

The capture happens in two phases. Firstly the subjects are asked to perform every
motion one by one discretely, each lasting for roughly 5 minutes. The subjects are en-
couraged to show as many different ways of doing the same kind of motion as possible,
thus making the captured data rich in various motion patterns. Then in the second phase,
the participants are free to alternate among these motions in any way they like, as long
as it is natural and continuous, for 3 to 4 times, each one being around 10 minutes. The
frame rate of IMU reading was fixed as 50 FPS over the whole process. Altogether we
collected around 2.3 million frames, or equivalently 18 hours, making DHIRI one of the
largest real IMU datasets. Four of the subjects doing four different kinds of motions are
depicted in Figure 7.2. We find the classes of this dataset are not so well balanced, with
more than half of them below the average ratio (see Figure 7.3). The first three most fre-
quent activities are Walk, Talk/Converse, and Sleep, while the three least frequent ones
are Brush teeth, Open door, and Make phone call.

Compared with existing datasets, the new one we build features several appealing at-
tributes. Firstly by design, it focuses on typical motions exhibited by ordinary people in
daily life, thus more suitable for studies targeting the general public. This is in contrast
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to previous benchmarks limited to special places like a factory. Secondly, our dataset is
more realistic. In some previous work, the participants are required to aid the data label-
ing work, mainly through a carefully-designed APP user interface, when the capture is
going on. Though convenient, this way of collecting ground-truth labels can potentially
intervene with the data capture process. We avoid this problem by explicitly asking the
actors to make the specific motions in the first stage and using another mobile phone
to record the footage for later manual annotation in the second stage. The participants
receive no further guidance once the capture session starts. We believe this mechanism
results in more natural data.

7.3 Methodology

Following the previous IMU-enabled HAR work, we also formulate the problem as a
classification problem. That is, for every frame of IMU readings, we need to assign to
it a discrete activity label. This problem is intrinsically heavily ambiguous and complex
since the linear acceleration, and angular rate signals from one single wrist-worn IMU
only carry limited information about how the wrist moves, which per se weakly correlates
with whole-body motion. A similar observation is also made in the Deep Inertial Poser
paper (Huang et al., 2018) where several sparse IMUs are used to infer the full-body
pose. There, 50 past frames and five future frames are combined to better constrain the
pose better to estimate, while one LSTM is explicitly adopted to propagate contextual
information. Here similarly, we also concatenate IMU readings from several continuous
frames as the input unit. Please note that different from (Huang et al., 2018) where the
absolute orientation of body parts is known, we only have the instantaneous measurement
that reads how fast the attached body part moves.

The overview of the whole pipeline is depicted in Figure 7.4. The input to our sys-
tem is always a collection of temporal IMU sequences sampled at 10 FPS, each one
in the form of {(a0,r0),(a1,r1), . . . ,(aN ,rN)}, with corresponding per-frame ground-
truth activity labels during the training stage {l0, l1, . . . , lN}. Here ai and ri refer to
the linear acceleration and angular rate measured by the IMU on the wrist at the i-th
instance, respectively, while li ∈ {0,1, . . . ,C} represents the class ID for this specific
frame. C = 15 is the number of classes to consider, and N refers to the frame num-
ber of one sequence. Note our current system supports IMU readings at frequencies
up to 200 FPS. We choose to downsample the signals to rule out high-frequency de-
tails for better generalization ability. For every time instance t, we always combine
the IMU readings of M previous frames and current one to form the input vector, namely
vec(at−M,at−M+1, . . . ,at ,rt−M,rt−M+1, . . . ,rt). Here vec means the vectorization of a list
of numbers. Depending on the model used in the second stage, we may also apply some
pre-processing on the input vector, like appending the frequency domain representation
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Step 1: Feature Extraction

Step 2: 
Per-frame Classification

Step 3: 
CRF Inference

Class 1

         2

         3

         N

or

Figure 7.4: Our system is mainly composed of three components. In the feature extrac-
tion stage, IMU readings from continuous frames are concatenated to compose the input
vector. Depending on the classification model used in the second stage, the raw signal
and/or its frequency domain representation are fed. In this work, we mainly consider
Random Forests and Multi-Layer-Perceptrons as the classifier. Given the class prob-
ability computed in the second stage, one extra linear-chain CRF inference is further
introduced to encode temporal coherence in the last step.
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of the measurement. In this case, the final input vector can be represented as:

cat(fft(vec(at−M,at−M+1, . . . ,at)), fft(vec(rt−M,rt−M+1, . . . ,rt))) (7.1)

where fft means Fast Fourier Transformation and cat is the vector concatenation opera-
tion. Since the aforementioned pre-processing is performed on all 3 channels of linear
acceleration and angular rate, here for brevity we do not explicitly differentiate one spe-
cific axis of the measurements. The output from all 3 channels together make up the
input vector to our system.

In the second stage, we conduct a per-frame classification of the features extracted as
described. As the core of the whole system, this module plays a key role in determining
the overall performance. We take a Neural Network as the underlying model due to
its proven success in Computer Vision and Computer Graphics. As a baseline, we also
tested a Random Forests. The experimental validation aligns with the general finding
that Neural Network tends to behave better than Random Forests given sufficient data
samples, while Random Forests already yields a quite strong result. More information
about the network structure and training is given in the implementation section. After
this step every single frame in the motion sequence is assigned a probability distribution
{(p0

0, p0
1, . . . , p0

C),(p1
0, p1

1, . . . , p1
C), . . . ,(pN

0 , pN
1 , . . . , pN

C )}, where p j
i is the estimated non-

negative probability of j-th frame being classified as i-th class, and ∑
C
i=1 p j

i = 1 for any
j.

By now, we have encoded the history information of the current frame by concatenat-
ing the IMU readings of its previous frames, which proves important to infer the attached
semantic label. However, every frame is treated individually in the output class space,
with no temporal coherence constraint applied. One possible consequence of this is a
jittery prediction over the motion sequence. However, intuition suggests quite differ-
ently that natural human motion is usually smooth with reasonable rather than random
transitions from one type of activity to another. For example, the activity Run is rarely
preceded by the activity Eat. The similar idea has been widely adopted in Computer
Vision to boost performance in topics like Image Segmentation (Zheng et al., 2015),
Optical Flow Estimation (Sun et al., 2010), etc. Here we also try to utilize this straight-
forward yet general and empirically powerful prior information to regularize the initial
output in the second stage. Refer to Figure 7.5 to make the concept clearer. Shown in the
figure is the transition matrix we use through the experiments, which is computed from
the training set captured in a continuous manner.

More specifically, the Viterbi decoding algorithm (Forney, 1973) proposed both in
linear-chain Conditional Random Fields (CRFs) and Hidden Markov Models (HMMs)
is used to refine the predicted per-frame results as one post-processing step. Given the
probability distribution for every frame estimated in the second stage p j

i , here we try to
achieve a more temporally consistent solution that also eliminates non-natural transitions
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Figure 7.5: Visualization of the transition matrix computed from the continuous activity
recording. This figure is color-coded: the warmer the color, the bigger the transition
probability. Please note that the diagonal elements are set as zero to better manifest the
transition pattern among different motions.
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by optimizing the following objective function:

E(S) =
N

∑
j=1

p j
S j
+λ

N−1

∑
j=1

TS j,S j+1 (7.2)

where λ is the weighting parameter, T is the transition probability matrix computed from
the training motion sequences captured in continuous mode, and Ti, j indicates the likeli-
hood of going from class i to class j over neighbouring frames. And S = (S0,S1, . . . ,SN)
means the class labels assigned to the whole sequence, with Si ∈ (1,2, . . . ,C). This op-
eration is illustrated as step 3 in Figure 7.4.

7.4 Implementation Details
In this section, we specify the technical details involved in the implementation of our
system. M is set as 60, namely, for every single frame, the IMU readings of 59 previous
frames are combined with the current measurements to form the input vector. This makes
the size of the raw input vector to be 360-d. The augmentation of the input vector by its fft
representation is only used for the Random Forest since we find for the Neural Network,
feeding the raw signal always yields comparable or even better classification results,
manifesting the representation learning power of Neural Networks.

The whole system is implemented in Python11. For Random Forest, we use the im-
plementation provided in Scipy (Bressert, 2012). We train and test the Neural Network
structure via the publicly available PyTorch library (Paszke et al., 2017), one of the most
popular auto-differential Deep Learning libraries. The structure of the Neural Network
adopted in the experiments is shown in Figure 7.6. Other than the one showed here,
we also try other versions that are deeper, wider, or with different activation functions
and dropout rates. However, none of these boost performance in a significant way. For
Viterbi decoding, we adopted the implementation in Tensorflow (Abadi et al., 2016b).

7.5 Experimental Results
We conduct extensive experiments to validate the proposed algorithm on the new DHIRI
dataset. 6 of all 11 subjects are used for the model training, while the remaining subjects
are held out for testing. We adopt the standard average accuracy as the metric to measure
how well the model performs. Since the probability distribution of the prediction plays
an important role in the temporal inference step, we also report the top 2 and top 3
average accuracies as an extra performance indicator of the per-frame classification. To
evaluate the algorithm more completely, we also adjust different settings of the system,
like only using one of linear acceleration and angular rate or both of them, and whether

11https://www.python.org
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Figure 7.6: Network structure of the MLP used as the base classifier. There are three
hidden layers sized 1024, 512 and 60, between the 360-d input and 15-d output layers.
Each hidden layer is followed by a non-linear ReLU activation and Droput layer with 0.5
Dropout rate.

Setting top-1 top-2 top-3 Final
Raw signal, MLP 0.61 0.74 0.81 0.74

Raw signal + FFT, MLP 0.61 0.74 0.81 0.74
Raw signal, RF 0.57 0.70 0.77 0.67

Raw signal + FFT, RF 0.58 0.71 0.80 0.69
Table 7.2: Classification results of our system on DRIHI dataset we construct. Here RS
refers to only raw signal being used, MLP being Multi-Layer-Perceptron, RS+FFT mean-
ing combination of raw signal and FFT output are used, RF donating Random Forests.
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Figure 7.7: Illustration of the classification on two random testing sequences. For each
column top-down: raw class probability distribution across the sequence obtained in the
first stage; classification results of the first stage; results after linear-chain Conditional-
Random-Fields (CRF) inference; the ground truth. Note how adding temporal coherence
smooths and cleans the results by removing unnatural noise in the initial predictions.

to turn on fft pre-processing in the feature generation stage. The experimental results
are shown in Table 7.2. Although Random Forest models are relatively easy to train and
capable of obtaining decent results, an MLP yields better performance on our dataset.
No matter which model is used, the combination of linear acceleration and angular rate
steadily outperforms the versions using only one of them. It turns out that a strong
correlation exists between top-1 accuracy and top-2/top-3 accuracy. The addition of
temporal inference in the second stage always boosts the classification accuracy to a
large extent (13% absolute performance gain). This phenomenon is more easily observed
in the visualization of two random testing samples in Figure 7.7. We also show the
confusion matrix before and after temporal inference for easier inspection of the result
in Figure 7.8.

We also adjust different parts of the experimental settings to do ablation studies about
our system. Since a better per-frame classification performance in the first stage consis-
tently indicates a better final result, we only report the accuracy of the base classifier in
the following experiments. We firstly train the MLP model on different subsets of the
training data to see how the size of training samples influences the classification perfor-
mance. The trained models are evaluated on the same held-out, thus unseen samples. The
results are shown in Table 7.3. Not surprisingly, the classification accuracy is constantly
boosted by adding more training data. It suggests that people do share some intrinsic
way of performing the same activities, though there can be some inter-class variation.

We also consider the factor of the class number to predict. It is easy to imagine that
the more classes to include and explain, the more difficult the problem is. To verify this
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Train Size top-1 top-2 top-3 Final
Ind 7 + Cond 4 0.61 0.74 0.81 0.74
Ind 7 + Cond 2 0.58 0.71 0.80 0.68

Ind 7 0.41 0.53 0.65 0.45
Ind 5 0.39 0.52 0.66 0.43
Ind 3 0.37 0.57 0.68 0.37
Ind 1 0.34 0.49 0.55 0.37

Table 7.3: Per-frame classification versus training size. Here Ind D/CondD means the
data captured with the first D subjects in individual (discrete) / continuous mode are
used for training.

#Class Top-1 Top-2 Top-3
15 0.61 0.74 0.81
12 0.72 0.82 0.88
10 0.78 0.88 0.92
8 0.88 0.95 0.97

Table 7.4: Number of class to predict versus per-frame classification accuracy. Note how
reducing number of classes steadily improves the classification performance.

hypothesis, we adjust the number of activities, then only preserve the part of the data
falling into the partially chosen motions. Here we keep the MLP network structure the
same except for the last output layer. By changing the size of output nodes, we gain quite
different classification performance, as shown in Table 7.4. We also vary the size of the
temporal window to see how history information helps. For these experiments, we take
different numbers of previous frames to combine with the current frame which makes
the data sample, then re-train the same Neural Network by adjusting the size of input
layer nodes accordingly. We find that a longer temporal window does benefit the base
classifier before it saturates (see Table 7.5), and sampling frequency plays an important
role. We hypothesize that an even larger dataset permits more complex and expressive
models with larger temporal window size. We leave this for future work.

7.6 Conclusion and Future Work
In this work, we demonstrate the feasibility of human activity recognition using only
one IMU-equipped smartwatch. To that end, we firstly capture one large-scale, purely
realistic, and manually labeled dataset featuring 11 subjects conducting daily activities
in everyday situations. Then we introduce a modulated data-driven model composed
of per-frame classification and whole-sequence inference with temporal coherence and
natural transition patterns considered. Our experimental settings are closer to reality than
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#Setting Top-1 Top-2 Top-3
10FPS, 6Sec 0.61 0.74 0.81
10FPS, 4Sec 0.61 0.74 0.81
10FPS, 2Sec 0.58 0.72 0.80
10FPS, 1Sec 0.55 0.68 0.77
5FPS, 6Sec 0.56 0.71 0.80
5FPS, 4Sec 0.56 0.71 0.80
5FPS, 2Sec 0.53 0.67 0.76
1FPS, 1Sec 0.34 0.48 0.59

Table 7.5: Accuracy versus sampling frequency and temporal length.
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Figure 7.8: Confusion matrix before and after linear-chain CRF inference. Note the
difference in the units in two matrices, and how adding temporal smoothness (right one)
removes non-diagonal matrix elemnts.
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previous work, and our proposed model better encodes natural constraints, thus giving
better results. Our study also exposes the real threat of misuse and violation of personal
privacy potentially introduced by widespread intelligent devices like smartwatches. One
important thing to consider in future work is how to more efficiently record and label
even larger motion data with no, or as few, external inferences as possible. A big enough
dataset might admit other more sophisticated models like RNNs and LSTMs. It is also
interesting to see how unsupervised learning or few-shot learning can be applied here. In
our current study, we do not explicitly analyze the effect of cultural background on the
way people behave, though the participants do span different nationalities. We believe
extra effort should be spent in this direction.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion
In Computer Vision and Graphics, it is a long-standing goal to accurately capture natural
human motion and interaction with objects inside diverse environments with little or even
no intrusion. Targeting this goal in this thesis we contribute in three directions:

Fully Automatic Marker-less MoCap. In Chapter 4, we present the first fully au-
tomatic marker-less MoCap system that can naturally handle different body shapes and
challenging poses. Unlike previous methods where the body model is manually con-
structed beforehand, our approach jointly optimizes the body shape and pose across the
whole motion sequence. We demonstrate stable MoCap results comparable with, or even
superior to, previous methods on standard benchmarks. The main driving force of our
method is the state-of-the-art 3D generative body model and the DCT low-dimensional
pose prior. Except for the 3D joint skeletons, our method also outputs a dense body
surface mesh that is directly animatable.

Light-Weight MoCap at Interactive Rate. Compared with optimization-based Mo-
Cap methods that are usually quite time-consuming, learning-based alternatives promise
the possibility of practical MoCap systems running at an interactive rate. Our method,
Deep Inertial Poser, is an LSTM model that runs at 25FPS with adjustable time delay.
Our method is lightweight in that it only requires 6 IMU sensors placed on different
parts of the subject, thus is convenient to use. Learning-based methods are inherently
data-hungry, while existing datasets with IMU readings and ground-truth body poses are
limited in size and motion diversity. We propose a new method to synthesize IMU read-
ings from an archival MoCap dataset. We show that it is effective to first train the model
on the synthetic data, and then fine-tune it further on real data.

Joint Human and Object Tracking from RGB-D Sensors. Existing MoCap methods,
especially the marker-less ones, mainly focus on the human body itself, while in reality,
humans are frequently interacting with other objects. So it is naturally the next step
to extend the body-only MoCap to jointly capture body motion and object motion, i.e.,
the interaction between humans and objects. We explore this direction by presenting the
first system that can faithfully capture human-object interactions from 6 RGB-D cameras
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arranged around the subject. We first treat the human and the object individually and fit
them to 2D keypoints and contours obtained via CNN models. Then we jointly refine
the human and object motions by introducing interpenetration and contact losses. Our
key insight is that the object tends to stay in the same configuration relative to the hand
during interaction.

8.2 Future Work

Though MoCap has achieved massive progress over the last decades, there is still a mas-
sive gap between what the current state-of-the-art permits and the requirements of mod-
ern VR/AR applications. The major problem to handle is still about improving the effi-
ciency and effectiveness of MoCap with as little extra time and manual work as possible.
Here we list some promising new trends:

MoCap from Neural Signals.

Until now, all the accurate MoCap methods rely on various body-mounted sensors to a
different extent. To be applicable in daily life, the ideal MoCap systems should be even
less intrusive. Among them, the neural signal reading sensors are the most interesting.
Accurate hand pose estimation has been proved recently from CTRL-Labs Melcer et al.
(2018), and it is naturally the next step to do a similar thing for the whole body.

MoCap with high-level Semantic Constraints.

As we all know, the human body pose is diverse and complex. This is one of the main
reasons why MoCap is so difficult. However, across different subjects, the same kind of
motions exhibit easily recognizable features. So it can be interesting to apply activity-
specific motion priors when the subject is known to do some activities. Also, training a
separate body pose/motion prior for each type of activities has a good chance of yielding
better prior models than training a single model from all combined data.

MoCap among Multiple Subjects in Large Environments.

How to achieve accurate MoCap of multiple persons interacting with each other in large
outdoor environments still remain a challenging problem, though a considerable degree
of success has been achieved Guzov et al. (2021); Saini et al. (2019). Larger capture
spaces and longer activities mean larger storage requirements and battery capability,
which are difficult problems. Still, this direction is worth exploring given the increas-
ing popularity of VR/AR, where many applications will need highly accurate, real-time,
and lasting whole-body pose and/or appearance capture.
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Nägeli, T., Oberholzer, S., Plüss, S., Alonso-Mora, J., and Hilliges, O. (2018). Flycon:
real-time environment-independent multi-view human pose estimation with aerial ve-
hicles. ACM Transactions on Graphics (TOG), 37(6), 1–14.

Nocedal, J. and Wright, S. (2006a). Numerical optimization: Springer science & busi-
ness media. New York.

Nocedal, J. and Wright, S. J. (2006b). Nonlinear equations. Numerical Optimization,
pages 270–302.

Oikonomidis, I., Kyriazis, N., and Argyros, A. A. (2011). Full dof tracking of a hand
interacting with an object by modeling occlusions and physical constraints. In 2011
International Conference on Computer Vision, pages 2088–2095. IEEE.
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