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Abstract—Wireless communications are increasingly vulnera-
ble to simultaneous jamming and eavesdropping attacks due to
the inherent broadcast nature of wireless channels. With this
focus, due to the potential of reconfigurable intelligent surface
(RIS) in substantially saving power consumption and boosting
information security, this paper is the first work to investigate the
effect of the RIS-assisted wireless transmitter in improving both
the spectrum efficiency and the security of multi-user cellular
network. Specifically, with the imperfect angular channel state
information (CSI), we aim to address the worst-case sum rate
maximization problem by jointly designing the receive decoder at
the users, both the digital precoder and the artificial noise (AN)
at the base station (BS), and the analog precoder at the RIS, while
meeting the minimum achievable rate constraint, the maximum
wiretap rate requirement, and the maximum power constraint.
To address the non-convexity of the formulated problem, we first
propose an alternative optimization (AO) method to obtain an
efficient solution. In particular, a heuristic scheme is proposed
to convert the imperfect angular CSI into a robust one and
facilitate the developing a closed-form solution to the receive
decoder. Then, after reformulating the original problem into a
tractable one by exploiting the majorization-minimization (MM)
method, the digital precoder and AN can be addressed by the
quadratically constrained quadratic programming (QCQP), and
the RIS-aided analog precoder is solved by the proposed price
mechanism-based Riemannian manifold optimization (RMO).
To further reduce the computational complexity of the pro-
posed AO method and gain more insights, we develop a low-
complexity monotonic optimization algorithm combined with the
dual method (MO-dual) to identify the closed-form solution.
Numerical simulations using realistic RIS and communication
models demonstrate the superiority and validity of our proposed
schemes over the existing benchmark schemes.

Index Terms—Reconfigurable intelligent surface, anti-jamming
communications, physical-layer security, hybrid beamforming.
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I. INTRODUCTION

THE inherent openness and broadcast nature of the wire-
less medium makes wireless communications vulnerable

to security breaches [1], including the active jamming attacks
for interrupting transmissions and the passive eavesdropping
attacks for data interception [2], [3].In this regard, various ad-
vanced techniques have been developed for defending wireless
security against the jamming and the eavesdropping attacks in
recent years [4].

Among the existing approaches against jamming attacks,
frequency-hopping (FH) is a widely-adopted and useful tech-
nique, where its essential premise is that the cooperative
parties quickly switch their current working frequencies to be
orthogonal to the jamming signal’s (see [5], [6] and reference
therein). In [5], the authors proposed a mode hopping scheme
to address the jamming attacks within a narrow frequency
band, which can achieve lower bit error rate compared to
the conventional wideband FH scheme. Power control is
another powerful technique to tackle the jamming attacks. For
example, the authors in [7] applied game theory to obtain the
optimal power control policy for directly resisting the jamming
attacks. However, it is worth noticing that FH consumes extra
spectrum resources and power control needs additional power.
In terms of eavesdropping attacks, the main scheme proposed
in the literature is to utilize the intrinsic randomness of the
noise and the characteristics of wireless channel to limit
the eavesdropper’s achievable rate, which includes the multi-
antenna beamforming [8], artificial noise (AN) [9], [10], and
cooperative jamming [11]. Particularly, cooperative relaying
scheme relies on cooperation from the intermediate node to
facilitate the channel difference between the legitimate users
and eavesdroppers. Besides the cooperative relaying, AN can
be generated to deliberately corrupt the eavesdroppers, where
the key behind a successful AN is to avert the negative
impact of AN signals on legitimate channels. Moreover, taking
advantage of multiple-antenna techniques, spatial selectivity
can be realized to improve the stealthiness of wireless chan-
nels through directional transmission. Nevertheless, deploying
beamforming and releasing AN incur high hardware cost,
and the implementation of multiple antennas constitutes an
inevitable burden from the perspective of deployment scala-
bility. Thus, an effective and efficient approach against both
jamming and eavesdropping attacks is urgent, which has not
been investigated in existing multi-user cellular networks.

To address the abovementioned shortcomings, a spectrum
and energy-efficient paradigm, called reconfigurable intelli-
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gent surface (RIS), is utilized to enhance the security and
improve the communication performance in this paper, which
is composed of many low-cost passive components and each
component can constructively boost the received signal power
or destructively suppress interference by imposing a phase
shift and/or amplitude to the incident signal. Current state-of-
the-art for RIS-assisted communication system can be divided
into two aspects: RIS acts as a passive reflector for reconfig-
uring the radio propagation environment and RIS as an active
transmitter for manipulating electromagnetic (EM) waves [12].
Recently, RIS-based passive reflector has attracted tremendous
research attentions. Specifically, RIS-based passive reflector
has been widely investigated to minimize the transmit power
[13]–[15], to maximize the achievable rate [16]–[18], and
to improve the physical layer security [19]–[24]. The work
[17] proposed a RIS-assisted non-orthogonal multiple access
(NOMA) scheme to achieve secure communication and sum
rate maximization via artificial jamming , where the multi-
antenna base station sends the NOMA and jamming signals
together to the legitimate users with the assistance of RIS, in
the presence of a passive eavesdropper. In [21], the authors
first utilzed the RIS to improve the system achievable rate
under the jamming attacks, where the reinforcement learning
was adopted to achieve the optimal transmit and reflecting
beamforming. However, the abovementioned work [21] was
based on the assumption that the jammer’s channel state in-
formation (CSI) and the jamming beamforming were perfectly
known at the BS, and ignored the fact that the jamming signal
can also be reflected by the RIS in practice. To tackle these
issues, considering the unknown jamming beamforming and
the reflecting channel from the jammer to RIS, our previous
work [22] minimized the total transmit power by jointly
optimizing the transmit and reflecting beamforming under
jammer’s statistical CSI. Furthermore, taking the potential
eavesdropping attack into consideration, the authors in [24]
first proposed deep reinforcement learning (DRL) based ap-
proach to maximize the system secrecy rate while considering
the QoS requirements of legitimate users. Nevertheless, RIS-
based passive reflector may suffers from the “double fading”
effect, namely, the large-scale fading attenuation first in the
transmitter-RIS link and then again in the RIS-receiver link.
In addition, due to the fact that the RIS-based passive reflector
can reflect the jamming signal, the enhancement of the desired
signal and the suppression of the jamming signal cannot be
appropriately balanced [21]. As such, this paper turns to the
second aspect, i.e., RIS-assisted transmitter, which provides
EM wave tailoring capabilities and processes the incident
digital beamforming in the analog domain using simplified
and power-efficient transmitter hardware [12], [25]–[31]. The
key advantage of the RIS-assisted transmitter is that it requires
much less power and cost compared with the conventional
transmitter, since it eliminates the need for active phase shifter,
power amplifiers, and complicated RF chains [25]. In addition,
due to the short distance between the transmitter and the RIS,
RIS-assisted transmitter has no large-scale fading attenuation
in the transmitter-RIS link such that the “double fading” effect
is eliminated. In [12], the authors utilized a RIS-assisted
transmitter to minimize the total transmit power of a multi-user

wireless network. In [28] and [29], the authors investigated the
RIS-based quadrature phase shift keying (QPSK) and RIS-
based 8-phase shift keying (8PSK) modulation schemes for
wireless transmissions, respectively. Moreover, the authors in
[26] proposed a general RIS-aided transmitter architectures
for the single-user massive MIMO system. However, the
aforementioned works on design and implementation of RIS-
based transmitter architecture only considered the power mini-
mization problem or the achievable rate maximization problem
for the simple single-user case, which is not applicable to the
complicated multi-user system. Futhermore, the related works
[12] and [26] did not take the secure transmission perspective
into account, particularly in the presence of CSI imperfection.
Although existing literature commonly assumes that the global
instantaneous CSI is perfectly known, it should be noted that
the jammer/eve-related CSI is hard to obtain owing to the lack
of cooperation between the BS and the illegitimate nodes.
When the secure perspective and the CSI imperfection are
considered, the optimization problem becomes complicated
due to the new structure of objective function and constraints,
which is significantly more complex than that for non-secure
case under perfect CSI.

Motivated by the above observations, to protect the wireless
transmission from both jamming and eavesdropping attacks
efficiently, this paper investigates the robust hybrid beamform-
ing design with the aid of a novel RIS-assisted transmitter
under the imperfect angular information based CSI. The main
contributions of this paper are summarized as follows:

• A RIS-assisted wireless transmitter is adopted for the first
time in this paper to secure the downlink transmission and
facilitate the employment of a large-scale array, which
can flexibly control both the elevation and azimuth angles
of the beamforming and provide adequate beamforming
gain in the coverage area. In this regard, the RIS-assisted
transmitter can exploit three-dimensional beamforming
to improve the system and security performance. We
investigate two different RIS-assisted hybrid architec-
tures, namely: intelligent reflecting surface (IRS) aided
architecture and intelligent transmitting surface (ITS)
aided architecture. Besides, under the imperfect angular
CSI of the illegitimate nodes, a robust optimization
problem is formulated to maximize the sum information
rate by jointly designing the receive decoder at users,
the digital precoder and AN at BS, and the analog
precoder at RIS, while meeting the target information rate
and wiretap rate requirements. To our best knowledge,
the sum information rate maximization problem with
a RIS-assisted transmitter under imperfect angular CSI
is addressed for the first time in this paper whereas
existing works focus on different performance criteria
with different array architectures and different CSI error
models, e.g., [15] aimed at the power minimization with
fully-digital architecture under the statistical CSI, while
[23] focused on the sum rate maximization with the RIS-
based reflector architecture under the bounded CSI.

• Since the infinite non-convex objective function and
constraints induced by the imperfect CSI and the RIS
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Fig. 1: Transmitter architecture comparison: (a) fully-digital architecture; (b) fully-connected hybrid architecture; (c) sub-
connected hybrid architecture; (d) IRS-assisted hybrid architecture; (e) ITS-assisted hybrid architecture.

unit-modulus property are quite challenging to tackle,
an alternative optimization (AO) algorithm is developed
to obtain a suboptimal solution with satisfactory perfor-
mance. Specifically, the angular uncertainty region is first
transformed into a weighted combination of discrete one
such that the worst case is achieved, and then a heuristic
beamforming scheme is proposed to identify the closed-
form solutions of received decoder. Then, a majorization-
minimization (MM) method is proposed to convert both
the objective function and the constraints into the equiv-
alent quadratic form. As such, the digital precoder and
AN can be optimized by the quadratically constrained
quadratic program (QCQP). As for the optimization of
the analog precoder, the log-sum-exp inequality is first
utilized to approximate the non-smooth constraints, and
then a price mechanism-based Riemannian manifold op-
timization (RMO) method is developed to tackle the unit-
modulus constraint (UMC), where two price factors can
be obtained by the multi-dimensional bisection method.

• To reduce the computational complexity of AO algorithm
and gain deep insights, a low-complexity monotonic
optimization scheme combined with dual method (MO-
dual) is developed to solve the formulated problem. In
particular, a set of overlapping boxes is first constructed
which maintain the information rate region where the
optimal solution lies in. Then, the size of boxes will
iteratively decrease until the optimal solution is obtained.
Meanwhile, the dual method is utilized to check the
feasibility of each boxes and obtain the closed-form so-
lutions to the digital precoder, AN, and analog precoder.
Moreover, an iterative power control approach based on
the standard interference function is developed to obtain
the optimal power of digitial precoder and AN.

• The convergence of two proposed algorithms are guaran-
teed by a rigorous proof. In addition, the AO algorithm
has the polynomial-time complexity, and the MO-dual

method enjoys the linear one, which is beneficial for
implementation. Numerical results demonstrate that with
the help of the RIS-assisted wireless transmitter, the
proposed algorithms outperform the existing benchmark
approaches. We confirm that our proposed RIS-assisted
hybrid beamforming design framework can provide an
effective solution to improve both the system and the
security performance.

The remainder of this work is organized as follows. The
system model and the problem formulation are presented in
Section II. In Section III, an AO algorithm is proposed to
obtain the suboptimal solution of formulated problem. Section
IV investigates the MO-dual method. Numerical results are
provided in Section V. We conclude this paper in Section VI.

Notation: XH , XT , X∗ , and ‖X‖F denote conjugate
transpose, transpose, conjugate, and Frobenius norm of a
matrix X. The notations E{·}, Tr{·}, Re{·}, and λ{·} denote
the expectation, trace, real part, and eigenvalue of a complex
number or matrix, respectively. Cm×n represents the complex
space of m×n dimensions. The symbol Hn×n is the Hermitian
matrix of n×n dimensions. [·]n,n represents the nth diagonal
element of a matrix. X � 0 means that the matrix X is pos-
itive semi-definite. The distribution of a circularly symmetric
complex Gaussian (CSCG) random vector with mean vector
x and covariance matrix Σ is denoted by CN (x,Σ).

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. RIS-Assisted Transmitter Architectures

As shown in Fig. 1 (a)-(c), there are three typical trans-
mitter architectures, namely: (a) fully-digital architecture; (b)
fully-connected hybrid architecture; (c) sub-connected hybrid
architecture [26]. Obviously, the RF chains required by fully-
digital architecture are equal to the nubmer of antennas, and
thus achieves better spectral efficiency with prohibitively high
hardware cost and power consumption. As an alternative,
the fully-connected hybrid architecture is exploited to obtain
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a satisfactory cost-performance trade-off owing to the use
of fewer RF chains, whereas it is also not scalable since
its analog beamforming network needs many RF combiners,
phase shifters, and power amplifiers. To tackle this issue, the
sub-connected hybrid architecture, where each RF chain is
connected to a part of antennas, is proposed to eliminate the
need for RF combiners and phase shifters. Nevertheless, the
analog network’s cost of sub-connected hybrid architecture is
still very high for large numbers of antennas [26]. Thus, in
the considered RIS-assisted transmitter architecture, the low-
cost and energy-efficient RIS is utilized to serve as the analog
network and transmit antennas, see Fig. 1 (d) and (e). In the
literature, the RIS-assisted transmitter architecture can be di-
vided into IRS-aided hybrid architecture and ITS-aided hybrid
architecture1. For both RIS-assisted hybrid architectures, each
active antenna is connected to a dedicated RF chain, and
transmits digital beamforming to the RIS. Then, each passive
RIS unit receives a superposition of the signals transmitted
(over the air) by the active antennas and adds a desired phase
shift to the overall incident signal. In the IRS-assisted hybrid
architecture, the phase-delayed signal is reflected from the IRS
units, see Fig. 1 (d),whereas the ITS-aided hybrid architecture
transmits the phase-delayed signal in the forward direction,
see Fig. 1 (e). Note that in the ITS-assisted hybrid architecture,
the receive units forward the digital beamforming to the RIS-
assised phase shifter and transmit the phase-delayed signal
to the transmit units via the microstrip2. Clearly, the main
differences between the RIS-assisted hybrid architecture and
conventional hybrid architecture is two-fold. Firstly, each RIS
unit can add a large reflection coefficient (close to one) to
the overall incident signal, whereas the phase shifter can only
impose a low amplitude coefficient to a subset of the signal.
Secondly, the feed mechanism of proposed architectures is
referred to as space feeding mechanism, while that of con-
ventional hybrid architecture is through the analog network
which can incur a high hardware cost. These abovementioned
advantages make the RIS-assisted hybrid architectures inher-
ently more energy efficient [25]–[30].

1Note that the existing literatures have another RIS-aided transmitter, called
Dynamic Metasurface Antennas (DMAs), whose architecture is shown in [26],
[30]. Specifically, each RF chain of DMAs is connect to a subset of RIS
units via a single microstrip, which is similar to the sub-connected hybrid
architecture. In addition, the communication performances achieved by DMAs
are also comparable to the sub-connected hybrid architecture [30]. Thus, to
gain more insights, this paper focues on investigating the communication
performances achieved by the new architectures (Fig. 1 (d) and (e)). Moreover,
since the RIS-based reflector has been widely utilized in the existing RIS-
aided secure networks, see Fig. 2 (b), for the fairness of the comparison, we
still adopt the passive reflective surfaces to construct RIS-assisted transmitter
architecture and use it to secure the communications, see Fig. 2 (a).

2The main differences between the IRS-aided hybrid architecture and the
ITS-aided hybrid architecture can be summarized as two-folds. First of all,
the structures of both architectures are different. In particular, IRS puts the
control system for the phase shifters on the back side of the surface, while
the ITS puts that inner the surface. Second, for the IRS-assisted antennas,
the magnitude of reflection coefficient is often large (close to one) due to the
existence of a metal ground plane that reflects the entire incident wave, while
the ITS-assisted hybrid architecture has to be properly designed to ensure a
large magnitude for the transmission coefficient which in general may lead to
a higher implementation complexity [26]. Besides, the active antenna position
introduces a blocking area for the IRS-assisted antennas whereas this issue
does not exist for ITS-assisted antennas, and the power efficiency of IRS is
lower than that of ITS [26].
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Fig. 2: (a) RIS-based transmitter aided secure system model;
(b) RIS-based reflector aided secure system model.

B. System Model

Fig. 2 (a) illustrates the considered system model of secure
communication network, in which one BS equipped with
the RIS-assisted wireless transmitter, wishes to establish the
reliable links with K users, in the presence of L active
jammers and M passive eavesdroppers. It is considered that
the BS is equipped with NRF ≥ K + 1 active antennas
and the RIS employs a uniform planar arrays (UPA) with
NTX = NTX1 × NTX2 units, where NTX1/NTX2 denotes
the number of array elements along the X/Z-axis. In addition,
the l-th jammer is equipped with the UPA with NJ,l antennas.
In order to nullify the jamming signals and simultaneously
balance the interference, the k-th user is equipped with NRX,k
UPA receive antennas. Furthermore, we consider that all the
eavesdroppers adopt omni-directional single-antenna to inter-
cept the data from different directions. Without loss of general-
ity, we set NJ,l = NJ ,∀l ∈ [L] and NRX,k = NRX ,∀k ∈ [K].

Alternatively, Fig. 2 (b) shows the typical RIS-based reflec-
tor aided secure communication system, which has received
extensive attention recently [22], [23]. In this model, the RIS
is deployed to passively reflect the transmit signal from the
BS to the users. However, compared to Fig. 2 (a), one key
disadvantage of Fig. 2 (b) is that the cascade BS-RIS-user
channels information estimation increases the hardware cost
and consume extra power [32]. Moreover, since the RIS is
deployed near users, the jamming signal can also be reflected
by RIS, thus the BS need to obtain the the knowledge of
jammer’s CSI and transmit beamforming vector, which is
challenging to be implemented in practice. As such, the focus
of this paper is on the first one, namely Fig. 2 (a), which has
not been studied in the existing literatures.

C. Channel Model

In the considered secure communication network, there are
two types of channel, namely, the near-field channel and the
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far-field channel. The feed-RIS channel can be regarded as the
near-field channel, which can be characterized as the geometric
radar model. Thus, denoting the near-field channel as B ∈
CNTX×NRF , the feed-RIS channel can be expressed as [27]

B=

λ
√
ρGDu,v (θR, ϕR)GRu,v (θD, ϕD)

4πdu,v
e−j

2πdu,v
λ


u,v

, (1)

where λ is the wavelength, ρ denotes the power efficiency
of the RIS, du,v is the distance between the u-th RIS unit
and the v-th antenna, and GDu,v

(
θR, ϕR

)
, GRu,v

(
θD, ϕD

)
are

the active and passive antenna gains from the u-th unit and
the v-th antenna, respectively. In addition, B depends on the
feed’s illumination strategies, including relative orientation and
positioning of the active antennas and the RIS. By referring to
[26], it can be known that the uniform separate illumination
(USI) has superior performance than other illumination strate-
gies, thus we utilize USI to illuminate RIS. As such, B can
be simplified to [26]

B =
[
χe−j

2πdu,v
λ

]
u,v
, (2)

χ =

{
λ

4πd

√
4πρ

1−cos(θSI0 )
, n ∈ NTX

0 otherwise
,

where d is the average distance between the RIS units and the
active antennas, and θSI0 ∈ [0, 2π) denotes the illumination
angle. Note that B is a fixed matrix and can be precisely
measured, due to the fact that the distance between adjacent
vertical layers is very short [28]. In addition, the RIS’s power
loss is implicitly captured by B, i.e., the power efficiency
ρ, which includes the spillover loss, the taper loss, and the
aperture loss [26].

As for the downlink channels, including the transmission
channel and the jamming/wiretap channel, they all can be
termed as the far-field channel, which can be modeled as the
superposition of a predominant line-of-sight (LoS) component
and a sparse set of single-bounce non-LoS (NLoS) components
[33]. Thus, the downlink channels are written as

G/H = g0aP
(
θRX0 , ϕRX0

)
aHP
(
θTX0 , ϕTX0

)
+

√
1

MP

MP∑
d=1

gdaP
(
θRXd , ϕRXd

)
aHP
(
θTXd , ϕTXd

)
, (3)

h=g0aP
(
θTX0 , ϕTX0

)
+

√
1

MP

MP∑
d=1

gdaP
(
θTXd , ϕTXd

)
, (4)

where Gk ∈ CNRX×NTX , Hlk ∈ CNRX×NJ , and hm ∈
CNTX×1 denote the links from the RIS to the users, the links
from the jammers to the users, and the links from the RIS to
the eavesdroppers, respectively. Also, MP is the total number
of multiple paths, θTX (θRX ) is the vertical AoD (AoA), and
ϕTX (ϕRX ) denote the horizontal AoD (AoA). g represents
the large-scale fading coefficients, and g ∼ CN (0, 10PL/10),
where PL = −30.18 − 26 log 10 (ds)[dB] and ds is the link
distance in meters. In addition, aP (θ, ϕ) are the steering
vectors of UPA, which is given by

aP (θ, ϕ) =
[
1, ej

2πd1
λ sin θ cosϕ, · · · , ej

2πd1(N1−1)
λ sin θ cosϕ

]T
⊗
[
1, ej

2πd2
λ cos θ, · · · , ej

2πd2(N2−1)
λ cos θ

]T
, (5)

where N1/N2 denotes the number of array elements along the

UPA side, and d1/d2 is the inter-element spacing along the
UPA side. In this paper, we set the inter-element spacing as
the half-wavelength, i.e., d1 = d2 = λ/2.

Due to the reciprocity of uplink and downlink channels,
the users can send pilot signals to the BS for facilitating the
channel estimation. In recent works, there are several channel
estimation techniques to acquire accurate CSI in the RIS-
assisted systems, e.g., [34]. As such, we assume that all the
involved legitimate CSI, namely, Gk, can be perfectly obtained
during the whole transmission period. However, owing to
the lack of cooperation between the BS and the illegitimate
nodes, we further assume that the involved CSI of illegitimate
channels cannot be accurately obtained by the BS. Specifically,
the involved channel Hlk, hm belongs to a given continuous
AoA-based range, which is given by3

∆H =
{

Hlk| θHlk ∈
[
θHlk,L, θ

H
lk,U

]
, ϕHlk ∈

[
ϕHlk,L, ϕ

H
lk,U

]
,

gHlk ∈
[
gHlk,L, g

H
lk,U

]
,∀l, k

}
, (6)

∆h =
{

hE,m| θhm ∈
[
θhm,L, θ

h
m,U

]
, ϕhm ∈

[
ϕhm,L, ϕ

h
m,U

]
,

ghm ∈
[
ghm,L, g

h
m,U

]
,∀m

}
, (7)

where θU and θL denote the upper and lower bounds of vertical
AoA (AoD), respectively, ϕU and ϕL are the upper and lower
bounds of horizontal AoA (AoD), respectively, and gU and gL
is the upper and lower bounds of the channel gain amplitude,
respectively.

Remark 1: Note that the imperfect angular information
based CSI model in (6) and (7) can characterize the channel
more accurately than the widely adopted statistical or bounded
uncertainty model, which is more suitable for the Rayleigh
fading channels with LoS signal component [38]. To the best
of our knowledge, this practical CSI imperfection model is
introduced and tackled for the first time in the RIS-related
works.

D. Signal Transmission Model

Let sU,k denote the desired signal transmitted by the BS to
the k-th user with E

{
|sU,k|2

}
= 14. Prior to transmission,

3Note that the angular spreads of the NLoS paths can be obtained due to the
fixed terrain and its slow-varying property [35]. Thus, we only need to obtain
the uncertainty range of the LoS central angles. According to [35], the angular
information based CSI of illegitimate nodes is mainly dependent on the
direction of the illegitimate link, the antenna number of the illegitimate nodes,
and the path loss determined by the transmission distance, all of which remain
stable in long-term time and can be pre-obtained by the BS. Specifically,
taking the illegitimate nodes as the coordinate origin and the line between
the legitimate nodes and the illegitimate nodes as the coordinate axis, the
direction range of the illegitimate links can be obtained by using UPA based
phase rotation schemes [36] or typical direction estimation methods, such as
multiple signal classification (MUSIC) algorithm and the estimation of signal
parameters via rotational invariance techniques (ESPRIT) algorithm [37].
Meanwhile, the distance from the legitimate nodes to the illegitimate nodes
can be measured by using the signal strength. Moreover, according to [19],
the uncertainty range of wiretap channel can be obtained by dectecting the
local oscillator power leakage from the eavesdropper receivers RF frontend.

4The legitimate users are expected to have limited capabilities compared
to the malicious jammers. To ensure secure communication under such
unfavorable conditions and analyze the lower bound of the considered system’s
performance, the worst case in which the BS only transmits single-data stream
is considered in this paper. Moreover, our proposed algorithms which are
presented in Section III and IV can be easily extended to the multi-data
stream case by using some matrix transformations, such that we consider
the single-data stream for simplicity.
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the transmit signal is weighted by a cascade beamforming,
which includes the digital precoder wk ∈ CNRF×1, the
illumination channel B, the RIS’s analog precoder P ∈
CNTX×NTX , and the power efficiency of RIS ρ. We denote
P = diag {p} = diag

{
a1e

jb1 , · · · , aNTXejbNTX
}

as the
diagonal matrix associated with the RIS units, where an ∈
[0, 1] , bn ∈ [0, 2π) ,∀n is the amplitude reflection coefficient
and phase shift, respectively. Note that an and bn cannot be
adjusted separately, and we assume an = 1 due to the fact
that the an is close to one when bn varies 0 to 2π [28]. In
addition, since the eavesdroppers always receive the wiretap
signal near the BS, the considered system is vulnerable and
easy to intercept. Thus, this paper introduces an additional AN
z ∈ CNRF×1 generated by the BS to degrade the reception
of the eavesdroppers. Furthermore, the k-th user applies the
digital decoder vk ∈ CNRX×1 to nullify the jamming signals
and balance the interference. Moreover, the l-th jammer sends
the jamming signal wJ,lsJ,l ∈ CNJ×1 for interrupting the
communication. As such, the received signals at the k-th user
and m-th eavesdropper5 are, respectively, expressed as

yU,k=vHk

[
GkPB

(
K∑
i=1

wisU,i+z

)
+

K∑
l=1

HlkwJ,lsJ,l+nU,k

]
, (8)

yE,m =

K∑
i=1

hHmPBwisU,i + hHmPBz + nE,m, (9)

where nU,k ∼ CN (0, σ2
U,kINRX ) and nE,m ∼ CN (0, σ2

E,m)
are the thermal noise for the k-th user and the m-th eavesdrop-
per, respectively. As such, the information rate of the k-th user
is given by
RU,k = ln

(
1 + vHk Gkwkw

H
k G

H

k vk
(
vHk Ckvk

)−1
)
, (10)

where Gk=GkPB and

Ck = Gk

(∑K

i6=k
wiw

H
i + zzH

)
G
H

k + σ2
U,kINRX︸ ︷︷ ︸

C1,k

+
∑L

l=1
HlkwJ,lw

H
J,lH

H
lk. (11)

And the wiretapped information rate of the m-th eavesdropper
for k-th user is

RE,mk = ln

1 +

∣∣∣hHmwk

∣∣∣2∣∣∣hHmz
∣∣∣2 +

K∑
i 6=m

∣∣∣hHmwi

∣∣∣2 + σ2
E,m

 , (12)

where h
H

m = hHmPB.

E. Problem Formulation

In this paper, a worst-case sum achievable rate maximization
problem is formulated. In particular, with the imperfect angular
CSI ∆H and ∆h, we aim to maximize the worst-case sum
information rate by jointly designing the receive decoder vk,
the digital precoder wk, and the analog precoder P against

5According to [23], since the jammers and the eavesdroppers are coop-
erative communication parties, the jammers can utilize the multi-antenna
technique to project the jamming signal onto the null space spanned by
the eavesdroppers, and the eavesdroppers can also use the signal processing
methods to eliminate the interference. Thus, it is reasonable to consider the
worst case that the eavesdroppers can nullify the jamming signals, which leads
to the wiretapped rate achieves its maximum.

both jamming and eavesdropping attacks, while meeting the
information rate requirements of the users and eavesdroppers,
transmit power constraints and RIS unit-modula constraint.
Thus, the corresponding problem can be formulated as

max
{wk,vk}Kk=1,z,P

min
∆H

K∑
k=1

RU,k (13)

s.t.C1 :min
∆H

RU,k≥γU,k,∀k,C2 :max
∆h

RE,mk≤γE,mk,∀k,m,

C3 :

K∑
k=1

‖wk‖2 + ‖z‖2 ≤ Pmax,C4 :
∣∣∣[P]n,n

∣∣∣ = 1,∀n,

where Pmax is the maximum power used for optimizing the
digital precoder. In addition, the energy efficiency (EE) is
defined as the ratio of the sum information rate to the power
consumption, which is modeled as

EE =
∑K

k=1
RU,k

/
Ptot, (14)

where

Ptot=

K∑
k=1

‖wk‖2 + ‖z‖2 + PB ,

PB=(NRF +KNRX)PRF +(NTX)PRIS+Pbb,
where Ptot is the total transmit power, and PRF , PRIS , Pbb
represent the power consumed by each RF chain, RIS unit,
baseband processor, respectively. Note that the RIS’s power
loss is implicitly captured by B, i.e., the power efficiency ρ,
which includes spillover loss, taper loss, and aperture loss [27].

Next, we discuss the unique challenges in addressing
the abovementioned problem. Firstly, the RIS-assisted hybrid
beamforming scheme is considered, which is a more general
form of RIS-aided beamforming optimization problem and
has not been studied in secure communication. Secondly, the
existing schemes for hybrid beamforming in MIMO system
cannot be directly used to solve the abovementioned complex
problem due to the non-convex constraints on the RIS ele-
ments. Moreover, the imperfect angular information based CSI
leads to infinite non-convex constraints in both the objective
function and the constraints, which constitutes another unique
challenges for solving the problem (13). As a result, we
propose two suboptimal approaches in this paper to obtain
an attentive solution of (13).

III. ALTERNATIVE OPTIMIZATION ALGORITHM FOR
RIS-ASSISTED HYBRID SECURE BEAMFORMING DESIGN

In this section, we propose an AO algorithm to obtain a sub-
optimal solution of (13). In particular, (13) is decoupled into
three subproblems, and then these subproblems are addressed
by a heuristic beamforming scheme, the MM method, the
QCQP method, and the price mechanism-based RMO method.

A. Heuristic Beamforming Scheme for vk.

Firstly, we focus on designing the receive decoder vk.
According to [39], the minimum mean squared error (MMSE)
receiver maximizes the rate in (10), which is expressed as

vk = C−1
k Gkwk,∀k, (15)

where Ck is given by (11). However, due to the imper-
fect angular CSI Hlk (i.e., ∆H ) and the unknown jamming
beamforming wJ,l, the term

∑L
l=1 HlkwJ,lw

H
J,lH

H
lk inside Ck
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cannot be obtained, such that the expression of vk in (15)
is infeasible. To make (15) feasible, we utilize the Cauchy-
Schwarz inequality and a novel discretization method to tackle
the unknown wJ,l and ∆H , respectively. Specifically, we can
utilize the Cauchy-Schwarz inequality to obtain the upper
bound of received jamming power, which is written as

vHk

K∑
l=1

HlkwJ,lw
H
J,lH

H
lkvk ≤ vHk

K∑
l=1

p̂J,lΨlkvk,∀k, (16)

where Ψlk = HlkH
H
lk and p̂J,l denotes the the estimation of

the jammer’s transmit power, which can be obtained by the
rotational invariance techniques [37]. Although this operation
leads to a suboptimal solution, from a practical implemen-
tation point of view, a tradeoff should be made between the
feasibility and optimality. Then, we turn to the CSI uncertainty
∆H , which is further recast as

ΛH =
{

Ψlk| θHlk ∈
[
θHlk,L, θ

H
lk,U

]
, ϕHlk ∈

[
ϕHlk,L, ϕ

H
lk,U

]
,

gHlk ∈
[
gHlk,L, g

H
lk,U

]
,∀l, k

}
. (17)

Since it belongs to a continuous range, we first uniformly
discrete the angle in the set of ∆H , which is given by

θ(i1) = θL + (i1 − 1) ∆θ, i1 = 1, · · · , Q1, (18a)

ϕ(i2) = ϕL + (i2 − 1) ∆ϕ, i2 = 1, · · · , Q2, (18b)
where

{
θ(i1), ϕ(i2)

}
are the angular information of H

(i1,i2)
lk ,

Q1 ≥ N1 and Q2 ≥ N2 denote the sample number of θ and ϕ,
and ∆θ = (θU − θL)/(Q1−1), ∆ϕ = (ϕU − ϕL)/(Q2 − 1).
Then, the discrete uncertainty of the channel is expressed as

ΛH =
{

Ψlkq|Ψlkq = H
(i1,i2)
lk H

(i1,i2),H
lk ,∀l, k, i1, i2

}
. (19)

Note that the discrete-form uncertainty is a general form due
to the fact that Q1 and Q2 can be taken as infinity. However,
∆H is still unresolved. To proceed, we establish the convex
hull of ΛH , which is given by

ΨH=

{
Ψ̃lk=

Q∑
q=1

µlkqΨlkq

∣∣∣∣∣
Q∑
q=1

µlkq=1, µlkq≥0,∀l, k

}
, (20)

where µlkq are the weighted coefficients. As such, we can
propose the following proposition to address ∆H .

Proposition 1: The objective function in (13) with ΛH can
be equivalently transformed into that with ΨH , i.e.,

min
ΛH

vHk Gkwkw
H
k G

H

k vk
(
vHk Ckvk

)−1

= min
ΨH

vHk Gkwkw
H
k G

H

k vk

(
vHk C̃kvk

)−1

. (21)

where Ck = C1,k +
∑L
l=1 p̂J,lΨlk and C̃k = C1,k +∑L

l=1 p̂J,lΨ̃lk.

Proof : Since the ΨH is the convex hull of ΛH such that
ΛH ⊂ ΨH , we can achieve that

max
Ψlk⊂ΛH

vHk

K∑
l=1

p̂J,lΨlkvk≤ max
Ψ̃lk⊂ΨH

vHk

K∑
l=1

p̂J,lΨ̃lkvk. (22)

Then, we can obtain that
min
ΛH

vHk Gkwkw
H
k G

H

k vk
(
vHk Ckvk

)−1

≥ min
ΨH

vHk Gkwkw
H
k G

H

k vk

(
vHk C̃kvk

)−1

. (23)

Meanwhile, according to the characteristics of convex hull and
using (20), for ∀Ψ̃lk ⊂ ΨH , the term vHk Ψ̃lkvk inside (13)
can be decomposed as

vHk Ψ̃lkvk = vHk (µlk1Ψlk1 + · · · , µlkQΨlkQ) vk. (24)

Due to (20), there must exist a Ψlkq ⊂ ΛH satisfying(
vHk Gkwkw

H
k G

H

k vk

)−1

vHk Ψlkqv

≥
(
vHk Gkwkw

H
k G

H

k vk

)−1

vHk Ψ̃lkvk. (25)
As such, we can find a Ψlkq ⊂ ΛH , which results in

min
ΛH

vHk Gkwkw
H
k G

H

k vk
(
vHk Ckvk

)−1

≤ min
ΨH

vHk Gkwkw
H
k G

H

k vk

(
vHk C̃kvk

)−1

. (26)

Combining (23) and (26), the proof to (21) is completed. �
Thus, by using Proposition 1, the expression of vk in (15)

can be equivalently transformed into
vk = C̃−1

k Gkwk, (27)
which is feasible. However, we aim to maximize the rate in
(10) for all possible channel uncertainties inside ∆H . Hence,
the worst-case CSI should be formed. According to [40], when
Q = NTXNRX and µlkq = 1/Q, the worst case can be
achieved with satisfactory robustness. As such, the robust vk
can be obtained as (27). Then, by substituting (27) into (13),
the term min∆H

insides (13) can be removed.

B. Problem Reformulation

Here, given vk, we transform the non-convex (13) to a
solvable problem by utilizing the MM method. By substituting
(27) into (13), the worst-cse achievable information rate for the
k-th user can be rewritten as

min
∆H

RU,k = ln
(

1 + wH
k G

H

k C̃−1
k Gkwk

)
. (28)

The proof of (28) is presented in Appendix A. However, the
objective function (28) insides (13) remains non-convex, and
thus we utilizing the MM method to transform (28) to a
solvable form. Firstly, by using Sylvester determinant identity,
we have

min
∆H

RU,k = ln
(

1 + wH
k G

H

k C̃−1
k Gkwk

)
= ln

∣∣∣INRX + Gkwkw
H
k G

H

k C̃−1
k

∣∣∣ , (29)
According to [39], we can obtain a trackable lower bound of
min∆H

RU,k, which is given by
min
∆H

RU,k≥ ln
∣∣∣DHΞ

(n),−1
k D

∣∣∣−Tr
{

A
(n)
k

(
Ξk−Ξ

(n)
k

)}
, (30)

where

Ξk=

[
1 wH

k G
H

k

Gkwk Gkwkw
H
k G

H

k +C̃k

]
,D=[INRX 0NRX×1]

T
,

Ξ
(n)
k =

[
1 w

(n),H
k G

(n),H

k

G
(n)

k w
(n)
k G

(n)

k w
(n)
k w

(n),H
k G

(n),H

k +C̃
(n)
k

]
,

A
(n)
k = Ξ

(n),−1
k D

(
DHΞ

(n),−1
k D

)−1

DHΞ
(n),−1
k ,

and s(n) denotes the solution obtained in the n-th iteration.
Then, denoting bk = ln

∣∣∣DHΞ
(n),−1
k D

∣∣∣+Tr
{

A
(n)
k Ξ

(n)
k

}
, we

have min∆H
RU,k ≥ bk −Tr

{
A

(n)
k Ξk

}
. Moreover, A

(n)
k can

be further decomposed as

A
(n)
k =

[
A

(n),11
k A

(n),12
k

A
(n),21
k A

(n),22
k

]
, (31)

where
A

(n),11
k = 1 + w

(n),H
k G

(n),H

k C̃
(n),−1
k Gkw

(n)
k ,

A
(n),12
k = −w

(n),H
k G

(n),H

k C̃
(n),−1
k ,A

(n),21
k =

(
A

(n),12
k

)H
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A
(n),22
k =

(
A

(n),11
k

)−1

A
(n),21
k A

(n),12
k ,

Thus, Tr
{

A
(n)
k Ξk

}
insides min∆H

RU,k can be transformed
into following equivalent form, namely,

Tr
{

A
(n)
k Ξk

}
= A

(n),11
k + 2<

{
A

(n),12
k Gkwk

}
+Tr

{
A

(n),22
k

(
Gkwkw

H
k G

H

k +C̃k

)}
. (32)

Via the above procedure and dropping the constant terms in
min∆H

RU,k, we can reformulate (13) as

min
{wk}Kk=1,z,P

K∑
k=1

(
2<
{

A
(n),12
k Gkwk

}
(33)

+ Tr

{
A

(n),22
k Gk

(
K∑
i=1

wiw
H
i + zzH

)
G
H

k

})

s.t.C1 : Tr

{
A

(n),22
k Gk

(
K∑
i=1

wiw
H
i + zzH

)
G
H

k

}
+ 2<

{
A

(n),12
k Gkwk

}
≤ γ̂U,k,∀k, C2− C4,

where γ̂U,k = −Tr
{

A
(n),22
k

(∑L
l=1 p̂J,lΨ̃lk + σ2

U,kINRX

)}
−

γU,k + bk − A(n),11
k . The key advantages of (33) is that the

objective function is in a convex quadratic form, which can
be solved by AO method. In the following, we solve wk, z,
and P in an iterative manner.

C. QCQP Optimization for wk and z

In this subsection, with fixed P, the optimization of the
digital precoder wk and the AN matrix z are investigated.
However, the imperfect angular CSI hm (i.e., ∆h) insides
constraint C2 leads to infinite non-convex. Recalling the
discretization method proposed in Section III-A, the worst-
case Eve’s CSI hm can be obtained, namely,

H̃m =
∑NTX1

i=1

∑NTX2

j=1
ηijh

(i,j)
m h(i,j),H

m ,∀m, (34)
where ηij = 1/NTX . As such, the term min∆h

insides
the constraint C2 can be removed. After some mathematical
manipulations, (33) can be rewritten as

min
{wk}Kk=1,z

K∑
k=1

(
2<
{

A
(n),12
k Gkwk

}
(35)

+

K∑
i=1

(
zH + wH

i

)
G
H

k A
(n),22
k Gk (wi+z)

)

s.t.C1 :

K∑
i=1

(
zH + wH

i

)
G
H

k A
(n),22
k Gk (wi+z)

+ 2<
{

A
(n),12
k Gkwk

}
≤ γ̂U,k,∀k,

C2 :γE,mkw
H
k Hmw

(n)
k −zHHmz(n)−

K∑
i 6=k

wH
i Hmw

(n)
i ≤σ

2
E,m,∀k,m,

C3 :

K∑
k=1

wH
k wk + zHz ≤ Pmax,

where γE,mk=1/(eγE,mk − 1) and Hm = BHPHH̃mPB.
Note that (35) is a QCQP problem, which can be efficiently
solved by the optimization toolbox CVX. Hence, the attentive
solutions to wk and z is obtained.

D. Price Mechanism-based RMO method for P

Here, we handle the RIS-assisted analog precoder opti-
mization. Specifically, denoting E2,k = wkw

H
k , Z = zzH ,

E1 =
∑K
i=1 E2,i + Z, and E3,k =

∑K
i 6=k E2,i and using some

matrix transformations, the subproblem to P can be recast as

min
P

K∑
k=1

(
2<
{

A
(n),12
k Gkwk

}
+Tr

{
A

(n),22
k GkE1G

H

k

})
(36)

s.t.Ĉ1 :Tr
{
A

(n),22
k GkE1G

H

k

}
+2<

{
A

(n),12
k Gkwk

}
≤γ̂U,k,∀k,

Ĉ2:γE,mkTr
{
H
H

mE2,k

}
−Tr

{
H
H

mZ
}
−Tr

{
H
H

mE3,k

}
≤σ2

E,m,∀k,m,

Ĉ4 : |[p]n| = 1,∀n.
To solve (36), the following Lemma is introduced.

Lemma 1 [41]: Assume N1 ∈ Cm×m and N2 ∈ Cm×m.
Then, for a diagonal matrix Q = diag (q1, · · · qm) where q =
diag (Q), the following transformations hold:

Tr
{
QHN1QN2

}
= qH

(
N1 �NT

2

)
q,

Tr {QN2} = 1H
(
Q�NT

2

)
1 = qTn2,

Tr
{
QHNH

2

}
= nH2 q∗,

where n2 = diag (N2).

By using Lemma 1, the terms insides (36) can be rewritten as
2<
{
A

(n),12
k Gkwk

}
=2<

{
Tr
{
BwkA

(n),12
k GkP

}}
=2<

{
pTek

}
,

Tr
{

A
(n),22
k GkE1G

H

k

}
= pHUkp,

Tr
{

H
H

mE2,k

}
= pHΘ1,mkp,Tr

{
H
H

mZ
}

= pHΘ2,mp,

Tr
{

H
H

mE3,k

}
= pHΘ3,mkp (37)

where
ek = diag

(
BwkA

(n),12
k Gk

)
,

Uk =
(
GH
k A

(n),22
k Gk

)
�
(
BE1B

H
)T
,

Θ1,mk = H̃m �
(
BE2,kB

H
)T
,Θ2,m = H̃m �

(
BZBH

)T
,

Θ3,mk = H̃m �
(
BE3,kB

H
)T
.

Using the above equations, we can transform (36) into

min
p

K∑
k=1

(
pHUkp + 2<

{
pHe∗k

})
(38)

s.t. C̃1 :pHUkp + 2<
{
pHe∗k

}
≤ γ̂U,k,∀k,

C̃2 :pHΘmkp ≤ σ2
E,m,∀k,m, Ĉ4,

where Θmk = γE,mkΘ1,mk −Θ2,m−Θ3,mk. However, (38)
is still challenging to solve due to the quality-of-service (QoS)
constraints C̃1, C̃2, and UMC Ĉ4.

To tackle the QoS constraints, the log-sum-exp inequality
and a price mechanism is introduced. Specifically, using the
log-sum-exp inequality, the non-smooth can be convexity by
a smooth approximation, i.e., for xk ∈ R,∀k, we have

max
∀k∈[K]

xk ≤
1

τ
ln

(
K∑
k=1

eτxk

)
≤ max
∀k∈[K]

xk +
1

τ
lnK, (39)

where τ > 0 is the smoothing parameter. Substituting (39) in
C̃1 and C̃2, we can obtain two smooth constraints, i.e.,

C1 :
1

τ1
ln

(
K∑
k=1

eτ1(pHUkp+2<{pHe∗
k})
)
≤ γ̂U,k, (40a)
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(a) Tangent space and Riemannian gradient. (b) Vector transport. (c) Retraction.

Fig. 3: An example of the key steps in Riemannian manifold optimization.

C2 :
1

τ2
ln

(
M∑
m=1

K∑
k=1

eτ2pHΘmkp

)
≤ σ2

E,m. (40b)

Hence, (38) can be approximated as

min
p

K∑
k=1

(
pHUkp + 2<

{
pHe∗k

})
s.t.C1,C2, Ĉ4. (41)

Next, by adding C1 and C2 into the objective function in (41)
with the non-negative price ρ1 and ρ2, we have

min
p
L1 (p, ρ1, ρ2) =

K∑
k=1

(
pHUkp + 2<

{
pHe∗k

})
(42)

+ ρ1

(
K∑
k=1

eτ1(pHUkp+2<{pHe∗
k}) − eτ1γ̂U,k

)

+ ρ2

(
M∑
m=1

K∑
k=1

eτ2pHΘmkp − eτ2σ
2
E,m

)
s.t. Ĉ4.

Then, we turn to the intractable UMC Ĉ4. In fact, the UMC
Ĉ4 constitutes a Riemannian manifold of CNTX×1 [42], due to
the fact that the search space of (42) is the product of complex
manifold N=

{
p ∈ CNTX×1

∣∣ |[p]1| = · · · = |[p]N | = 1
}

.
Thus, we can use the following main steps in each iteration
to search for the optimal p.

Algorithm 1: The RMO Algorithm for Problem (42).

1 Initialize a feasible initial point p(0) and calculate
d(0)=−∇N f

(
p(0)

)
;

2 Set the accuracy εp and iteration number i = 0;
3 while

∥∥∇N f (p(i)
)∥∥ ≥ εp do

4 Choose the Armijo line search step t(i)2 and update
p(i+1) by using the retract operation (50);

5 Calculate Riemannian gradient ∇N f
(
p(i+1)

)
in (44);

6 Determine transport Tp(i) 7→p(i+1)N
(
d(i)

)
by (48);

7 Obtain the Polak-Ribiere parameter t(i+1)
1 by (47);

8 Compute the conjugate direction d(i+1) in (49);
9 Set i = i+ 1;

10 end
Output: p?.

First of all, we have to find the tangent space and the
Riemannian gradient. Specifically, for any feasible point p,

the tangent space can be expressed as
Tp(i)N =

{
b ∈ CNTX

∣∣<{b� p(i),∗
}

= 0
}
, (43)

where b is the tangent vector at p(i). Then, we obtain the
Riemannian gradient ∇N f

(
p(i)

)
at p(i), which results in the

steepest decrease of the objective function, i.e.,
∇N f

(
p(i)

)
= ProjT

p(i)N

(
∇f

(
p(i)

))
(44)

= ∇f
(
p(i)

)
−<
{
∇f

(
p(i)

)
� p(i),∗

}
� p(i),

where the Euclidean gradient ∇f
(
p(i)

)
of (42) is

∇f
(
p(i)

)
=
∂L1

(
p(i), ρ1, ρ2

)
∂p(i)

=2Up(i) + 2e, (45)

with

U=

K∑
k=1

((
1 + ρ1τ1e

τ1(p(i),HUkp(i)+2<{p(i),He∗
k})
)

Uk

+ρ2τ2

M∑
m=1

eτ2p(i),HΘmkp(i)

Θmk

)
,

e =

K∑
k=1

(
1 + ρ1τ1e

τ1(p(i),HUkp(i)+2<{p(i),He∗
k})
)

e∗k.

The concept of the Riemannian gradient and tangent space is
depicted in Fig. 3(a).

Second, we find the search direction and transport vector
on N . In particular, the conjugate gradient for the Riemannian
mainfold is updated by

d(i+1) = −∇f
(
p(i+1)

)
+ t

(i+1)
1 d(i), (46)

where d(i) is the search direction at p(i+1), and t(i+1)
1 denotes

the Polak-Ribiere parameter which leads to fast convergence
[41], namely,

t
(i+1)
1 =

<
{
∇Hf

(
p(i+1)

) [
∇f

(
p(i+1)

)
−∇f

(
p(i)

)]}
∇Hf

(
p(i)

)
∇f

(
p(i)

) . (47)

However, d(i) and d(i+1) in (46) belong to different spaces
Tp(i)N and Tp(i+1)N , and thus the search direction on N
cannot be directly obtained. To address this issue, we propose
a transport operation which maps d(i) to Tp(i+1)N , i.e.,

Tp(i) 7→p(i+1)N
(
d(i)

)
∆
= Tp(i)N 7→ Tp(i+1)N :

d(i) 7→ d(i) −<
{

d(i) � p(i+1),∗
}
� p(i+1). (48)

As such, the search direction update method on N can be
expressed as

d(i+1) = −∇N f
(
p(i+1)

)
+ ti1Tp(i) 7→p(i+1)

(
d(i)

)
, (49)



10

The vector transport operation is shown in Fig. 3(b).

Third, we should make the obtained point remains on
the manifold by utilizing a retraction step. Specifically, the
retraction operation for d(i) at p(i) is given by

Retp(i)

(
t
(i)
2 d(i)

)
∆
= Tp(i)N 7→ N : (50)[

t
(i)
2 d(i)

]
n
7→
[
p(i) + t

(i)
2 d(i)

]
n

/∣∣∣[p(i) + t
(i)
2 d(i)

]
n

∣∣∣,
where t(i)2 is the Armijo backtracking step size. The retraction
is illustrated in Fig. 3(c).

To better understand these abovementioned steps, we sum-
marize the RMO algorithm in Algorithm 1, whose proof of
the convergence can be found in [42].

However, the RMO algorithm is executed with fixed ρ1

and ρ2. Thus, we turn to optimizing the optimal ρ1 and ρ2.
Here, denoting the corresponding p with fixed ρ1 and ρ2 as
p (ρ1, ρ2), we can find the optimal ρ1 and ρ2 by the following
complementary slackness condition:

ρ1

K∑
k=1

(
pH(ρ1) Ukp(ρ1)+2<

{
pH(ρ1) e∗k

}
−γ̂U,k

)
=0, (51a)

ρ2

M∑
m=1

K∑
k=1

(
pH (ρ2) Θmkp (ρ2)− σ2

E,m

)
= 0, (51b)

For (51a) and (51b), the following cases should be satisfied:

1) ρ1 = 0 and ρ2 = 0, if
K∑
k=1

(
pH (0) Ukp (0) + 2<

{
pH (0) e∗k

}
− γ̂U,k

)
≤ 0,

M∑
m=1

K∑
k=1

(
pH (0) Θmkp (0)− σ2

E,m

)
≤ 0, (52)

then the optimal ρ1 and ρ2 are ρ1 = 0 and ρ2 = 0.

2) Otherwise, (51a) and (51b) holds if and only if

γ1 (ρ1)
∆
=

K∑
k=1

(
pH(ρ1) Ukp (ρ1)+2<

{
pH (ρ1) e∗k

}
−γ̂U,k

)
=0,

γ2 (ρ2)
∆
=

M∑
m=1

K∑
k=1

(
pH (ρ2) Θmkp (ρ2)− σ2

E,m

)
= 0. (53)

As mentioned in [41], γ1 (ρ1) and γ2 (ρ2) is monotonically
decreasing respects to ρ1 and ρ2. Thus, we can utilize the
bisection search method to search for the optimal ρ1 and ρ2

along the line lρ, which is given by

lρ : ρ = ρL +
(ρU − ρL)

γ (ρU )− γ (ρL)
(γ (ρ)− γ (ρL)) , (54)

where ρ = [ρ1, ρ2], γ (ρ) = γ1 (ρ1) + γ2 (ρ2), and ρL,
ρU denote the lower and upper bounds of ρ. The multi-
dimensional bisection search method is presented in [43],
and thus is omitted here for brevity. As such, under the AO
framework, ρ and p can be optimized until converging to
stationary ponits.

Remark 2: Different form the conventional manifold method
which only addresses the UMC, e.g, [42], our proposed
algorithm can tackle not only the UMC but also the QoS
constraints by utilizing the price mechanism and log-sum-exp
inequality. Thus, the proposed price mechanism-based RMO
method can be viewed as a more general and efficient manifold
method, which can be extended to more complex cases.

E. Convergence and Complexity Analysis

To the end, we complete the joint optimization for
{wk,vk}Kk=1 , z,P. Also, we summarize the overall AO al-
gorithm in Algorithm 2.

Algorithm 2: AO Algorithm for Problem (13).

1 Initialize a feasible initial point
(
w

(0)
k , z(0),P(0)

)
;

2 Set the iteration number n = 1;
3 repeat
4 Determine v

(n)
k by (27);

5 Compute w
(n)
k by solving (35);

6 Compute P(n) by solving (42);
7 Update Ξ

(n)
k and A

(n)
k ;

8 Set n = n+ 1;
9 until some stopping criterion is satisfied;

Output: (v?k,w
?
k, z

?,P?).

Now, we analyze the convergence of the proposed AO
algorithm. First, we denote the objective function of the AO
algorithm as R (vk,wk, z,P,Ak) = Tr {AkΞk}, which is
consistent with that in (33). Then, we can obtain that

R
(
v

(n)
k ,w

(n)
k , z(n),P(n),A

(n)
k

)
(55)

a
≤R

(
v

(n+1)
k ,w

(n)
k , z(n),P(n),A

(n)
k

)
b
≤R

(
v

(n+1)
k ,w

(n+1)
k , z(n+1),P(n),A

(n)
k

)
c
≤R

(
v

(n+1)
k ,w

(n+1)
k , z(n+1),P(n+1),A

(n)
k

)
d
≤R

(
v

(n+1)
k ,w

(n+1)
k , z(n+1),P(n+1),A

(n+1)
k

)
,

where the inequalities (a)-(c) hold due to the fact that we
can achieve a better solution {wk,vk}Kk=1 , z,P by solving
(27), (35), (42), respectively. In addition, the inequality (d)
is due to that we update A

(n)
k by using the inequality (30).

Hence, (55) is a monotonically increasing sequence. Moreover,
R (vk,wk, z,P,Ak) is upper-bounded due to the constraints
C1. Thus, the AO algorithm guarantees to converge.

Then, we present the computational complexity of the AO
algorithm. Firstly, for optimization {vk}Kk=1, the complex-
ity of computing (27) is O (KNRX). Then, according to
[41], the complexity of the optimization of {wk}Kk=1 and
z is O

(
log2

(
1
εw

)
(K + 1)N2

RF

)
, where εw denotes the

accuracy. As for the price mechanism-based RMO algorithm
for optimizing p, the complexity for calculating γ (ρ) is
O
(
2N2

TX

)
. In addition, the number of iterations for calculat-

ing optimal ρ is O
(

log2

(
γ(ρU )−γ(ρL)

ερ

))
. As such, the totol

complexity of the RMO is O
(

2log2

(
γ(ρU )−γ(ρL)

ερ

)
N2
TX

)
.

Thus, the totol complexity of the AO algorithm is given by

Otot=O
(

max

{
KNRX , log2

(
1

εw

)
(K + 1)N2

RF ,

2log2

(
γ (ρU )− γ (ρL)

ρ

)
N2
TX

})
. (56)

Evidently, the AO algorithm has the polynomial time com-
plexity, which is much lower than that of SDR-GR and SCA
method such that is beneficial to implementation [41].
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IV. LOW-COMPLEXITY MONOTONIC OPTIMIZATION
ALGORITHM FOR PROBLEM (13)

To further reduce the computational complexity of the MM,
the QCQP, and the RMO method, this section propose a low-
complexity MO scheme combining with dual method to obtain
the closed-form solution of (13).

A. MO-Dual method for wk and z

Here, we focus on designing wk and z by using the MO-
dual scheme combined with dual method. First, in this whole
section, we still optimize the receive decoder vk by (28). Then,
denoting σ̃2

U,k = vHk

(∑L
l=1 p̂J,lΨ̃lk + σ2

U,kINRX

)
vk, G̃k =

G
H

k vkv
H
k Gk, and γU,k = 1/(eγU,k − 1), we can equivalently

transform the subproblem (35) for wk and z into the following
problem, which is given by

max
{wk}Kk=1,z

K∑
k=1

R̂U,k s.t. C2,C3, (57)

C1M : γU,kw
H
k G̃kwk−

K∑
i 6=k

(
zH+w

(n),H
i

)
G̃k

(
w

(n)
i +z(n)

)
≥ σ̃2

U,k,

where R̂U,k denote the rate with ṽk in (28), which forms the
worst-case rate. However, the objective function in (57) is non-
convex such that the problem is still intractable. According to
Definition 3.1 and Definition 3.2 in [43], problem (57) max-
imizes a strictly increasing objective function over {RU,k},
and thus it can be solved by using the outer polyblock block
approximation. Thus, we develop a MO algorithm to tackle
(57). Specifically, a set of overlapping boxes is first constructed
which maintain the information rate region where the optimal
solution lies in. Then, the size of boxes will iteratively decrease
until the optimal solution is obtained. As such, defining the
rate {RU,k} as the slack variables r = {rU,1, · · · , rU,K}, (57)
can be rewritten as

max
{wk}Kk=1,z

g (r) =

K∑
k=1

rU,k s.t. C1M,C2,C3, (58)

where g (r) denotes the objective function of r and C1M

denote C1M with γU,k = 1/(erU,k − 1).
Next, the MO-dual scheme is utilized to otain the optimal

{RU,k} in (58). First of all, we define the Pareto boundary
and the box.

Definition 1: The upper bound of the defined rate region is
called Pareto boundary, which is constituted by {RU,k}.

Definition 2: Given u ≤ v ∈ RK+ , the hyper rectangle
[u,v] = {x|u ≤ x ≤ v} is defined as the box.

Then, we initialize a box set, namely, the initial information
rate region, O1=

[
u(0),v(0)

]
, where the elements of the lower

bound u(0) can be obtained by the the rate threshold in
C1, i.e., γU,k. Moreover, we can obtain the elements of the
upper bound v(0) by making the BS only serves the k-th
user with maximum transmit power, which is calculated as

ln

(
1 + Pmaxσ̃

−2
U,k

∥∥∥GH

k vk

∥∥∥2
)

. As such, the initial upper and

lower bounds of g (r) are given by gmax = g
(
v(0)

)
and

gmin = g
(
u(0)

)
.

Since the optimal solution lies in O1, we choose a box[
u(n),v(n)

]
insides O1 in each iteration, where g

(
u(n)

)
=

gmin and g
(
v(n)

)
= gmax. However, u(n) may be infeasible

to problem (58), and thus we should check the feasibility of
vertex u(n) at first. Given r = u(n), the feasibility-check
problem can be formulated as

max
{wk}Kk=1,z

0 s.t. C1M,C2,C3. (59)

Although (59) can be directly solved by CVX tools, it has high
computational complexity due to the high-dimension variables
{wk}Kk=1 and z when the number of users is high or the
number of the RF chains is large. Thus, we can solve its dual
problem, which is given by the following proposition.

Proposition 2: The dual problem for (59) is :

min
{{ςk},{λmk},β}≥0

−
K∑
k=1

ςkσ̃
2
U,k+

K∑
k=1

M∑
m=1

λmkσ
2
E,m+βPmax (60)

s.t. F1,k = βINRF +

K∑
i=1,i6=k

ςiG̃i +

M∑
m=1

λmkγE,mkHm

− ςkγU,kG̃k −
M∑
m=1

K∑
i 6=k

λmiHm � 0,∀k,

F2 = βINRF +

K∑
k=1

ςkG̃k −
K∑
k=1

M∑
m=1

λmkHm � 0,

where {ςk} , {λmk} , β are the Lagrange multipliers corre-
sponding to C1M,C2,C3, respectively.

Proof : The Lagrangian function for the feasibility-check
problem (59) is expressed as

L2

(
{wk}Kk=1 , z, {ςk} , {λmk} , β

)
= −

K∑
k=1

ςkσ̃
2
U,k + βPmax

+

K∑
k=1

M∑
m=1

λmkσ
2
E,m −

K∑
k=1

wH
k F1,kwk − zHF2z. (61)

According to [12], the dual objective is given by
max

{wk}Kk=1,z
min

{{ςk},{λmk},β}
L2

(
{wk}Kk=1 ,z,{ςk},{λmk},β

)
, (62)

Since there are no constraints on {wk}Kk=1 and z, we have
that (62) approaches positive infinity if F1,k and F2 are not
positive semidefinite. In addition, {ςk} , {λmk} , β should be
selected such that (61) is finite. Therefore, we can obtain the
Lagrangian dual problem as in (60). �

Obviously, (60) is a semidefinite programming (SDP) prob-
lem, which can be solved by CVX tool. Also, the dual problem
has lower computational complexity than (59) due to the low-
dimension variables {ςk} , {λmk} , β. Then, we can propose
the following proposition to obtain the solution to {wk}Kk=1

and z, such that we can check the feasibility of vertex u(n) by
calculating the information rate, wiretap rate, and total power.

Proposition 3: Having r and obtaining the dual variables
by solving dual problem (60), we have

wk=
√
pk

(
ς̃kG̃k+F1,k

)†
G
H

k vk∥∥∥∥(ς̃kG̃k+F1,k

)†
G
H

k vk

∥∥∥∥ , ς̃k=
(
1+γU,k

)
,∀k, (63)
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z=
√
pz

(
βINRF+

K∑
k=1

ςkG̃k

)† K∑
k=1

M∑
m=1

λmkeigmax

(
Hm

)
∥∥∥∥∥
(
βINRF+

K∑
k=1

ςkG̃k

)† K∑
k=1

M∑
m=1

λmkeigmax

(
Hm

)∥∥∥∥∥
,

(64)
where pk and pz denote the transmit power for wk and
z, respectively. Then, with given r, the constraint C1 holds
with equality for all users, i.e., RU,k = rU,k,∀k. Substituting
(63) and (64) into the equalities, we can obtain the standard
interference function for pk and pz , which is given by

pk =
1

γU,k
∣∣gHk wk

∣∣2 (pz∣∣gHk z
∣∣2 + σ

2
U,k

)
, (65)

pz =

[
min

{
1∣∣gHk z
∣∣2 (γU,kpk∣∣gHk wk

∣∣2 − σ2
U,k

)}]+

, (66)

where gHk = vHk Gk, σ2
U,k =

∑K
i6=k pi

∣∣gHk wi

∣∣2+σ̃2
U,k, wk and

z are the direction precoder for k-th user and AN, respectively.
Obviously, (65) and (66) can be solved by using the iterative
power control scheme in [12] and thus omitted for simplicity.
To the end, wk and z are obtained.

Proof : Please refer to Appendix B. �

If u(n) is feasible to (59), we utilize the bisection method
along line luv to obtain the intersection point ρ(n) on the
Pareto boundary, which is omitted for brevity. Here, the line
luv between u(0) and v(0) can be expressed as

luv : χ = u(n) +
(
u(n) − v(n)

) Rsum − gmin

g
(
u(n) − v(n)

) . (67)

Thus, the lower bound of g (r) is updated to gmin = g
(
ρ(n)

)
.

Then, based on ρ(n), we aim to improve the the upper bound
of g (r), and the upper vertices of the box can be updated by

v(n),i = v(n) −
(
v

(n)
i − ρ(n)

i

)
ei, i = 1, · · · ,K, (68)

where v(n),i is the i-th new vertex generated at the n-th
iteration, v(n)

i and ρ
(n)
i denotes the i-th element of v(n) and

ρ(n). Similarly, the corresponding lower vertices adjacent to
u(n) can be obtained by

u(n),i =

{
u(n), i = 1,

u(n),i−1 +
(
ρ

(n)
i−1 − u

(n)
i−1

)
ei−1, i > 1.

(69)

The divided boxes satisfy the following conditions:⋃
i=1,··· ,K

[
u(n),i,v(n),i

]
=
[
u(n),v(n)

]/[
ρ(n),v(n)

]
,[

u(n),i,v(n),i
]
∩
[
u(n),j ,v(n),j

]
= ∅,∀i 6= j. (70)

As such, the new box can be updated to
O1 = O1

/[
u(n),v(n)

] ⋃
i=1,··· ,K

[
u(n),i,v(n),i

]
. (71)

Since the intersection point ρ(n) is close to the Pareto bound-
ary, the updated box also contains the optimal solution, and
the size of the new box becomes smaller. To the end, the box
can converge to the maximum rate r?. The illustration of two
consecutive iterations is shown in Fig. 4. Finally, we can use
Proposition 3 to obatin the optimal {w?

k}
K
k=1 and z?.

Remark 3: Different from the outer polyblock block ap-
proximation in [43] which optimizes the target in the whole
achievable rate region, the MO-dual approach only maintains
the optimal solution and reduces the achievable rate region
in each iteration, and thus it can be regarded as a more

( ) ( )1 ,1
( )

n n+
u u

( 1),2n+
u

( ) min ming g=r r

χ

( 1),3n+
u ( )n

ρ

( )n
v

( )1 ,2n+
v

( )1 ,1n+
v

( )1 ,3n+
v

Fig. 4: Description of each iteration while K = 3.

efficient polyblock. In addition, we propose a dual method
to check the feasibility of the lower bound of the box and
obtain the closed-form solution, whereas [43] directly solves
the original problem by the SDR-GR method which may lead
to a suboptimal or even far from optimal solution. As such,
our proposed MO-dual approach has a lower computational
complexity and can obtain more accurate solution than that in
[43].

B. MO-Dual method for P

In this subsection, given wk and z, we also utilize the
MO-dual method proposed in previous subsection to design
P. First, we still initialize a box set O2=

[
u(0),v(0)

]
, where

the lower bound u(0) is directly selected by the rate ob-
tained in Section IV-A. In addition, the upper bound v(0)

is obtained by the Cauchy-Schwarz inequality and letting
BS only serve one user with maximum transmit power,
i.e., ln

(
1 + σ̃−2

U,kNTX
∥∥vHk Gkdiag (Bwk)

∥∥2
)

. Thus, gmax =

g
(
v(0)

)
and gmin = g

(
u(0)

)
. Then, we also choose a box[

u(n),v(n)
]

insides O2 to search for the optimal solution, and
we can obtain the feasibility-check problem for u(n) with fixed
r = u(n), which is expressed as

max
p

0 s.t. C̃1M : pHMkp ≥ σ̃2
U,k,∀k, C̃2, Ĉ4, (72)

where Mk = γU,kM1,k −M2,k,
M1,k = Gk �

(
BE2,kB

H
)T
,Gk = GH

k vkv
H
k Gk,

M2,k = Gk �
(
B (Z + E3,k) BH

)T
.

Note that the mathematical transformations is similar to (37).
Then, the following dual problem in the proposition can be
utilized to check the feasibility of (72).

Proposition 4: The dual problem for (72) is:

max
{{αk},{$mk},{qn}}

K∑
k=1

αkσ̃
2
U,k−

K∑
k=1

M∑
m=1

$mkσ
2
E,m−

N∑
n=1

qn (73)

s.t.F3 = Q +

K∑
k=1

M∑
m=1

$mkΘmk −
K∑
k=1

αkMk � 0.

where Q = diag (q1, · · · , qN ), and {αk} , {$mk}, qn are the
Lagrange multipliers for C̃1M, Ĉ2, Ĉ4, respectively.
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Proof : The Lagrangian function for the feasibility-check
problem (72) is expressed as

L3 (p, {αk} , {$mk} , {qn})=

K∑
k=1

αk
(
pHMkp−σ̃2

U,k

)
(74)

−
K∑
k=1

M∑
m=1

$mk

(
pHΘmkp−σ2

E,m

)
−

N∑
n=1

qn

([
ppH

]
n,n
−1
)
,

Denoting Q = diag (q1, · · · , qN ), (72) can be rewritten as

L3 =−
K∑
k=1

αkσ̃
2
U,k+

K∑
k=1

M∑
m=1

$mkσ
2
E,m+

N∑
n=1

qn−pHF3p. (75)

Since (75) approaches positive infinity if F3 is not positive
semidefinite, we can state (72) as (73). �

After obtaining the Lagrange multipliers, given r, we can
also obtain the solution p, i.e.,

p=

√
NTX

(
Q+

K∑
k=1

M∑
m=1
$mkΘmk

)†K∑
k=1

αkeigmax(Mk)∥∥∥∥∥
(

Q+
K∑
k=1

M∑
m=1
$mkΘmk

)† K∑
k=1

αkeigmax (Mk)

∥∥∥∥∥
, (76)

where the term
√
NTX is due to ‖p?‖2 = NTX . Note that

the proof to (76) is similar to (64), and thus is omitted here
for simplicity. Then, we can check the the feasibility of vertex
u(n) by calculating the information rate and wiretap rate.

After checking the feasibility of u(n), we search for the
intersection point ρ(n) on the Pareto boundary and update the
box by the same approach in Section IV-A. To the end, the
box can converge to the maximum rate r? in this iteration,
and the optimal p? is obtained.

C. Convergence and Complexity Analysis

To better understand the procedure of overall algorithm, we
summarize the MO-dual algorithm in Algorithm 3.

Next, the convergence of the MO-dual algorithm is ana-
lyzed. Since the MO-dual algorithm always finds the Pareto
boundary, we can obtain a better solution in each iteration [43].
In addition, the objective function in (13) is upper-bounded
due to the constraints C1. Thus, the MO-dual algorithm
guarantees to converge.

Then, we analyze the computational complexity of the
MO-dual algorithm. For optimizing {vk}Kk=1, the complexity
of computing (27) is O (KNRX). For optimizing wk and
z by using the MO-dual algorithm, the total complexity
is O

(
log2

(
1
εw

)
(K(M + 1) + 1) + (K + 1)NRF

)
.

Similarly, the total complexity of optimizing p is
O
(

log2

(
1
εp

)
(K(M + 1) +NTX) +NTX

)
. Thus, the

totol complexity of the MO-dual algorithm is given by

Otot=O
(

max

{
KNRX , log2

(
1

εp

)
(K(M +NTX)+NTX),

log2

(
1

εw

)
(K(M + 1) + 1) + (K + 1)NRF

})
. (77)

Obviously, the MO-dual algorithm has the linear time com-
plexity, which is much lower than that of AO method.

V. SIMULATION RESULTS

In this section, numerical results are provided to illustrate
the superiority and validity of our proposed algorithms. We

Algorithm 3: MO-dual Algorithm for Problem (13).

1 Initialize a feasible initial point
(
w

(0)
k , z(0),P(0)

)
;

2 Set n = 1 and the accuracy εw;
3 repeat
4 Determine v

(n)
k by (27) and set n1 = 0;

5 Calculate u(0) and v(0) to form O1 and initialize
gmax = g

(
v(0)

)
and gmin = g

(
u(0)

)
;

6 while gmax − gmin > εw do
7 Check the feasibility of u(n1) by (60), (63)-(66);
8 if feasible then
9 Search for the intersection point ρ(n1) on the

Pareto boundary and set gmin = g
(
ρ(n1)

)
;

10 else
11 break;
12 end
13 end
14 Divide the box

[
u(n1),v(n1)

]
into K new boxes

by (68) and (69);
15 Set n1 = n1 + 1;
16 Update O1 by (71) and set gmax = g

(
v(n1)

)
;

17 end
18 Set r = u(n1) and obtain w

(n)
k and z(n) by (63), (64);

19 Compute p(n) with similar procedure of step 5-19;
20 Set n = n+ 1;
21 until some stopping criterion is satisfied;

Output: (r?,v?,w?
k, z

?,P?).

consider the BS serves K = 3 users in the presence of
M = 2 eavesdroppers and L = 2 jammers, where the antennas
number of each jammer is set as NJ = 8 × 8 and the
jamming beamforming is generated by using the algorithm
in [44]. The number of receive antennas at the users is set
as NRX = 4 × 4. In addition, the information rate target
and the wiretap rate threshold are set as γU,k = 1 bps/Hz
and γE,mk = 0.5 bps/Hz, respectively [23]. The total power
consumption of the full-digital, the fully-connected, and the
sub-connected architecture are shown in [45], and is omitted
for simplicity. By reffering to [26], [45], the RF chains,
the power amplifiers, the phase shifters, the RIS unit, and
the baseband processor power consumption of the BS are
set as PRF = 600 mW, PA = 30 mW, PS = 50 mW,
PRIS = 20 mW, and Pbb = 500 mW, respectively. The
carrier frequency is 5.8 GHz, the noise power variance is set
as σ2

U,k = σ2
E,m = −80 dBm [23], and the maximum power

is Pmax = 30 dBm. Here, by referring to [21], we set the
jamming power at each jammer is pJ,l = 40 dBm. The smooth
parameter is set as τ1 = τ2 = 10. In addition, AoA uncertainty
is defined as ∆ = θU − θL = ϕU − ϕL. Here, we compare
the performance of the proposed beamforming (BF) scheme
and architecture with that of the following schemes and ar-
chitectures: (1) RIS-assisted hybird BF (HBF) scheme/SCA
method: the sequential convex approximation (SCA) method
is utilized to tackle the sum information rate maximization
problem with the proposed RIS-assisted transmitter; (2) Fully-
digitial BF scheme: the proposed algorithm with fully-digitial
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(a) 3D vision of PBw1 with AO. (b) 3D vision of PBw1 with MO. (c) 3D vision of AN PBz. (d) 3D vision of receive decoder v1.

(e) Vertical vision of PBw1 with AO. (f) Vertical vision of PBw1 with MO. (g) Vertical vision of AN PBz. (h) Vertical vision of receive decoder v1.

Fig. 5: Beampattern of RIS-assisted hybrid beamforming.

architecture at the BS; (3) Fully-connected HBF scheme: the
algorithm in [45] is utilized to tackle the sum information rate
maximization problem with fully-connected architecture at the
BS; (4) Sub-connected BF scheme: the algorithm in [45] with
sub-connected architecture at the BS; (5) RIS-based reflector
scheme: the RIS acts as the passive reflector to improve both
the anti-jamming and anti-eavesdropping performance as in
[23], and the proposed AO algorithm is utilized to solve
the sum information rate maximization problem. Note that
due to the the higher power efficiency ρ, the ITS-assisted
HBF scheme is superior over the IRS’s one, which has been
illustrated in [26] and thus we only present the IRS-assisted
HBF scheme in the following for simplicity.

Fig. 5 shows the 3D beampattern and corresponding vertical
view of radiation and received beamforming. Here, we set
NRF = 8, NTX = 8× 8, and ∆H = ∆h = 4◦. As expected,
whether the AO method or the MO-dual method, the main
lobe of the RIS-assisted beampattern points to the intended
user with the SINR value of at least -1 dB, and the nulls can
be accurately generated with -35 dB at the region of undesired
target users. In addition, although the desired beampatterns
only position the two Eves in the region with a value of
about -10 dB, the two main lobes of the corresponding AN’s
beampattern point to two Eves with the value of a least -3 dB
in the uncertainty region, such that the wiretap rate of the two
Eves can be guaranteed to be below the thresholds. Meanwhile,
as illustrated in Fig. 5 (h), the jamming signals transmitted
by the two jammer can be nullified with about -55 dB, and
thus only the desired signal quality can be improved at the
receiver. The observations confirm that both the RIS-assisted
HBF scheme and the received BF scheme can efficiently boost
the intended user’s signal quality, generate desired AN towards
eavesdroppers, and simultaneously nullify the jamming signal
in the channel uncertainty region.
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Fig. 6: Sum rate versus number of iterations.

Fig. 6 illustrates the convergence behaviour of the two
proposed algorithms. Here, we set ∆H = ∆h = 4◦. As
we can see, the sum rate increases with the number of
iterations, and gradually converges for various NRF and NTX .
It also observed that the MO-dual method outperforms the AO
method in terms of convergence. Combining the complexity
analysis in Section III-E and Section IV-D, the MO-dual
method has the lower implementation complexity than the AO
method. In addition, the number of iterations increases with
NRF and NTX . These phenomena confirm the efficiency of
the AO method and the MO-dual method.

Fig. 7 presents the power distribution of the signal received
on RIS for different NRF and NTX . Observe from Fig. 7 (a)-
(d), the central elements around the RF chains are assigned
most of the power, while the non-central elements around the
RF chains have the limited contribution. In addition, as we can
observe by comparing Fig. 7 (b)-Fig. 7 (d), with fixed NRF ,
the power distribution is transformed to a more unbalanced
power pattern as NTX increases. The abovementioned phe-



15

nomenon is the key disadvantage for the RIS-assisted transmit-
ter. However, the drawback can be overcome by increasing the
number of the RF chains NRF . As seen from Fig. 7 (a) and (b),
the power distribution becomes more balance with the aid of
more RF chains. Although increasing NRF leads to additional
hardware cost and power consumption, the total consumptions
is much lower than that of fully-digital and fully-connected
architecture, which facilitates the employment of a large-scale
array. Moreover, as NRF increases, the elements along the
edges become more influential. Combining the inherent UMC
property of RIS units (i.e., each RIS unit can add a large
reflection coefficient to the incident signal, while the phase
shifter of the hybird architectures can only impose a low
amplitude coefficient to a subset of the signal), the RIS-
assisted transmitter outperforms the sub-connected architecture
when NTX is large, which will be shown in the following.
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(a) NRF = 4, NTX = 8× 8.
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(d) NRF = 8, NTX = 12× 12.

Fig. 7: A simulation result of power distribution of the signal
received on RIS for different NRF and NTX (colorbar on
the right denotes the power strength on each RIS unit and is
unified for each subfigure, unit: dBW).

Next, in Fig. 8 and 9, the sum rate and EE versus the number
of RIS units log2NTX is shown for different algorithms and
architectures, respectively. Here, we set NRF = 8 and ∆H =
∆h = 4◦. As expected, our proposed algorithms and archi-
tectures can obtain the satisfactory performance with the low
power consumption (i.e., EE) against simultaneous jamming
and eavesdropping attacks. Then, it can be seen that the sum
rate and EE of the proposed AO method are higher than that of
the MO-dual method. This is because in the MO-dual method,
the closed-form solutions to z and p is suboptimal induced
by the approximate terms eigmax

(
Hm

)
and eigmax (Mk) in

(64) and (76). However, our proposed algorithms can achieve
the superior performance as compared to the conventional
SCA method, which verifies the superiority of our proposed
optimization algorithms. On the other hand, as shown in Fig. 8,
due to the lower degree of freedom (DoF) for beamforming
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Fig. 9: EE versus number of RIS units log2NTX .

design, the proposed RIS-assisted architecture obtain the lower
sum rate than both the fully-digital and the fully-connected
architecture, while in Fig. 9, we see the converse for the EE
owing to the fact that the power consumption of the RIS-
assisted architecture is much lower than that of fully-digital
and fully-connected architecture. The results suggests that the
RIS-assisted architecture can be regarded as an alternative for
the fully-digital and fully-connected architecture in terms of
the hardware cost and power consumption. Moreover, due to
the inherent UMC property of RIS units, the RIS-assisted
architecture can impose a higher amplitude coefficient to the
incident signal than the sub-connected architecture, such that
obtain the superior performance when NTX ≥ 8 × 8 (see
Fig. 8 and 9). It is also worth noting that as compared with the
RIS-based reflector scheme whose sum rate starts to decrease
when NTX ≥ 12× 12, our proposed RIS-assisted transmitter
architecture still has the higher sum rate and EE performance.
This can be explained by two reasons. First, due to the
fact that the RIS-based passive reflector can also reflect the
jamming signal, the enhancement of the desired signal and
the suppression of the jamming signal cannot be appropriately
balanced, which will enhance the jamming power as NTX
increases [21]. Second, the “double fading” effect makes
the the RIS-based reflector scheme suffer from the higher
large-scale fading than the RIS-assisted transmitter. Also, in
Fig. 8, when NTX increases from 6 × 6 to 10 × 10, the sum
rate of the proposed algorithms and architectures increases
significantly as increasing NTX can improve the DoF and
diversity, whereas the sum rate improves slightly due to the
more unbalance power distribution when NTX ≥ 12×12 (see
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Fig. 7). These findings verify that our proposed algorithms and
architectures can achieve secure and efficient communications.

Fig. 10 and 11 present the sum rate and EE versus the num-
ber of RF chains NRF , respectively. Here, ∆H = ∆h = 4◦

and NTX = 8 × 8. Since increasing NRF can make the
power distribution more balance (see Fig. 7 (a)-(b)) and lead
to more DoF for beamforming design, the sum rate of all the
schemes (except the fully-digital BF scheme) increases with
NRF . In addition, the increment of the proposed RIS-assisted
architecture is higher than that of other schemes, which can be
explained by the reason that with more balance power distribu-
tion and the inherent UMC property of RIS units, the elements
along the edges become more influential. Moreover, benefit
from the low the hardware cost and power consumption, the
EE of the proposed RIS-assisted architecture also increases
with NRF , whereas that of other schemes is inverse. These
findings further confirm that increasing NRF can overcome the
shortcoming of unbalance power distribution with satisfactory
cost, and the proposed RIS-assisted architecture can facilitate
the employment of a large-scale array.
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The sum rate versus channel uncertainty bound ∆h and
∆H are shown in Fig. 12 and 13, respectively. As expected,
the larger channel uncertainty region is, the lower sum rate
obtained as only a less accurate BF can be achieved. In addi-
tion, due to the additional reflected jamming channel channel
in the RIS-based reflector scheme, the proposed RIS-assisted
HBF schemes achieve a more stable sum rate performance than
the RIS-based reflector scheme when the channel uncertainty
bound becomes larger. It can be also seen that ∆H has has
larger negative effect on the performance as compared to ∆h,

namely, the descent slope with ∆H is faster than that with
∆h, which is becaue the AN can compensate for the effect
of ∆h and the received jamming power is enhanced as ∆H

increases.
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Fig. 12: Sum rate versus Eve’s channel uncertainty ∆h.
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Fig. 13: Sum rate versus jammer’s channel uncertainty ∆H .

VI. CONCLUSIONS

In this paper, with the aid of the RIS-assisted wireless trans-
mitter, we have investigated the robust hybrid beamforming
designs for secure transmission against simultaneous jamming
and eavesdropping attacks. By taking the imperfect angular
CSI into account and employing RIS-assisted hybrid archi-
tecture, we formulated a sum information rate maximization
problem subject to the individual rate requirements of the users
and eavesdroppers. In order to obtain an attentive solution of
the formulated problem, after approximating the imperfect CSI
into a robust one by using a discretization method, an AO
algorithm has been proposed via capitalizing the MM-based
method, the QCQP, and the price mechanism-based RMO.
Moreover, to further reduce the computational complexity and
gain more insights, a low-complexity MO algorithm combined
with the dual method was developed to identify the closed-
form solution. The advantage of the proposed RIS-assisted
HBF schemes come from the utilization of the low-cost RIS-
assisted transmitter architecture for substantial reduction of
the RF chains and analog networks. Numerical simulations
demonstrate the superiority and validity of our proposed
schemes over the existing approaches. We confirm that our
proposed RIS-assisted hybrid beamforming design framework
can provide an effective solution to improve the security
performance of wireless communications.
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APPENDIX A
PROOF OF (28)

First, by substituting (27) into (13), the term min∆H
insides

(13) can be removed, i.e.,

min
∆H

RU,k=ln

(
1+vHk Gkwkw

H
k G

H

k vk

(
vHk C̃kvk

)−1
)
. (A.1)

Next, we show that substituting (27) in (A.1) yields the
expression in (28). Obviously, by using the matrix inversion
identity (A + BCD)

−1
BC = A−1B

(
C−1A−1B

)−1
, (27)

can be rewritten as
vHi =

(
1 + wH

i G
H

i C̃−1
i Giwi

)
︸ ︷︷ ︸

∆
=A11

i

wH
i G

H

i C̃−1
i . (A.2)

Denoting Ξi
∆
= vHi Giwiw

H
i G

H

i vi

(
vHi C̃ivi

)−1

, we can
obtain that
Ξi = A11

i wH
i G

H

i C̃−1
i Giwi

(
A11
i

)−1

×A11
i wH

i G
H

i C̃−1
i GiwiA

11
i

(
A11
i wH

i G
H

i C̃−1
i GiwiA

11
i

)−1

= wH
i G

H

i C̃−1
i Giwi. (A.3)

Then, by utilizing Sylvester determinant property and substi-
tuting (A.3) in (A.1), (28) is obtained. �

APPENDIX B
PROOF OF PROPOSITION 3

Recalling the Lagrangian function (61), we can calculate the
gradient of (61) with respect to {wk}Kk=1 and z for finding the
optimal solution, namely,

∂L
∂wk

= −F1,kwk = 0,
∂L
∂z

= −F2z = 0, (A.4)

Then, the KKT conditions are derived, which is given by

wk = ς̃k

(
ς̃kG̃k + F1,k

)†
G̃kwk, ς̃k=

(
1+γU,k

)
, (A.5)

z =

(
βINTX +

K∑
k=1

ςkG̃k

)† K∑
k=1

M∑
m=1

λmkHmz, (A.6)

Clearly, since the term vHk Gkwk insides G̃kwk is a scalar,
we can have the expression (63). In fact, according to [12],
the term

∑K
k=1

∑M
m=1 λmkHmz insides (A.6) is the direction

pointed to the wiretap channels which transmits the maximum
AN power to degrade the reception of the eavesdroppers,
thus we can decompose

∑K
k=1

∑M
m=1 λmkHm and take the

eigenvector corresponding to the maixmum eigenvalue to
represent the main beamforming direction of z. As such, we
can obtain (64). �
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