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Introduction: The Framework for K-12 Science Education promotes 

supporting the development of knowledge application skills along previously 

validated learning progressions (LPs). Effective assessment of knowledge 

application requires LP-aligned constructed-response (CR) assessments. But 

these assessments are time-consuming and expensive to score and provide 

feedback for. As part of artificial intelligence, machine learning (ML) presents 

an invaluable tool for conducting validation studies and providing immediate 

feedback. To fully evaluate the validity of machine-based scores, it is important 

to investigate human-machine score consistency beyond observed scores. 

Importantly, no formal studies have explored the nature of disagreements 

between human and machine-assigned scores as related to LP levels.

Methods: We used quantitative and qualitative approaches to investigate 

the nature of disagreements among human and scores generated by two 

approaches to machine learning using a previously validated assessment 

instrument aligned to LP for scientific argumentation.

Results: We applied quantitative approaches, including agreement measures, 

confirmatory factor analysis, and generalizability studies, to identify items that 

represent threats to validity for different machine scoring approaches. This 

analysis allowed us to determine specific elements of argumentation practice 

at each level of the LP that are associated with a higher percentage of misscores 

by each of the scoring approaches. We further used qualitative analysis of the 

items identified by quantitative methods to examine the consistency between 

the misscores, the scoring rubrics, and student responses. We found that 

rubrics that require interpretation by human coders and items which target 

more sophisticated argumentation practice present the greatest threats to the 

validity of machine scores.

Discussion: We use this information to construct a fine-grained validity 

argument for machine scores, which is an important piece because it provides 

insights for improving the design of LP-aligned assessments and artificial 

intelligence-enabled scoring of those assessments. 

KEYWORDS

machine learning, NGSS, validity, learning progression, argumentation

TYPE Original Research
PUBLISHED 14 December 2022
DOI 10.3389/feduc.2022.968289

OPEN ACCESS

EDITED BY

Knut Neumann,  
IPN–Leibniz-Institute  
for Science and Mathematics Education, 
Germany

REVIEWED BY

Sascha Bernholt,  
University of Kiel,  
Germany
Hye Sun You,  
The University of Iowa, United States

*CORRESPONDENCE

Leonora Kaldaras  
kaldaras@msu.edu

SPECIALTY SECTION

This article was submitted to  
STEM Education,  
a section of the journal  
Frontiers in Education

RECEIVED 13 June 2022
ACCEPTED 02 November 2022
PUBLISHED 14 December 2022

CITATION

Kaldaras L and Haudek KC (2022) Validation 
of automated scoring for learning 
progression-aligned Next Generation 
Science Standards performance 
assessments.
Front. Educ. 7:968289.
doi: 10.3389/feduc.2022.968289

COPYRIGHT

© 2022 Kaldaras and Haudek. This is an 
open-access article distributed under the 
terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that 
the original publication in this journal is 
cited, in accordance with accepted 
academic practice. No use, distribution or 
reproduction is permitted which does not 
comply with these terms.

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2022.968289&domain=pdf&date_stamp=2022-12-14
https://www.frontiersin.org/articles/10.3389/feduc.2022.968289/full
https://www.frontiersin.org/articles/10.3389/feduc.2022.968289/full
https://www.frontiersin.org/articles/10.3389/feduc.2022.968289/full
https://www.frontiersin.org/articles/10.3389/feduc.2022.968289/full
https://www.frontiersin.org/articles/10.3389/feduc.2022.968289/full
https://www.frontiersin.org/journals/education#editorial-board
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2022.968289
mailto:kaldaras@msu.edu
https://doi.org/10.3389/feduc.2022.968289
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Kaldaras and Haudek 10.3389/feduc.2022.968289

Frontiers in Education 02 frontiersin.org

Introduction

The performance expectations described in the Next 
Generation Science Standards (NGSS) emphasize assessing a 
student’s ability to apply their knowledge instead of simply reciting 
back memorized information. The assessments capable of 
capturing this type of understanding are called performance-
based assessments (National Research Council, 2014) because 
they require students to engage in authentic scientific practices 
like explanation, modeling, or argumentation and use relevant 
science ideas to explain phenomena and solve problems. These 
assessments focus on measuring knowledge application, which 
cannot be  easily done using the traditional recall-based item 
format types (Krajcik, 2021). To accurately measure deep learning 
reflected in knowledge application ability, constructed-response 
(CR) assessments are needed (Krajcik, 2021; Kaldaras et  al., 
2021a). However, CR assessments are time-consuming and 
expensive to score and provide feedback for (Zhai et al., 2020b; 
Krajcik, 2021). Employing artificial intelligence (AI) and machine 
learning (ML) for scoring open-ended assessments represents a 
promising way of tackling the issue of effectively scoring and 
providing accurate and timely feedback to teachers and students 
(Zhai et al., 2020b).

Machine learning approaches have recently shown 
tremendous success in scoring short CR items in various STEM 
disciplines (e.g., Nehm et al., 2012; Liu et al., 2016; Noyes et al., 
2020) with reliability close to that of human scoring. Additionally, 
ML-based scoring has been shown to be reliable and consistent 
with human scoring when measuring progression toward deeper 
understanding as reflected in learning progression-based 
assessments (Jescovitch et  al., 2020). This feature is especially 
promising because the emphasis on developing and validating 
learning progressions (LPs) is central to the vision put forth by the 
Framework for K-12 Science Education (the Framework) and 
NGSS. Specifically, the Framework emphasizes a developmental 
approach to STEM learning, which states that building deep 
understanding requires time and appropriate scaffolding (National 
Research Council, 2012; NGSS Lead States, 2013; National 
Academies of Sciences, Engineering, and Medicine, 2019). The 
developmental approach is reflected in the idea of a LP that both 
the Framework and NGSS view as a cornerstone for developing 
coherent curriculum, assessment, and instructional approaches 
(National Research Council, 2012; NGSS Lead States, 2013). 
Learning progressions are defined as “successfully more 
sophisticated ways of reasoning within a content domain” (Smith 
et al., 2006). However, while the Framework and NGSS outline 
possible theoretical LPs, the design and validation of LPs have 
largely been outside the scope of both documents (National 
Research Council, 2012; Kaldaras, 2020).

Designing machine-based scoring approaches which employ 
AI methods for performance-based assessments aligned to LPs 
presents an invaluable tool for conducting quick and efficient 
validation studies and the possibility of assessing knowledge-
in-use (Krajcik, 2021). Historically, human-based scores have 

been used as the gold standard against which the validity of 
machine-based scores has been evaluated and are used to both 
train and evaluate machine scoring (Clauser et al., 2002; Yang 
et al., 2002; Williamson et al., 2012; Rupp, 2018). However, to fully 
evaluate the validity of machine-based scores, it is important to 
investigate the consistency between human and computer scores 
beyond simple agreement on observed scores (Williamson et al., 
2012; Rupp, 2018). Importantly, no formal studies have been done 
on investigating the nature of disagreements between human and 
machine-assigned scores as related to LP levels. This is an 
important piece of validity evidence to consider because even for 
well-functioning ML-based automatic scoring models, a certain 
percentage of cases where machine and human scores show 
disagreement always exists. We argue that understanding the types 
and aspects of NGSS constructs that ML algorithms struggle to 
score is vital both for improving ML and further AI approaches 
used for scoring LP-aligned performance assessments and 
ensuring that the intended use of machine scores is on par with 
the degree of accuracy of student performance they can offer.

In this work, we  will use quantitative and qualitative 
approaches to investigate the nature of disagreements among the 
human and two types of machine-based scores using a previously 
validated LP for scientific argumentation and assessment 
instrument (Wilson et al., in press). We will identify items with a 
significant percentage of disagreements using quantitative 
methods, and then conduct a qualitative analysis of misscores to 
determine which aspects of the construct of scientific 
argumentation tend to be misscored and how these misscores 
relate to the LP. We  use this information to construct a fine-
grained validity argument for machine scores.

Literature review

Validation of machine-based scores

Recent studies have produced high agreement between 
human and machine scores as related to LP levels focusing both 
on human-machine agreement among observed scores (Anderson 
et  al., 2018; Jescovitch et  al., 2020), and latent ability level 
agreements obtained using item response theory (Wilson et al., in 
press). Past studies also looked at the validity of machine-assigned 
scores for science assessments, although not directly aligned to an 
LP (Liu et al., 2016; Mao et al., 2018).

There are various validity measures, including the agreement 
on observed and latent ability levels that need to be considered 
when making inferences based on machine-assigned scores. These 
measures have been broadly described in several detailed reviews 
(Bennett and Bejar, 1997; Clauser et al., 2002; Yang et al., 2002; 
Bejar, 2011; Williamson et al., 2012; Rupp, 2018; Zhai et al., 2021). 
All these reviews highlight a common issue of validity pertain to 
factors which are unique to the machine scoring process as 
opposed to the human scoring process. In this regard, it is 
important to recognize that earlier approaches to machine scoring 
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utilized methods that required direct programming of certain 
rules or functions that were derived from expert ratings of 
assessment items (Clauser et al., 2002; Yang et al., 2002). With 
advances in technology, these approaches are being replaced with 
different types of ML algorithms which do not require rules to 
be directly programmed, but instead rely on various statistical 
techniques (e.g., classification algorithms) for producing machine 
scores (Rupp, 2018). The scoring tool used in this study falls into 
the latter category.

The automated text scoring tool applied in this study has been 
described before (Jurka et al., 2013), and uses several common ML 
algorithms to produce scores using a supervised ensemble ML 
approach (Jescovitch et  al., 2020). This ML-based scoring 
approach falls into a “black box” category as described by Rupp 
(2018), which means that the relationship between the input and 
the final prediction is not directly interpretable. The implication 
for the resultant scores is that it is often impossible to directly 
explain why certain scores were assigned. However, this can be a 
common shortcoming of both rule-based and ML-based 
algorithms, to different degrees (Rupp, 2018). We will present a 
series of methods pertaining to the development and validation 
stages of automated scoring that aim to ensure the machine scores 
represent the construct of interest to the best degree possible.

Developing rubrics for LP-aligned 
performance assessment for ML scoring

One of the main challenges in applying ML approaches to 
score LP-aligned performance assessments is developing rubrics 
that can both accurately capture the complex constructs measured 
by the assessments and yield high inter-rater reliability (IRR) 
between human and machine scores. Generally, holistic rubrics 
are used to assign a score to a given response, which, in turn, is 
aligned to a specific LP level (Wilson, 2009; Kaldaras et al., 2021a, 
2021b). Holistic rubrics in this context mean polytomous rubrics 
intended to assess the overall quality of a response with a single 
score (Tomas et al., 2019). For holistic rubrics aligned to LPs, each 
level in the rubric is designed to capture a distinctive set of 
knowledge application skills within the LP. In contrast, a number 
of automatic scoring applications rely on analytic rubrics for 
scoring student responses (Liu et al., 2014; Moharreri et al., 2014; 
Sieke et  al., 2019). Analytic rubrics are a series of binary or 
dichotomous rubrics that identify the presence or absence of 
construct relevant ideas in student responses. Scores generated by 
both holistic (Anderson et  al., 2018;) and analytic approaches 
(Sieke et al., 2019; Wang et al., 2021) have been used to produce 
well-functioning ML models for short, science CR items.

A key study comparing analytic and holistic approaches to 
human coding for LP-aligned assessments found that training sets 
based on analytically coded responses showed equal or better ML 
model performance as compared to using holistic scores in 
training sets (Jescovitch et al., 2019, 2020). However, this study did 
not examine construct validity beyond looking at agreement 

indexes nor examine the nature of disagreements between human 
and machine scores. Another study deconstructed holistic rubrics 
into a series of analytic rubrics for middle school science 
assessment items, which were recombined into a single holistic 
score, which then was used to train the computer. The Spearman’s 
rank correlation for human-computer agreement showed 
moderate to high agreement levels (Mao et al., 2018). However, 
this study did not examine differences between holistic and 
analytic coding approaches with the model results only reported 
at the holistic level. In this work, we will explore the validity of 
both holistic and analytic ML-based scores as related to the 
LP levels.

Theoretical framework

We adopt the most current definition of validity as the unitary 
concept reflecting the degree to which all the accumulated 
evidence supports the intended interpretation of test scores for the 
proposed use (American Educational Research Association, 
2018). The test scores used in this study were obtained for 
LP-aligned assessments, and the intended interpretation was to 
use the scores formatively to evaluate LP-level placement for 
individual students. The LP was focused on describing an 
increasingly sophisticated understanding of scientific 
argumentation consistent with NGSS. The intended use of scores 
generated by the machine and human was to evaluate student 
ability to develop scientific arguments as reflected in LP-level 
placement. The validity argument developed in this study focuses 
on validity of machine scores and consistency between human and 
machine scores as related to LP levels.

Yang et  al. (2002) describe three approaches to validating 
machine-based scores which include: (1) relationships among 
scores generated by different scoring approaches; (2) relationship 
between test scores and external measures and (3) approaches 
focusing on the scoring process. This work will use approaches 1 
and 3, specifically focusing on comparing machine scores to 
human scores on various argumentation elements along the 
LP levels.

LPs represent complex cognitive psychological frameworks 
that require complex validity arguments to support the framework 
(Clauser et al., 2002; Zhai et al., 2020a). Additionally, validating 
complex constructs combining scientific practices and content is 
a challenge in practice (Kaldaras et al., 2021b). This study provides 
an opportunity to tackle these issues because prior validation work 
was done for the LP-aligned assessment instrument (Osborne 
et al., 2016; Wilson et al., in press).

In this study, we build on this previous work by focusing 
specifically on the validity of machine-based scores to 
different elements of the argumentation construct. Table  1 
shows the elements of the argumentation construct targeted at 
every sub-level of the LP. In general, the structure of the 
argument is shown as C-W-E, where “C” is a claim, “W” is a 
warrant, and “E” is evidence. Briefly, level 0 is characterized 
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by the ability to construct and identify claim and evidence, 
level 1 by the ability to identify and construct a warrant to 
relate claim and evidence which results in a complete 
argument, and level 2 by constructing a full comparative 

argument (see Table  1 for more detail). To achieve higher 
levels, a series of developmental steps reflecting the ability to 
integrate the argumentation elements into a broader argument 
needs to occur.

TABLE 1 Scientific argumentation construct map (after Osborne et al., 2016).

Level Item Constructing Critiquing Description Argumentation element

0a Constructing a claim Student states a relevant 

claim

0b G1, G2 B1 Identifying a claim Student identifies another 

person’s claim

0c Providing evidence Student supports a claim 

with a piece of evidence

0d S2 S3 B2 Identifying evidence

1a G3 G4 G5 Constructing a warrant Student constructs an 

explicit warrant that links 

their claim to evidence

1b B6 Identifying a warrant Student identifies the 

warrant provided by 

another person

1c S1 G6 B3 Constructing a complete 

argument

Student constructs a 

synthesis between the claim 

and the warrant

1d Providing an alternative counter argument Student offers a 

counterargument as a way 

of rebutting another 

person’s claim

2a S4 G7 Providing a counter-critique Student critiques another’s 

argument

2b B5 Constructing a one-sided 

comparative argument

Student makes an evaluative 

judgment about the merits 

of two competing 

arguments

2c S5 G8 Providing a two-sided comparative argument Student provides an 

evaluative judgment about 

two competing arguments

2d B4 Constructing a counter claim with justification Student explicitly compares 

and contrasts two 

competing arguments, and 

an argument as to why it is 

superior to each of the 

previous arguments
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The focus of the current study is to examine machine-assigned 
scores of each of the specific argumentation elements and to 
evaluate the consistency between human and machine scores. The 
consistency will first be evaluated at the observed score level using 
agreement measures and generalizability among the scoring 
approaches, then at the true score level using confirmatory factor 
analysis, which will provide both internal latent structure validity 
evidence (American Educational Research Association, 2018) and 
scoring process validity evidence (Yang et al., 2002). The nature of 
disagreements between human and machine scores will also 
be evaluated qualitatively, which will contribute to the scoring 
process-based validity of machine scores (Yang et al., 2002).

Prior work

Validity of ML-based scores

As part of developing the ML models for the LP-aligned items, 
the research team evaluated the appropriateness of the ML 
algorithms and went through the necessary iterative process of 
exploring and optimizing model performance for each of the 19 
assessment items (Wilson et  al., in press). Additionally, the 
research team aligned scoring rubrics with LP levels and checked 
the rubric logic. Further for each item, we examined subsets of 
responses at each LP level to ensure the observed responses relate 
to the LP levels and that different levels of the rubric captured the 
different qualities of arguments. Therefore, we  followed the 
necessary feature development steps (Rupp, 2018) to ensure that 
the construct of argumentation is captured by ML algorithms as 
accurately as possible. Based on this work, we  argue that this 
aspect of the validity argument has been addressed in prior 
studies sufficiently.

Assessment instrument

Previous work has presented an LP for scientific 
argumentation in the context of the structure of matter (Osborne 
et al., 2016). Additionally, as part of previous work, high-quality 
performance-based, CR assessments were designed following a 
principled assessment design cycle (Urban-Lurain et al., 2015) to 
probe various LP levels (Wilson et  al., in press). The final 
instrument contained 19 items, focusing on 3 different topics: 
Sugar, Bacteria, and Gases, all probing argumentation at different 
LP levels (see Table 1 for LP, items, and argumentation elements). 
The LP contains three broad levels of scientific argumentation 
(0–2), and each level contains four sub-levels (a–d); however, the 
items do not target every sub-level of the LP. This is because the 
focus of the instrument was to measure proficiency using 
performance tasks. Therefore, the developers aimed for all items 
to be  authentic in presenting phenomena-based scenarios in 
which students would have to use multiple elements of 
argumentation practice.

Previous research provides evidence for the LP using both 
human and machine scores on a performance-based assessment, 
CR instrument. Specifically, the previous study has shown that 
machine scores generated using supervised ML algorithms for 
students’ written arguments have substantial to high agreement 
with observed human scores for all 19 items in the assessment 
instrument (Wilson et al., in press). Additionally, this previous 
study has demonstrated the validity of items as related to broad LP 
levels (i.e., Levels 0, 1, and 2) using only the highest response 
category for each item. As a result, valuable evidence for the 
validity of broad LP levels was presented. However, information 
related to the validity of machine scores was largely outside the 
scope of the previous study. In the current work, we now develop 
a validity argument for machine-based scores on different 
elements of argumentation practice generated using two machine 
scoring approaches: holistic and analytic. As part of previous 
work, analytic rubrics were used that focused on argumentation 
elements in the context of the item. However, analytic scores were 
not meaningful in the context of assigning responses to LP levels. 
Therefore, the researchers decided to recombine the analytic 
scores to yield a single holistic score for each response (Wilson 
et al., in press). Therefore, the rubric used for human scoring was 
completely analytic, but the generation of machine scores was 
done using two different ways by:

 1. Training the computer on all analytic scores, which yielded 
machine analytic scores (MA) assigned to different 
elements of argumentation in responses. These scores were 
combined for each response to yield a single holistic score 
for a response to a given item.

 2. Combining human scores on the analytic rubric elements 
and training the computer to predict a single holistic score 
for each item, which yielded a machine holistic (MH) score.

Research questions

Previously, researchers analyzed two types of machine-based 
scores (MA and MH) to determine whether there is a difference 
between these two approaches in terms of human-computer 
agreement for assigning LP-aligned scores on performance 
assessments. This work found that MA scores result in equivalent 
or slightly better machine-human agreement in assigning holistic 
scores for all items (Wilson et al., in press). However, previous 
work did not examine the nature of disagreements among MA, 
MH, and human scoring approaches by analyzing the 
argumentation elements at every level of the LP and the overall 
argumentation construct validity, which is the focus of this study. 
For the current study we address:

 1. Are the three approaches (HH, MA, MH) consistent for 
assigning true and observed scores to student responses 
across all items and rubric levels within an item?
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 2. What is the nature of the misscores for MA and MH 
approaches and how do misscores associate with elements 
of argumentation at different learning progression levels?

Materials and methods

Item development and scoring

Short CR items used in this study were developed as part of 
a project focused on using ML automated scoring to assess 
middle school students’ scientific argumentation ability 
(Haudek et al., 2019; Wilson et al., in press). All items were 
aligned to the LP for scientific argumentation shown in Table 1 
and reported earlier (Osborne et  al., 2016). As mentioned 
above, the LP was designed to specifically describe competency 
with scientific argumentation, one of the NGSS scientific 
practices. In addition to measuring students’ competency with 
scientific argumentation, items probe specific disciplinary core 
ideas (DCIs) and crosscutting concepts (CCC) as outlined in 
NGSS. We collected responses from a total of 932 participating 
students in science classes from grades 5 to 8 (22 students in 
grade 5; 166 students in grade 6; 148 students in grade 7; 514 
students in grade 8; 82 students undetermined grade level), 
although not all students answered all 19 items. We used all 
available responses for each item during machine learning 
model development to build a set of ML models, with models 
being unique to each item. We used the subset of responses 
from students that answered all 19 items for machine scoring 
validation. Each item probed one of the LP sub-levels, including 
a specific set of argumentation elements (Table  1). Coding 
rubrics for items were aligned to the LP and rubrics at the same 
sub-level were developed concurrently by researchers to ensure 
each rubric contained the appropriate elements of 
argumentation and incorporated necessary context of the items. 
Further, the coding rubrics incorporated key disciplinary ideas 
and cross-cutting concepts relevant to the topic of each item 
(Sugar, Bacteria, and Gases) for middle school science. Each 
rubric had a different number of possible levels to identify 
different qualities of student performances in the argumentation 
task. During coding of student responses, some rubrics were 
revised (e.g., redefining criteria to incorporate specific phrase 
usage) to address emergent issues during coding.

Example item and coding rubric

An example of an item (Sugar 5) developed to probe LP 
sub-level 2C is provided below.

At the end of the class, Laura and Mary argued:

Laura: “Some of the sugar left the water because when you mix 
sugar in water a chemical reaction causes some of the sugar to 

evaporate. This is why you cannot see the sugar after you mix it 
in the water: It is not there.”

Mary: “Because matter cannot be  created or destroyed, the 
weight of the glass before and after mixing does not change. 
You cannot see the sugar after you mix it in the water because 
the sugar broke up in tiny pieces that you cannot see.”

Compare the two arguments and explain why one is stronger 
and why the other one is weaker.

Item Sugar 5 presents arguments constructed by two fictitious 
characters after they observed that sugar disappeared after being 
added to a glass of water. This item aligns to NGSS standards for 
middle school science. The assessment item focuses on the DCI of 
Structure and Properties of Matter and Chemical Reactions, the 
CCC of Patterns, and focuses on the SEP of constructing argument 
from evidence (as do all the items designed to probe the LP in this 
study). The item is part of the Sugar testlet, and requires Claim 
(C), Evidence (E), and Warrant (W) elements associated with 
evaluating two competing arguments. For this study, the warrant 
element of the argumentation practice always contains a reasoning 
aspect, and for some items may also contain an element of 
argument critique.

The analytic rubric used by human coders to score the 
responses is shown in Table 2. For this item, the warrant was 
conceived to consist of a reason supporting the student’s claim and 
a critique of the other character’s argument. Note that multiple 
student-supplied claims and reasoning were considered 
appropriate for this item. Each argumentation element was coded 
as present in or absent from the student answer (score of 0 or 1, 
respectively).To obtain holistic scores that relate to performance 
at the LP level, the dichotomous scores were combined following 
rules specific for each item to yield a single holistic score. Table 3 
shows how components were combined to yield a holistic score 
for item Sugar 5. Note that since multiple claims and reasoning 
were identified in the analytic rubric, these components were 
sometimes redundant in the holistic score level. For example, for 
a holistic score of 3, a student could use either type of valid 
reasoning, but was not required to use both.

Machine learning model development

Machine learning model development was performed separately 
on each item using both holistic and analytic scoring approaches 
using the Constructed-Response Classifier tool (CRC; Jescovitch 
et al., 2020). In short, the CRC tool is based on RTextTools (Jurka 
et al., 2013) for text processing using a bag-of-words classification 
approach to natural language processing and allows some feature 
engineering. The extracted text features are then used as inputs for a 
series of eight machine learning classification algorithms. The CRC 
employs an ensemble model method which utilizes multiple 
classification algorithms to make a prediction for each response, for 
each rubric (Sieke et al., 2019). The machine-predicted scores are 
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then compared to the human-assigned score in a cross-validation 
approach for each item to evaluate performance. The number of 
human-scored responses in the training set varied by item (Table 4). 
The IRR among human scorers was determined prior to machine 
scoring and followed an iterative procedure until a Cohen’s kappa or 
Krippendorff’s alpha of 0.8 was achieved for all items or until three 
rounds of training and discussion were completed. The detailed 
coder training procedure and reliability is described earlier (Wilson 
et al., in press).

The MA-predicted scores were derived from a ML model 
trained using the human scores obtained using the analytic 
rubric, with the resulting MA score for each of the relevant 
argumentation components. The MH-predicted score was 
derived from a ML model trained using the human scores 
obtained using a holistic code, resulting from a combination of 
component analytic scores. As a result, two types of machine 
scores were predicted for each response to every item. This 
process is illustrated in Figure 1.

TABLE 2 Coding rubric for item sugar 5.

Argumentation 
element

Component to be identified Student example with component present 
(component shown in italics)

Claim 1 Laura’s (first) argument is weaker Laura’s argument is weaker because she brings in scientific evidence that 

is false and was never proven, whereas Mary uses scientific evidence 

that was actually tested.

Claim 2 Mary’s (second) argument is stronger Mary’s argument is stronger because it relies on evidence of the weight of 

the glass before and after mixing.

Inaccurate claim Laura’s argument is stronger or Mary’s argument is weaker Laura’s argument is stronger because it states a fact that the water and 

sugar reacted when mixed but the sugar remains in the water since it 

tastes sweet. Mary is weaker because her argument cannot 

be immediately proven unless everything is weighed.

Vague claim No explicit decision in response Mary’s argument includes scientific facts. Laura’s does not contain facts, 

only theories.

Reasoning (reason for 

Mary’s stronger argument)

Because the weight of the items is the same, either separately or 

combined; or before and after mixing OR the weight increased 

after adding sugar in the water.

Mary has the stronger argument due to the point that the weight of the 

glass does not change between the sugar being mixed and before.

Reasoning (reason for 

Mary’s stronger argument)

The sugar is still in the glass or any variation of this idea. I would say Mary because she realizes that the sugar is still there, but 

you just cannot see it. The part where she talks about mass is not really a 

sound argument, however the whole makes more sense than Laura. 

Laura feels that the sugar is not there, which is false.

Argument critique Provides a reason for Laura’s weak argument OR critiques Laura’s 

argument.

Mary’s argument is stronger, because if some of the sugar had evaporated 

the weight in the glass would be lower

TABLE 3 Holistic scores for item S5 by the combination of components.

Holistic score Combination Student example

3 Claim 1 or claim 2 and one of the reasonings, and the 

argument critique

I think Mary’s is stronger because you cannot see it because it broke into tiny small 

little grain pieces of sugar. Laura’s argument is wrong because just because 

you cannot see it does not mean it is not still there mixed in with the glass of water.

2  • One of the claims and at least one reasoning or 

argument critique

 • Vague claim and at least one reasoning and argument 

critique

Laura’s claim is more on the weaker side because she thinks that some of the sugar 

has evaporated. On the other hand Mary’s is stronger because she thinks the water 

and sugar just mix.

1  • Only one of the claims

 • Vague claim and at least one reasoning or 

argument critique

 • Inaccurate claim and at least one reasoning or argument 

critique

Laura has no proof that a chemical reaction occurred. Mary is using factual 

information about dissolving and matter not being able to be created or destroyed. 

Laura is also saying that sugar can evaporate. If there is sugar in water, and the 

water evaporates, the sugar will be left in the glass.

0 Vague or inaccurate claim, out of context response (all 

zeroes)

Laura’s argument is weaker and Mary’s argument is stronger because Mary told her 

what had happened to the sugar and how it happened.
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Machine scoring validation

We will look at various agreement measures obtained by 
comparing human and machine-based observed scores assigned 
by the MA, MH, and human scoring approaches using percent 
agreement and Spearman’s rank correlation (Yang et al., 2002). 
Further, we will use observed scores to conduct generalizability 
analysis which will help gauge the degree to which decisions based 
on machine scores are reliable and trustworthy, which is one of the 
main goals of developing a validity argument for machine-based 
scores (Clauser et al., 1999, 2000; Raykov and Marcoulides, 2011). 
Generalizability helps assess the contributions of various sources 
of variability in observed scores for generalizing the decisions 
based on these scores (Raykov and Marcoulides, 2006; Raykov and 
Marcoulides, 2011).

The facets of interest in this study are the assignment of scores 
to a response via various scoring approaches (HH, MA, and MH) 
and the items. In this study, we use the final consensus scores as 
values for human scores (HH) on each item for every examinee 
(Wilson et al., in press). Since each student took all 19 items are 
also considered a facet in this study, therefore yielding a two-facet 
design (Raykov and Marcoulides, 2006). The focus of the study is 
to determine if we  can generalize to the potentially infinite 
number of scores that one could obtain from all-possible scoring 
approaches on all the items. We will use a random effect analysis 
of variance (RE ANOVA) because it accounts for the fact that the 
level of the factor (i.e., scoring approach and item) represents a 

random sample from several all-possible scoring approaches and 
items to which we want to generalize (Raykov and Marcoulides, 
2006). In the RE ANOVA, we will test the null hypothesis that 
there is no variability across scoring approaches (HH, MA, and 
MH) and across 19 items on the test. If the hypothesis is retained, 
this indicates that there is no variability due to the scoring 
approach or due to item in the population, and therefore, we can 
generalize over the three scoring approaches over all the items. 
We will carry out a two-facet design RE ANOVA (Raykov and 
Marcoulides, 2006), where the facets will be the scoring approach 
and the items, which will help determine if we can generalize over 
the three scoring approaches and over the 19 items on the test.

In addition to the consistency between observed scores, it is 
important to investigate the consistency across the MH, MA, and 
human scoring methods at the true score level (Yang et al., 2002). 
A true score in this context can be defined as an expected score 
estimated by averaging scores from a large number of trained 
scorers (Yang et al., 2002). In the context of this study, a true score 
is a latent (unobserved) score on the latent dimension defined by 
the LP for scientific argumentation. In this study, we  will use 
confirmatory factor analysis (CFA) to evaluate consistency across 
the three scoring approaches in terms of true score assignment. 
CFA analysis allows us to examine whether the correlations 
between observed scores support the hypothesis that all test items 
relate strongly to the single construct of interest, argumentation 
(Raykov and Marcoulides, 2011). For this study, we will examine 
if the correlations between observed scores from the three scoring 

TABLE 4 Correlation and agreement measures.

Item Spearman’s rank 
correlation (HH-

MA)

%Accuracy/
agreement (HH-MA)

Spearman’s rank 
correlation (HH-

MH)

%Accuracy/
agreement (HH-MH)

No. responses

S1 0.846 84.0 0.801 78.2 775

S2 0.825 91.2 0.779 88.6 765

S3 0.813 90.7 0.816 90.8 763

S4 0.82 82.5 0.755 74.3 755

S5 0.744 77.8 0.777 73.7 744

B1 0.969 96.3 0.953 94.4 549

B2 0.895 92.9 0.861 91.3 527

B3 0.831 78.9 0.795 76.3 498

B4 0.774 83.3 0.702 79.1 449

B5 0.863 92.7 0.833 73.7 411

B6 0.889 96.6 0.935 98.3 361

G1 0.868 91.3 0.627 91 848

G2 0.866 91.5 0.731 90.8 840

G3 0.76 73.0 0.727 72.8 801

G4 0.795 81.2 0.727 76.6 770

G5 0.719 87.0 0.674 85.1 669

G6 0.802 78.0 0.666 72.1 642

G7 0.604 78.1 0.476 73.2 597

G8 0.705 85.2                     0.48 75.9 548

Bold values indicate items which were identified as problematic by confirmatory factor analysis and estimated marginal means.
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approaches (HH, MA, and MH) relate strongly to the construct of 
argumentation. Additionally, we  will examine item threshold 
parameters that show the location of each scoring category on the 
latent dimension for argumentation. Note that each item probes a 
specific LP sub-level (Table 1). Each scoring rubric consists of 
several categories (typically 0–2 or 0–3) reflecting the degree of 
proficiency in using the corresponding scientific argumentation 
elements in their responses (for example, see Table 3). We will 
investigate if the three scoring approaches are consistent in 
assigning similar latent trait levels (factor scores) to each scoring 
category by examining the proximity on the latent trait continuum 
(factor score) of each of the thresholds. Since each scoring 
category relies on specific argumentation elements, lack of 
consistency would indicate potential disagreements in the scoring 
of specific argumentation elements.

Next, we  will present a detailed qualitative analysis of 
responses misscored by machine scoring approaches (Clauser 
et  al., 1997; Williamson et  al., 1999) for any identified 
problematic items. As part of the qualitative analysis of MA 
misscores we  will identify the elements of argumentation 
construct that tend to be misscored by MA approach, which will 
help identify the potential threats to validity of MA scores. 
Further, as part of qualitative analysis of MH misscores, we will 
conduct correspondence analysis (Greenacre, 2016). This 
analysis allows us to investigate if there are associations between 
occurrence of certain words or phrases and scoring categories. 
This analysis is especially helpful for investigating misscores in 
the MH scoring approach since the single holistic score 
produced does not allow for easy interpretation of the nature of 
misscores. Therefore, the correspondence analysis allows us to 
evaluate the relationship between words and phrases used in 
student answers and the resulting holistic score assigned by 
the machine.

Data analysis

Correlation and agreement measures

Spearman’s rank correlation and percent agreement were 
computed for each item across HH and MA approaches as well as 
HH and MH approaches using SPSS software (IBM Corp, 2019).

Generalizability analysis using random 
effects ANOVA

Random effects ANOVA (RE ANOVA) allows us to answer 
the question of whether we can generalize over the three scoring 
approaches and over the 19 items on the test. We conducted RE 
ANOVA with two factors using SPSS (IBM Corp, 2019). The 
scoring approach and the item variables were specified as random. 
The items that displayed a significant effect for the scoring 
approach were examined to identify over which scoring 
approaches we  could not generalize. This was determined by 
identifying the items for which the confidence intervals of 
estimated marginal means of the score assigned by each scoring 
approach did not overlap.

Confirmatory factor analysis

The assessment instrument consisting of 19 items measuring 3 
different contexts was developed to access the latent construct of 
argumentation. To ensure that theoretical unidimensionality is 
supported by student response data, one-dimensional (1D) 
confirmatory factor analysis (CFA) was performed using all items 

FIGURE 1

Scoring process for obtaining human holistic (HH), machine analytic (MA), and machine holistic (MH) scores.
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separately for each of the scoring approaches (HH, MA, and MH). 
For each of the scoring approaches, the final sum score (shown in 
Figure 1 under the corresponding code: HH, MA, and MH) was 
used to perform CFA.

Each item had 2, 3, or 4 response categories ranging from scores 
0–1, 0–2, or 0–3, respectively, depending on the specific scoring 
criteria contained in the rubrics. Threshold parameters resulting 
from CFA model estimation for HH, MA, and MH were further 
examined to gauge the degree of consistency for predicting threshold 
location on the latent continuum, also called factor score level. The 
underlying assumption for comparing thresholds produced on HH, 
MA, and MH scores was that if MA and MH scores were in total 
agreement with HH scores, the CFA model parameters and 
thresholds would be the same for the three estimated models.

Items had 1, 2, or 3 thresholds depending on the number of 
scoring categories in the rubric. CFA analysis was performed on a 
listwise deleted data sample (N = 243 after deletion) using standard 
procedures in the lavaan package for R (Rosseel, 2012). The 
authors chose to use listwise deletion for CFA modeling instead of 
one of the missing data substitution approaches to avoid possible 
issues related to substituting missing data for machine-generated 
scores since there is no research available on this. For each item, 
threshold location and the associated confidence intervals (CIs) 
pertaining to 1 standard error were examined. If the CIs for the 
three scoring approaches for a given threshold did not overlap, it 
suggests that the given threshold is located in different regions of 
the latent continuum for those scoring approaches whose CIs do 
not overlap, which suggests differences in latent score assignment. 
Examining thresholds by this method allowed us to identify items 
and thresholds that showed inconsistencies in latent score 
assignment across specific scoring approaches and for 
specific thresholds.

Qualitative analysis of misscores 
between HH and MA and HH and MH

We used the methods described above to identify items that 
did not exhibit consistency in score assignment across the three 
scoring approaches (HH, MA, and MH). For the items that were 
identified, we  carried out a detailed qualitative analysis of 
misscores between the human-assigned scores and each of the two 
assigned scores by the machine scoring approaches. For the 
analysis of MA-HH misscores, we examined the types, number, 
and direction of misscores for each of the analytic rubric bins 
pertaining to specific argumentation elements. By direction of 
misscores we mean whether a given argumentation element was 
misscored into the higher or lower scoring category, and how it 
affected the final sum score assignment. For the analysis of 
MH-HH misscores, we  did not have the detailed misscore 
information at the level of individual categories, so we focused the 
analysis on evaluating the number and direction of misscores for 
the overall sum scores. Additionally, we  conducted text and 
correspondence analysis using WordStat (Provalis Research, 2018) 

to see if there were any specific phrases associated with each of the 
scoring categories and all combinations of misscores. We used the 
Chi-square value test to evaluate whether correlation between 
occurrence of individual terms or phrases in student responses 
(length 3–5 words) and scoring categories is statistically significant 
(Davi et al., 2005).

Results

Correlation and agreement measures 
between human and machine scores

Table  4 shows Spearman’s rank correlation and percent 
agreement measures between human and machine scores. To 
distinguish between the agreement measure pertaining to the 
qualitative analysis discussed below, we refer to this agreement 
measure between machine and human scores as accuracy. Overall, 
both Spearman’s correlation coefficient and accuracy tend to 
be  lower between HH and MH scoring approaches across all 
items, but by examining individual items, we identified for HH 
and MA scoring approaches, the problematic items could be S5 
and G7 because these items have low Spearman’s correlation and 
low accuracy measures. Similarly, we  found for HH and MH 
scoring approaches, the problematic items could be G6 and G7 
because they have one of the lowest Spearman’s correlation and 
accuracy measures. Additionally, the lowest Spearman’s rank 
correlation for both HH-MA and HH-MH combinations is for 
items G7 and G8. By comparing correlation and accuracy, 
we identify potentially problematic items for computer scoring as 
S5, G6, G7, and G8.

Generalizability analysis using RE ANOVA

Appendix Table A1 shows p-values for RE ANOVA with the 
scoring approach and item as random effects. Both facets 
(scoring type and item) have p < 0.05, indicating that one cannot 
generalize over the scoring approach or the item. This finding 
is not surprising since the differences in scoring approach will 
depend on individual items (since all the items are different).To 
further investigate which items and scoring approach contribute 
to the observed variance, we looked at the estimated marginal 
means for each scoring approach and the corresponding 
confidence intervals (CIs) for each item (see Figure  2). The 
items for which the CIs of the means did not overlap for at least 
one approach were items S5, G6, G7, and G8. Specifically, 
Figure 2 shows that the CIs of the score means for MH-MA for 
S5 and HH-MA for G6-G8 overlap indicating that the variance 
in the observed score in the population is not significant for 
those pairs of scoring approaches. Therefore, scores can 
be generalized over those scoring approaches for these items. 
For item S5 the confidence intervals of the score means for 
HH-MH and HH-MA do not overlap indicating that scores 
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cannot be generalized over those scoring approaches. As can 
be seen in Figure 2, HH has a higher marginal score mean for 
that item. In other words, the two machine scoring approaches 
showed greater agreement with each other, than either approach 
did individually when compared to human scores. Similarly, for 
items, G6-G8 MH is the approach contributing to the observed 
score variance as indicated by lower marginal score mean for 
that approach for both items (Figure 2).

Confirmatory factor analysis

We performed a 1D CFA to confirm the unidimensionality of 
the assessment instrument probing different levels of student 
understanding of the argumentation construct. The results of CFA 
are shown in Appendix Table A2. Overall, the model fit is good for 
all three scoring approaches (HH, MA, MH) as judged by the 
chi-square value of p > 0.05, RMSEA < 0.05, and CFI/TLI > 0.95 
(Kline, 2015). Therefore, the unidimensionality hypothesis is 
confirmed for all three scoring approaches, and we can put trust 
into the threshold estimation parameters.

CFA threshold location examination

We further examined thresholds for each item response 
category across the three CFA models estimated for HH, MA, and 

MH scores. A threshold is the expected value of the latent trait 
(factor score), which in this study is the ability to construct and 
evaluate arguments, at which a student transitions from the lower 
to the higher adjacent response category value, for example from 
score category 0 to 1, or from score category1 to 2 for a given test 
item. Figures 3–5 below show thresholds and 68% confidence 
intervals (CI; 1 standard error in each direction) for each scoring 
approach for score categories 1, 2, and 3, respectively, for all 19 
items. Note that not all items have a scoring category of 3, so 
Figure 4 contains fewer data points. The X-axis displays items for 
each of the three contexts: sugar dissolving in water (S1-S5), 
bacterial growth (B1–B6), and kinetic theory of gases (G1–G8). 
The Y-axis represents the latent trait continuum (factor score) 
and shows the level of the latent trait (factor score) for each of the 
thresholds. As shown in Figure 2, CIs at threshold 1 for the three 
scoring approaches overlap for all items except for items S5, G4, 
and G6–G8. For items for which threshold CIs do not overlap, it 
suggests one scoring approach may have been easier or harsher 
when assigning scores. Similarly, Figure  3 shows that CIs for 
threshold 2 for the three scoring approaches overlap for all items 
except for S5, B4, G6, and G8. Finally, Figure 4 shows the CIs for 
threshold 3 for the three scoring approaches overlap for all items 
except for S1, S4, and S5. Note that S5 shows differences for all 
three thresholds, and items G6 and G8 show differences for 
thresholds 1 and 2 (they have no threshold 3).

We further used the results of RE ANOVA and threshold 
location to pinpoint the items that show inconsistencies across the 

FIGURE 2

Estimated marginal means and the corresponding confidence intervals for each scoring approach for each item. Scoring type: 1—human holistic; 
2—machine analytic; 3—machine holistic. Itemnew: 1–5 is S1–S5 (sugar testlet); 6–11 is B1–B6 (Bacteria testlet); 12–19 is G1–G8 (Gases testlet).
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scoring approaches. The results from RE ANOVA and threshold 
analysis show that for G6, G7 and G8, the MH scoring approach is 
the one contributing to the variance in observed score based on 
lower estimated marginal score means for MH shown in Figure 2 
and higher location of most thresholds for MH on the latent trait 
continuum (factor score) for these items (Figures 3, 4). These results 
indicate that the MH approach is likely to be a harsher “scorer” 
because most MH thresholds for items G6-G7 tend to be located at 
higher latent trait levels than corresponding thresholds for HH and 
MA. Therefore, we expect lower observed scores by MH, which is 
consistent with lower estimated marginal mean scores for MH as 
shown in Figure 2. Similarly, for item S5, the human scoring (or HH 
approach) seems to be contributing to the variance in the observed 
score based on RE ANOVA (Figure  2). This approach could 
be viewed as an “easier” scorer because all the HH thresholds are 
located at a lower factor level compared to those for MH and MA, 
and it has a higher estimated marginal mean score (Figure 2). Since 
the HH is used as the scoring standard, it is likely that both MA and 
MH approaches are scoring inconsistently compared to HH for S5.

Qualitative analysis of misscores 
between human and machine scores

Overview of misscores for each score category 
for item S5

We examine misscores by computer approaches for each 
response category of item S5. Figure  6 shows the number of 

responses for each score category, as assigned by the human score, 
in the pie chart. For this item, Score 0 had the largest number of 
responses, with a similar number of responses in Score 2 and 
Score 3 categories. Score 1 category was by far the most infrequent 
holistic score. The number of responses in agreement across HH, 
MA, and MH, as well as misscores for each of the score categories, 
are shown in the bar chart panels; one for each threshold. These 
bar charts show the frequency of misscores in the machine 
analytic approach (MA) and misscores only in the machine 
holistic approach (MH). Note that MA category misscores contain 
responses misscored in at least one MA rubric component, 
regardless of whether they were misscored by MH, whereas the 
MH category contains only MH misscores.

Overall, there is a significant percentage of responses for 
which all three scoring approaches assigned the same score 
(category “agreement” in each bar chart) for all scoring categories. 
A relatively small misscore percentage was related to misscores by 
the MH approach exclusively (see “MH” for each score category). 
Finally, slightly less than 50% of misscores in each score category 
were due to misscores in the MA approach (see category “MA”).

Misscores in MA scoring approach for item S5
We further take a closer look at the misscores by MA approach 

for each scoring category (the portion of the bar graphs in Figure 6 
titled “MA”) and rubric component. Note that rubric components 
represent different elements of argumentation practice and that 
some responses may have been misscored for more than one 
component. Therefore, the total number of responses misscored 

FIGURE 3

CFA Threshold 1 with 68% CI for the HH, MA, and MH scoring approaches.
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in each scoring category may not match the number of misscores 
in a given component. Table 5 below shows the percent of MA 
misscores by component in the rubric for every scoring category 
of item Sugar 5. More than three-quarters of the misscores for 
Score 0 and Score 1 are associated with one of the claim 
components (~76% for T0 and ~80% for T1). As seen from the bar 
chart in Figure 6, for the Score 0 category most of the misscored 
components (~73%) did not actually affect the final holistic score 
assigned to a response by the MA approach. The rest of the 
responses in this score category (~27%) were assigned a higher 
final score due to a misscore in a component, which was driven by 
MA assigning a score of 1 to one of the “reasoning” or “argument 
critique” categories.

Further, as shown in the bar chart in Figure 7, for the Score 
1 category more than half of misscored cases (~54%) did not 
affect the final score assignment. About 38% of cases were 
scored into the higher category by MA. We found that for these 
cases higher category assignment was driven by misscores in the 
category “Vague Claim” in favor of one of the other “Claim” 
components. Specifically, as can be seen from the scoring rubric 
(see Table 2), responses that contain “vague claim” category and 
at least one “reasoning” or “argument critique” are assigned a 
score of 1; this was consistently recognized and assigned by 
human scorers. However, in all cases assigned a higher score in 
this response category, the MA approach assigned a score of 
zero to the category “vague claim,” and instead assigned a score 
of 1 to one of the “claim” categories, leading to an overall holistic 

score of 2 for these responses. Therefore, because the MA 
approach seems to fail to consistently recognize the category 
“vague claim,” the number of cases scored to a higher final score 
was significant for this scoring category. A possible explanation 
for the MA misscores might be that the “vague claim” category 
reflects responses that do not clearly state which character’s 
argument is better, and therefore the computer cannot 
distinguish certain characters in the response. It is also 
important to point out that Score 1 and Score 2 categories are 
located close to each other on the latent trait continuum (near 
value 0 as shown in Figures  3, 4), suggesting that the two 
scoring categories are not very distinguishable in terms of latent 
trait levels. Therefore, these categories are not distinguishable 
both psychometrically and in terms of accuracy of MA scoring, 
suggesting a possible need for item or scoring rubric revisions.

Further, for Score 2 and Score 3 more than 60% of misscores 
occurred for the “Reasoning” and “Argument Critique” elements 
(~68% for Score 2 and ~70% for Score 3  in Table  5). These 
argumentation elements are associated with higher LP levels, 
and these score categories are higher on the latent trait 
continuum, respectively. As can be seen from Figure 7, for both 
Score 2 and Score 3, a significant percentage of cases were 
misscored into a lower score (~43% and ~67%, respectively), 
which is consistent with Score 2 and Score 3 for MA scoring 
being located higher on the latent trait continuum (see 
Figures 4, 5). That is, the MA approach appeared as a more 
severe rather than humans for these categories. Most of the 

FIGURE 4

CFA threshold 2 with 68% CI for the HH, MA, and MH scoring approaches.
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misscores into the lower score happen due to the MA approach 
assigning a score of zero to one of the “Reasoning” or “Argument 
Critique” elements when the human assigned a one (see 
Appendix Table A3 for detailed analysis of misscores in this 

scoring category. Similar analysis was performed for all 
identified problematic items for each threshold). Therefore, 
argumentation elements at higher-level cognitive ability seem 
hard for the machine to recognize.

FIGURE 5

CFA threshold 3 with 68% CI for the HH, MA, and MH scoring approaches.

FIGURE 6

Agreement and types of misscores across machine approaches by score category for item S5.
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Gases testlet (items G6, G7, G8)
We further describe items G6, G7, and G8, which were 

identified by RE ANOVA and CFA analysis to have significant 
disagreements across scoring approaches. All three items belong 
to the Gases testlet and are introduced to students in a 
consecutive fashion. As can be seen from the location of items 
of the latent trait continuum shown in Figures  3–5, each 
subsequent item is located higher on the latent trait scale than 
the previous one. This is not surprising as each of the three 
items measures increasingly more sophisticated proficiency 
levels for argumentation from the LP. Specifically, item G6 
requires students to use one type of evidence and two types of 
reasoning (particle level and model-based). Further, items G7 

and G8 ask to identify multiple claim/evidence/reasoning 
combinations. We further discuss each item.

Scoring rubric for item G6
The Gases testlet focuses on arguments constructed by two 

fictitious students after they observed changes in a sensor signal 
after gas particles were added to a chamber. The students are 
arguing about what happened to the gas molecules to cause the 
observed signal from the sensor. The first argument is constructed 
prior to a fictional teacher sharing additional information with the 
students, and the second argument is constructed after that. Item 
G6 asks respondents to explain how one of the fictitious students 
can use the additional information provided by the teacher in their 
argument. Item G6 is shown in Appendix Figure A1 with the 
analytic rubric provided in Appendix Table A4. Appendix Table A5 
shows how components were combined to yield a holistic score for 
item G6.

Overview of misscores for each score 
category for item G6

We began our analysis of misscores by looking at each score 
category. Figure 8 shows the number of responses for each score 
category in the pie chart diagram by human score. For this item, 
score 0 had the largest number of responses 325, with 145 and 

FIGURE 7

Effect of MA component misscores on final assigned score for S5.

TABLE 5 Misscores by component of MA rubric for item S5.

Components Score 0 Score 1 Score 2 Score 3

Claim 34 (42.5%) 1 (2.7%) 24 (18.6%) 26 (19.85%)

Claim 14 (17.5%) 11 (29.73%) 13 (10.08%) 8 (6.11%)

Inaccurate claim 3 (3.75%) 1 (2.70%) 1 (0.78%) 0 (0%)

Vague claim 10 (12.5%) 17 (45.95%) 3 (2.33%) 4 (3.05%)

Reasoning 0 (0%) 2 (5.41%) 14 (10.85%) 18 (13.74%)

Reasoning 11 (13.75%) 2 (5.41%) 32 (24.81%) 14 (10.69%)

Argument critique 8 (10%) 3 (8.11%) 42 (32.56%) 61 (46.56%)

Bold values indicate the components with the highest percentages of misscores for a 
given scoring category.
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172 responses in Score 1 and Score 2 categories, respectively. The 
interpretation of the pie chart and each bar graph is similar to the 
S5 item. Overall, there is a significant percentage of responses for 
which all three scoring approaches assigned the same score 
(category “agreement”) for all three scoring categories. A 
relatively small percentage of misscores was associated with 
misscores by the MH for Score 0 (2.5%). On the contrary, for 
Score 1 and Score 2 categories, the percentage of misscores by the 
MH were higher (26.2% and ~17% respectively). Finally, roughly 
one-third of misscores in each scoring category were due to 
misscores by the MA. In general, compared to item S5, item G6 
had fewer MA and more MH misscores across the 
scoring categories.

Misscores in MA scoring approach for item G6
We further discuss which components of the scoring rubric 

contributed most to the observed MA misscores. Table 6 below 
shows percent of misscores by component in the MA rubric for 
every scoring category of item G6. For this item, more than 85% 
of misscores in each scoring category were due to misscores in one 
of the Reasoning components. Further, the majority of misscores 
in the Score 2 category are due to misscores in the model-based 
reasoning component (~77%), whereas in the Score 0 and Score 1 
categories, the majority of misscores are in one of the particle-level 
reasoning components (~66% for Score 0 and ~54% for Score 1).

As shown in the bar chart for the Score 0 category in Figure 9, 
the majority of misscores (~66%) did not affect the final score 
assigned for this category. The majority of misscores that were 
scored into the higher category happened due to misscores in one 
of the particle-level reasoning components noted above, where the 
MA approach assigned a 1 for one of those categories when a 
human scorer assigned a 0. This might be because scoring those 
components involves a significant degree of interpretation of the 
student answer by the scorer. For example, the rubric for the 
component Particle-level reasoning II, which is misscored the most 
for Score 0 and Score 1 categories, requires coders to identify if the 
response indicates that particles are moving around in different 
directions. Student responses that would fall into this category use 
similar words and word combinations, but the meaning is not 
always the same. For example, the following response was assigned 
a score of zero by human coders for the particle-level reasoning II 
component because it does not use the ideas of motion to describe 
how particles make the balloon bigger: “Particles is all around the 

container like balloon and makes the balloon bigger.” The MA 
scoring algorithm assigned a score of 1 for the same category to this 
response because it used similar words to those present in other 
responses that were scored into category 1 by humans, except for 
the word denoting motion. Another example was also assigned a 
score of zero by humans because it did not mention particles and 
reflected a macro-level understanding: “When you blow air into a 
balloon, the balloon grows bigger in all directions. So why would not 
that be the same for this case.” Similarly, the MA scoring assigned a 
score of 1 to the same category of this response because it contains 
phrases like “in all directions,” which are likely phrases present in 
the training set of responses assigned a score of 1 by humans. 
However, the response lacks the critical idea of particles.

The above analysis suggests that machine misscores tend to 
happen more often for components that require going beyond 
evaluating presence or absence of certain words and word 
combinations, and require interpretation, which the machine 
cannot do. Further, according to the rubric, both particle-level 
reasonings need to be present to be assigned a score of 1 (see 
Appendix Table A5). Therefore, it is not surprising that misscores 
in one of the particle-level reasoning components affect this 
scoring category the most. Similarly, for being assigned score 
category 3, model-based reasoning must be present along with 
both particle-level reasoning components (see 
Appendix Table A5). The scoring rubric for item G6 
(Appendix Table A4) shows the model-based reasoning 
component rubric also requires a significant degree of 
interpretation on the scorer’s part. As shown in the Score 3 bar 
chart in Figure 8, all the misscores in this category were scored 
into lower levels due to humans assigning a score of 1 to the 
model-based reasoning category, and a computer assigning a 
score of 0. This category relies on the scorer to correctly interpret 
that what is going on in the box is the same as what is going on 
in the balloon. For example, the following response was assigned 
a score of 0 for the model-based reasoning component by the 
machine, and a score of 1 for the same component by human: 
“When you blow air into a balloon, the balloon grows bigger in all 
directions. So why would not that be the same for this case.” This 
response does convey the ideas of similar processes in the box 
and in the balloon, but only a human scorer can deduce that from 
the last sentence, where it is not clear what “that “and “this case” 
mean. Therefore, across all scoring categories for this item, 
misscores are due to the scoring rubric criteria allowing some 
degree of interpretation. This allows a scorer to interpret the 
answer, but does not rely on the presence of specific words or 
phrases, which makes it harder for the machine to score accurately.

Overview of misscores for items G7 and G8
We performed similar analyses for the other items identified 

as problematic (G7 and G8; see Appendix for specifics of item, 
rubric, and results). Briefly, for G7, we found the category most 
likely to be misscored targets reasoning about particle motion and 
particle location. For G8, we found the categories most likely to 
be misscored are the identification of insufficient evidence and 

TABLE 6 Misscores by component of MA rubric for item G6.

Component Score 0 Score 1 Score 2

Evidence 5 (3.9%) 2 (4.3%) 1(1.4%)

Model-Based Reasoning 17 (13.3%) 12 (26.1%) 57 (77%)

Particle-level reasoning I 31 (24.2%) 3 (6.5%) 2 (2.7%)

Particle-level reasoning II 62 (48.4%) 24 (52.2%) 13 (17.6%)

Incorrect reasoning 13 (10.2%) 5 (10.9%) 1 (1.4%)

Bold values indicate the components with the highest percentages of misscores for a 
given scoring category.
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reasoning about particle motion. These all relate to components 
associated with higher argumentation competency.

Misscores in MH scoring approach
We conducted correspondence analysis using extracted terms 

and scoring categories and examined Chi-square p values to see if 
there were any specific words or phrases associated with each of 
the scoring categories (0, 1, and 2 or 0, 1, 2, and 3 depending on 
the item) and combinations of misscores for each of the four 
problematic items. Specifically, the misscores were characterized 
into the following categories: false positives (FP) where a human 
assigned a score that was lower than that assigned by the machine, 
false negatives where a human assigned a score higher than that 
assigned by the machine. The FP scores included: FP01 (human 
score = 0, machine score = 1), and similarly FP02, FP03, FP12, 
FP13, and FP23. The FN scores included: FN10 (human score = 1, 
machine score = 0), and similarly FN21, FN20, FN32, FN31, FN30. 
Finally, consensus scores for each score category indicated that 
there was agreement across the three scoring approaches: T0 (true 
zero indicating agreement in score category 0 across HH, MA, 
MH), and similarly T1, T2, and T3. Statistically significant 
Chi-square p values (<0.05) indicate that the phrase is associated 
with specific score categories or misscore types if the occurrence 
of those phrases in a given category is higher than in others. As an 
example of our findings, statistically significant Chi-square p 
values for the cross-tabulation analysis for item G8 are shown in 
Appendix Table A12. While some phrases identified by the 
software have statistically significant Chi-square p values, none 
have significant percent occurrence in any of the score/misscore 
categories. This suggests that while these are phrases that are 
potentially unique to the categories, they probably do not occur 

often enough to be the reason for all misscores. There were more 
phrases identified, but they all had no significant p-value (>0.05), 
suggesting that those phrases occur similarly between the score/
misscore categories. We observed similar patterns of phrases and 
Chi-square results for the other three items.

Discussion

In this work, we present a fine-grained validity argument for 
machine-based scores by examining agreement between observed 
and true scores generated by human scorers and two approaches 
to ML scoring. We  examined validity evidence pertaining to 
observed score agreement for science argumentation items, 
including percent agreement, Spearman’s rank correlation 
coefficients, and generalizability analysis using RE 
ANOVA. Additionally, we examined true score consistency using 
CFA approaches and evaluated threshold proximity for each 
response category across all 19 test items. We  also conducted 
qualitative analysis of misscores for the items identified to 
be  problematic by the combination of previously described 
approaches. We will further describe how these results contribute 
to understanding of validity issues and the validation process of 
automatically scored short text responses for LP-aligned NGSS-
based performance assessments.

First, all these approaches separately pointed to four items that 
did not exhibit high agreement between HH, MH, and MA scores. 
This suggests that we have a high degree of confidence both in the 
fact that the items identified are in fact problematic, and in the set 
of methods that we used to identify the items. In relation to RQ1 
of the study, this analysis suggests that the three scoring 

FIGURE 8

Agreement and types of misscores across machine approaches by score category for item G6.
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approaches (HH, MA, MH) are consistent in assigning true and 
observed scores to student responses across all items except for S5, 
G6, G7, and G8. We will further discuss the specific threats for 
validity of machine scores that we identified for these items.

To the authors’ knowledge, this work presents the first 
example of successfully applying quantitative and qualitative 
methods for identifying items that exhibit potential threats to the 
validity of machine scores on LP-aligned NGSS-based 
performance assessments. This approach is consistent with the 
current view on validity as a unitary concept that incorporates 
multiple evidence sources supporting the intended interpretation 
of test scores for a specific purpose (American Educational 
Research Association, 2018). In this study, we developed a fine-
grained validity argument which relies on comparing observed 
and true scores among the three scoring approaches (HH, MA, 
and MH). In this work, we provide validity evidence consistent 
with two approaches to validating machine scores described by 
Yang et  al. (2002). First, we  evaluate relationships among the 
observed scores generated by the three scoring approaches (Yang 
et  al., 2002). Second, we  evaluate consistency among the true 
scores assigned by the three scoring approaches and conduct 
qualitative analysis of misscores, both of which focus on the 
scoring process (Yang et al., 2002). Evaluating consistency among 
the true score assignments by MH, MA, and HH by comparing 
threshold proximity using CFA allows us to gauge whether the 
latent factor measured by MA and MH is the same as that scored 
by human scorers (HH). Additionally, threshold proximity 
analysis allows us to identify specific response categories for each 
of the problematic items. This level of precision in identifying the 
source of a validity threat allows us to examine relevant scoring 
rubric components, which makes the validation process more 
efficient and grounded in compelling psychometric evidence. 
Further, qualitative analysis of misscores among HH, MA, and 
MH helps provide additional evidence that the factor measured 
by the machine is the same as that measured by the human scorer. 
In short, evaluating consistency of the observed and true score 
assignment among the three scoring approaches using methods 
described above allows us to identify specific items and rubric 
levels within an item that exhibit potential threats to validity by a 
given automatic scoring approach.

In the context of validity of NGSS-based LP-aligned items, 
this approach represents a powerful way to identify not only 
specific items, but also specific rubric categories that exhibit 
potential threats to validity with respect to a LP and NGSS 
alignment. The practical usefulness of this approach can hardly 
be under-estimated. LPs can provide a roadmap that can align 
curriculum, instruction, and assessment but can only serve this 
role if we can trust in the evaluation of student performance with 
respect to LP level. This, in turn, is achieved by accurate scoring 
of student performance on LP-aligned assessments. As 
demonstrated here, the items and rubrics are designed to 
be aligned to specific LP levels for the argumentation construct on 
one hand, and for specific aspects of NGSS on the other hand. The 
process of improving ML-based scoring accuracy with respect to 

LP and NGSS is an iterative process, and requires accurate 
information on where the automatic scoring approaches fall short 
and how these failures relate to the LP levels and elements of 
NGSS. The gold standard, of course, would be  involving 
assessment developers and researchers to evaluate the misscores 
with respect to LP levels and NGSS performance expectations. 
This approach is very time-consuming, costly, and therefore not 
feasible at scale. The method presented here, on the other hand, 
offers a fast, cheap, and accurate approach for diagnosing potential 
threats to validity at the fine-grained level (i.e., not only specific 
items, by specific item response categories and the associated 
scoring rubric categories). We believe that this approach offers 
unique advantages to streamlining the development of LP-aligned, 
NGSS-based performance assessment machine scoring  
approaches.

For three out of four items identified to be  problematic 
through this analysis (G6, G7, and G8), the MA and HH scoring 
approaches are generalizable, suggesting that MA scores are 
close to human scores for those three items (Table  6). In 
contrast, HH-MH and MH-MA scoring approaches seem to not 
be generalizable for those items, suggesting that there is less 
consistency in score assignment for those pairs of scores. Both 
conclusions suggest that MA scoring approach is more 
consistent with HH than MH. The MH scoring approach also 
seems to be a harsher scorer, as judged by higher placement of 
MH thresholds as compared to MA and HH for threshold 1 for 
items G6-G8 (Figure 3), and threshold 2 for items G6 and G8 
(Figure  4). These findings are also consistent with previous 
research suggesting that analytic scoring approach corresponds 
better with human scores as compared to holistic scores 
(Jescovitch et al., 2020; Wang et al., 2021), and that MH scoring 
approach appears to be  a harsher scorer when it comes to 
evaluating argumentation ability at the broad LP level (Wilson 
et  al., in press). This demonstrates that the machine score 
validation approach allows us to identify specific items and 
rubric levels within an item that exhibit potential threats to 
validity by a given automatic scoring approach (in this case, MH 
scoring approach). These results further suggest that while 
analytic scoring rubrics are initially time-consuming to develop 
and apply, machine-assigned scores derived from these rubrics 
seem to be  potentially more valid measures for student 
performance as related to human standard. In contrast, for three 
out of four problematic items identified in this analysis, MH 
scores seem to be the main contributor for the inconsistencies 
identified, suggesting that MH scoring approach generates 
scores that are less valid h when compared to human standard.

Importantly, item S5 does not follow the same pattern for 
the consistency among the three scoring approaches. For this 
item, MA and MH scoring approaches are generalizable, and 
HH-MA and HH-MH combinations are not generalizable (see 
Figure 2). Examination of threshold location suggests that for 
all three thresholds, MA and MH scoring approaches overlap, 
and are located slightly above the HH thresholds (see 
Figures 3–5). However, notice that thresholds 1 and 2 (Figures 3, 
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4, respectively) are located in approximately the same region of 
the latent trait continuum (between 0 and −0.5 on the y-axis). 
Therefore, these two thresholds are not well separated as judged 
by the human score standard, suggesting that student responses 
associated with score categories 1 and 2 are not very 
distinguishable in terms of the latent trait level for this item. 
This suggests that the validity issue stems from the item and the 
rubric itself. Therefore, the rubric needs revision to ensure 
better separation between the adjacent thresholds before any 
useful conclusions can be  made regarding the validity of 
machine scores for those thresholds.

A closer examination of the scoring rubric for item S5 (see 
Table 2) reveals one of three acceptable scenarios for a response 
to get a score of 1 is “vague claim and at least one reasoning OR 
argument critique,” which is very similar to an acceptable 
scenario for a response to get a score of 2: “vague claim and at 
least one reasoning AND argument critique.” It is likely that this 
similarity causes the thresholds for these categories to be located 
very close on the latent trait continuum (Figures 3, 4). Therefore, 
a possible modification of the scoring rubric would be combining 
in the following way: “Vague claim and at least one reasoning 
AND/OR argument critique,” and assigning it to score category 
of 2, since it demonstrates more sophisticated argumentation 
practice than all other scenarios associated with score category 1. 
This might result in lowering score 1 to the lower end of the latent 
trait continuum, better separating between the two thresholds. 

This demonstrates that the machine score validation approach 
allows us to distinguish between fundamental validity threats 
originating from the way specific items and rubrics were 
constructed as compared to threats associated with 
machine scoring.

We will now discuss findings related to RQ 2 by first 
considering the results of misscore analysis between HH and 
MA. Generally, the results of MA misscore analysis show two 
trends. The first trend suggests that the misscores tend to happen 
for the argumentation components that require going beyond 
evaluating presence or absence of certain words and word 
combinations, and require interpretation, which the machine 
struggles to do. For example, a computer might not be able to 
recognize when a student is providing evidence for a specific 
character on the assessment item if they are not specifically stating 
the character’s name or using only general terms (see analysis for 
item G7, or the category “vague claim” misscore analysis for 
item S5).

The second trend suggests that the misscores tend to happen 
for the argumentation elements associated with higher-level 
cognitive ability (higher LP level), such as reasoning and argument 
critique, which seem to be  harder for machine to recognize. 
Specifically, three of the four problematic items identified in this 
study (G7, S5, G8) are associated with level 2 in the underlying LP, 
which is the highest LP level (Osborne et al., 2016). As seen in 
Table 1, item G7 probes level 2a associated with ability to critique 

FIGURE 9

Effect of MA component misscores on final assigned score for G6.
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another argument, and items G8 and S5 are associated with level 
2c corresponding to the ability to construct evaluative judgment 
about two arguments. Therefore, for all three items, the element of 
argument critique corresponding to either one argument (G8 item) 
or comparing two arguments (items G7 and S5) is one of the key 
abilities required to achieve a given LP sub-level. The qualitative 
analysis of misscores for the three items reveals that evidence and 
reasoning, which are used in support of argument critique at level 
2 of the LP, tend to be the most misscored components.

Further misscores for item G6 reflect the trends associated 
both with challenges to interpret and to score higher-level 
cognitive ability components. Specifically, while item G6 is 
associated with lower LP level (level 1c in Table 1), the majority of 
misscores also occurred for one of the reasoning components, 
which involves answer interpretation by the scorers.

As described above, we conducted quantitative analysis of 
misscores between MH and HH scoring approaches for each of 
the problematic items by scoring category (see Figures  7, 8; 
Appendix Figures A3, A6), and the correspondence text analysis 
for MH and HH scores. The quantitative analysis indicates that 
the MH scoring approach tends to have fewer misscores across 
items and scoring categories, but each of the misscores affects the 
final score assignment. In contrast, not all MA misscores affect 
the final score assignment across items and scoring categories 
(see Figures 7, 9; Appendix Figures A4, A6). This is because some 
rubric categories in the MA approach are redundant in the 
combinations to assign a final score. For example, in the MA 
rubrics, there are a number of different valid claims students can 
use to be placed into a “claim” category, but only one valid claim 
is necessary for a given score category (for example, Table 2). This 
inherent property of the developed analytic rubric categories 
seems to contribute to increased validity of MA approach by 
reducing the effect of individual component misscores on the 
final assigned score. These results suggest that MA approach 
potentially reduces validity threats as compared to MH, provided 
the analytic rubrics allow for redundancy of critical categories.

Further, examination of MH misscores using 
correspondence text analysis did not reveal any relevant 
patterns associated with occurrence of certain phrases and 
words with specific types of misscores. Since MA and MH use 
similar text processing and classification algorithms for score 
generation, this finding suggests that the misscores by both 
MA and MH approaches were not associated with presence or 
absence of certain words but likely the overall structure of the 
argument and the way ideas were used in a sentence. Since 
most of the misscores by MA scoring approach are associated 
with higher-level components of argumentation practice, this 
suggests that the machine learning approach we employed was 
limited in capturing the exact meaning of words and phrases 
used as indicators of those argumentation components in our 
data set in the same way as human scorers do.

Further, misscores in MH approach do not seem to be easily 
interpretable because the ML ensemble used in this study is largely 
a black box that does not allow easy insights into possible misscores 
or how specific features may contribute to outputs of specific 

algorithms. One possible way to address this issue is to use results 
from a more “transparent” scoring approach (e.g., a regression 
algorithm) to look at specific features and weightings used in that 
approach (Rupp, 2018). However, the results of alternative or single 
algorithm approaches may not be  very useful for interpreting 
misscores generated by ensemble scoring mechanisms and 
constructing validity arguments from such “transparent” 
approaches can still be  challenging (Rupp, 2018). Instead, 
we believe the correspondence analysis is a reasonable approach to 
find potential patterns in the text of misscores based on the 
ensemble outcome variable (i.e., MH prediction). However, these 
patterns would still need to be  interpreted in context of the 
assessment task and rubric.

In short, both quantitative analysis and correspondence 
analysis of MH misscores are less efficient than the misscore 
analysis afforded by the MA scoring approach, which allows for 
exact pinpointing of aspects of argumentation practice that were 
misscored. MH approach also does not provide an easy way to 
judge reasons for the misscores in a way that MA approach does 
by affording diagnosis down to the argumentation component 
level for each item. Therefore, this analysis brings forward a 
drawback of MH approach and supports using MA approach, 
which allows us to see the relevant misscored components, and 
therefore provides tools for improving the item and rubric quality 
and the ML-based scoring accuracy via model tuning.

Conclusion

We believe that the validation approach presented here can 
be successfully used for validating machine-based scores in a wide 
range of science disciplinary contexts where CR assessment items 
are involved, which is essential for adopting wide use of machine 
scoring techniques in education. The above analysis suggests that 
the MA scoring approach provides several advantages over the 
MH approach in terms of providing an easier way to diagnose the 
nature of the misscores by allowing us to pinpoint the exact 
analytic scoring category that has the most misscores as compared 
to human standard. This feature of MA scores is very important 
for being able to conduct quick and efficient validation studies 
because it allows identifying specific elements of the scoring 
rubric that are being misscored by the machine without having to 
infer about the nature of the misscores, as is the case with MH 
scores. Further, this allows a more focused error analysis of 
misscores since analytic categories are aligned to a single idea as 
opposed to general performance levels and therefore, enables 
quicker iterations over the processes of human coding, rubric 
revisions, and ML model development.

Study limitations and future 
research

In this study, we focused on conducting post-hoc analysis 
and did not have the opportunity to iterate and revise the items 
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or rubrics to see if suggested modifications address the issues 
identified. Future studies should aim to investigate the effect of 
modifications suggested here on the resulting correspondence 
between human and machine scores. Additionally, while the 
ensemble and holistic scoring approach used in this study 
represent a black box that is not easily interpretable, other 
approaches to holistic scoring may allow for a more nuanced 
view of misscores. In the future, it would be  informative to 
investigate human and machine score agreement for LP-aligned 
NGSS assessments with machine scoring methods that use 
different approaches in order to determine which ones are more 
effective in scoring such assessments. Finally, automatic scoring 
models for all items did not perform equally well, and not all 
models hit all thresholds for good model performance. Finally, 
although some individual bins have a small number of students 
which may have affected computer scoring accuracy of the 
specific bin, we believe that our findings, when taken together, 
provide evidence that the complex components of 
argumentation were in fact a challenge for the machine to 
score accurately.
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