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a b s t r a c t 

Following years of intensive international debate of the ethical and human rights impli- 

cations of artificial intelligence (AI)-related technologies, there are numerous proposals to 

legislate and regulate these technologies. One aspect of possible legislative frameworks for 

AI is the creation of a new regulator or other body with the remit to provide oversight of AI. 

This article reviews the ethical and human rights challenges as well as proposed mitigation 

strategies, in order to the discuss how a regulatory body might be designed to address these 

challenges. It focuses on a particular form that a new body might take, more specifically 

on a potential European Agency for AI. Based on a multi-step methodology of stakeholder 

interaction, the article proposes a terms of reference for such an Agency and discusses the 

characteristics it would need to display to ensure that it could adequately engage with cur- 

rent and future ethical and human rights challenges arising from the development, deploy- 

ment and use of AI. This proposal is then contrasted with the proposed European Artificial 

Intelligence Board included in the draft European Regulation on AI (the AI Act). 
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1. Introduction 

Artificial intelligence (AI) brings significant economic and
social benefits. Many companies and governments are
positioning themselves to harness the benefits. Most indus-
trialised countries are developing policies to foster the uptake
of AI in different sectors. The flipside of AI’s expected benefits
is equally widely discussed. AI raises several ethical and hu-
man rights concerns. It can lead to biases and discrimination,
raise privacy and security concerns, exacerbate economic and
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other inequalities, lead to political and power imbalances and
restructure human interaction, thoughts and lives. There is an
extensive debate about how societies can retain the benefits
of AI while identifying, addressing, and mitigating its disad-
vantages. Here, an overarching approach is called for that pro-
motes the use of AI for human flourishing. Such an approach
requires attention to various aspects, particularly respect for
human rights and ethical values. It calls for education and
awareness raising which translate into responsible activities
at the individual, professional and corporate level. It further-
more calls for the creation of appropriate governance struc-
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ures to regulate, provide guidance, promote incentives for 
esponsible behaviour, and collect good practice. Legislation,
hile certainly not being a panacea, plays a key role in estab- 

ishing an ecosystem for AI that promotes human flourishing.
Here, we focus on one specific regulatory and governance 

spect, i.e., an Agency that sits at the heart of a legislative 
ramework for AI. More specifically, we investigate what such 

n Agency could look like in the context of the European Union 

EU). We choose the EU as an example because it exempli- 
es many of the challenges and benefits that such an Agency 
ould face or generate. AI technologies are not confined to 
 geographical area or jurisdiction and many AI applications 
ave a global character. At the same time, legislation is typi- 
ally linked to jurisdictional boundaries. The EU as a regional 
ody has legislative power across its Member States which 

aises interesting questions concerning the principle of sub- 
idiarity, i.e., the question which issues should be dealt with 

t the Member State level and which ones should be addressed 

n the European level. Further, there have been many calls for 
 new regulator for AI, big data, and robotics, including calls 
rom the EU Parliament and some Member States for the cre- 
tion of an EU Agency for AI. This article answers the research 

uestion: how should a European Agency for AI be designed, to 
romote human flourishing ? This question is clearly of practi- 
al and policy interest, e.g., as evident in the proposal of an AI 
oard in the legislative proposal for AI ( see ( European Com- 
ission, 2021a , b )) may well mandate the creation of such an 

gency, but the details of its design are likely to require further 
iscussion, to which this article aims to contribute. The ques- 
ion is furthermore of academic interest from a variety of per- 
pectives. The article also contributes to the discussions on 

overnance of digital technologies more broadly by showing 
ow various governance structures might be aligned and opti- 
ised for addressing AI concerns with the help of a new body.
The article is based on legal and conceptual analyses of AI,

echnology law and ethical and human rights issues. It takes 
nto account the current institutional environment of the EU.
t is furthermore informed by desktop research, a focus group 

nd consultation with experts undertaken to explore the fea- 
ibility of an EU Agency for AI. Based on these insights, we 
resent several features that such an Agency could have. We 
ritically discuss and evaluate these features. We do so in the 
ontext of a discussion of legislative interventions into the AI 
nnovation ecosystem ( Rodrigues, Santiago, et al., 2020 , p. 6). 

The article proceeds as follows. The first section discusses 
he ethical and human rights challenges that AI raises. This is 
ollowed by a review of proposals for the creation of new reg- 
lators, agencies or other institutions for AI. We then outline 
he methodology underpinning the research. This leads to a 
iscussion of findings which contribute to our proposals of the 
eatures of a European AI Agency. The art article then analy- 
es the proposal for European Artificial Intelligence Board out- 
ined in the European AI Regulation/AI Act ( European Com- 

ission, 2021a ) and makes recommendations for its improve- 
ents.The conclusion reviews the findings, highlights fields 

f further research and confirms the article’s contribution to 
nowledge. 
. AI and its consequences 

he scope of a statutory body overseeing AI will to a large 
xtent be determined by the definition of the term AI. Despite 
ts broad use, there is no clear and universally accepted 

efinition. Some see AI as a branch of computer science,
he branch that "studies the properties of intelligence by 
ynthesizing intelligence" ( Stone et al., 2016 , p. 13). This raises 
he question of what constitutes or comes within the scope 
f intelligence. Raj et al. propose that AI requires a machine 
o perform cognitive tasks associated with human minds,
ncluding "perceiving, reasoning, learning, interacting with 

he environment, problem solving, decision-making, and 

ven demonstrating creativity" ( Rai et al., 2019 , p. iii). The 
ECD suggests that an AI system can "make predictions,

ecommendations, or decisions influencing real or virtual 
nvironments" ( OECD, 2019 , p. 7). 

The difficulty of determining in detail what falls under 
hese definitions, what counts as intelligence and at what 
oint a system should be considered as AI has led to the 
mbrace of rather broad definitions, in particular in policy 
ontexts Hall and Pesenti (2017 , p. 8)., for example, in a re-
ort for the UK government suggest that AI describes "a set 
f advanced general purpose digital technologies that enable 
achines to do highly complex tasks effectively." The Euro- 

ean Commission (2020a , p. 2), in a White Paper underpin- 
ing the EU legislation on AI proposed that "AI is a collection 

f technologies that combine data, algorithms and computing 
ower." This definition may be too inclusive, but it is caused by 
he difficulty of clearly delineating the term. This difficulty is 
ot confined to policymakers. An extensive study of the aca- 
emic and other AI-related discourses undertaken by the pub- 

isher Elsevier (2018) shows that AI may be better understood 

s a set of interrelated discourses rather than an easily defined 

opic. 
For the purpose of this article, we have used the defini- 

ion of AI from the European Commission’s High-level expert 
roup on AI (AI HLEG): 

Artificial intelligence (AI) systems are software (and possi- 
bly also hardware) systems designed by humans that, given 

a complex goal, act in the physical or digital dimension by 
perceiving their environment through data acquisition, in- 
terpreting the collected structured or unstructured data,
reasoning on the knowledge, or processing the informa- 
tion, derived from this data and deciding the best action(s) 
to take to achieve the given goal. AI systems can either 
use symbolic rules or learn a numeric model, and they can 

also adapt their behaviour by analysing how the environ- 
ment is affected by their previous actions. As a scientific 
discipline, AI includes several approaches and techniques,
such as machine learning (of which deep learning and re- 
inforcement learning are specific examples), machine rea- 
soning (which includes planning, scheduling, knowledge 
representation and reasoning, search, and optimization),
and robotics (which includes control, perception, sensors 
and actuators, as well as the integration of all other tech- 
niques into cyber-physical systems) ( AI HLEG, 2019a ). 
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However, we do not offer or propose this as an authori-
tative definition of AI because we agree that AI can be seen
as a "catchphrase for a cluster of technologies embedded in
social systems" ( Latonero, 2018 , p. 8). This cluster of technol-
ogy notably includes machine learning and those techniques
that support it, such as machine learning, deep learning, arti-
ficial neural networks etc. ( LeCun et al., 2015 ). We expect the
definition will be clarified in the anticipated European AI reg-
ulatory framework and this should be followed by the Agency.
Critiques of the definition put forward in the draft EU AI reg-
ulation ( European Commission, 2021a ) illustrate the ongoing
challenge of constructing a clear definition in the policy con-
text ( Smuha et al., 2021 ). Furthermore, the definition will likely
require periodic updating to ensure relevancy, taking into ac-
count the dynamic nature and applications of AI. We propose
the Agency itself should be instrumental in further assessing
and clarifying the definition for usefulness and applicability. 

2.1. Ethical and human rights challenges of AI 

This article explores one regulatory option for AI, namely the
creation of a new regulatory agency. A starting point of the
discussion of ethical and human rights issues of AI can be
the benefits that AI promises. These are significant and af-
fect many aspects of modern life. The most frequently cited
benefits arise from AI’s potential to automate, rationalise and
improve economic processes and products by making better
use of data. The economic benefits are difficult to quantify
but are broadly believed to be enormous, which drives much
of the policy debate ( European Commission, 2020a House of
Commons Science and Technology Committee, 2016 ; House of
Lords, 2018 ). However, AI is not just about wealth creation,
but can also be targeted to address specific issues. A fre-
quently cited example is the use of AI in healthcare that has
the potential to improve diagnoses and improve availability
( Haque et al., 2020 Topol, 2019 ). Similar examples can be found
in many other areas, such as AI for security ( Babuta et al., 2020
Richards et al., 2020 ), education, ( Stone et al., 2016 ), transport
( Horizon 2020 Commission Expert Group to advise on specific
ethical issues raised by driverless mobility (E03659), 2020 ) and
many others. AI can be used to promote sustainability, both in
the immediate sense of preserving the environment but also
in the broader sense of building economically and socially sus-
tainable structures as outlined by the UN’s sustainable devel-
opment goals ( Coeckelbergh, 2020a Tjoa and Tjoa, 2016 ). These
broader aims to use AI for desirable purposes are often called
"AI for good" ( Berendt, 2019 International Telecommunication
Union, 2017 ; Taddeo and Floridi, 2018 ). AI can enable new ways
of thinking that can help design positive futures with numer-
ous and typically unforeseen potential ethical and other ben-
efits. 

This vista of benefits drives much AI research and policy.
It is contrasted by concerns that AI can raise ethical issues
and lead to infringements of human rights. Many of these con-
cerns are anchored in specific characteristics of AI. Most cur-
rent AI systems require large datasets for training and valida-
tion purposes. Where these datasets contain personal data,
questions of privacy and data protection arise ( EDPS, 2016 ,
2020 ). New technical capabilities also raise new data protec-
tion challenges ( Veale et al., 2018 ). These are often closely
linked to concerns about reliability ( AI HLEG, 2019a ), safety
( BmVI, 2017 ) and security ( AIEI Group, 2020 Brundage et al.,
2018 ). 

AI can affect individuals, for example when biases, of-
ten previously hidden in training data, get incorporated
into AI models ( CDEI, 2019 ) and lead to unfair discrimina-
tion ( Access Now Policy Team, 2018 ). The black box nature
of many AI systems contributes to this concern due to a
lack of transparency and accountability ( Hagendorff, 2019
Spiegelhalter, 2020 ). AI systems can act autonomously
( Shneiderman, 2020 ) in the sense that they make or structure
decisions about humans in ways that the recipients of these
decisions do not understand and thus cannot query. 

In addition to these concerns that are focused on the
impact of AI on the individual, the wide-spread use of
AI in modern society can have problematic social conse-
quences, particularly for minorities and vulnerable groups
( Rodrigues, 2020 ). The economic benefits promised by AI may
exacerbate existing inequalities, raising questions of justice
and distribution ( Muller, 2020 ). There are concerns about the
impact of AI on employment ( Kaplan and Haenlein, 2019
Willcocks, 2020 ), the possibility of worker surveillance and
the generalised exploitation of the majority of individu-
als by organisations able to harness the capabilities of AI
( Zuboff, 2019 ). Partly facilitated by its economic impact,
AI can influence and at the same time undermine many
societal processes. There are significant concerns about its
impact on politics in democratic societies, which are open
to surveillance and manipulation ( Coeckelbergh, 2020b ).
Further concerns are raised by AI use for military purposes
( Boden, 2018 Richards et al., 2020 ) and more broadly about how
AI can structure and shape the spaces for action that humans
perceive as being open to them ( Coeckelbergh, 2019a ). 

In addition to these immediate concerns, there are worries
about future possibilities of AI systems moving beyond their
current confines, becoming conscious and acquiring the abil-
ity to self-improve, leading to the possibility of a singularity
( Kurzweil, 2006 ) where machines surpass humans’ cognitive
potential. While this sort of development may be impossible
with current level of technological development and remains
highly contested, it is important in a policy context because of
a long history of these questions ( LaGrandeur, 2020 ) and their
high level of public and media interest. 

So far, we have not commented on what constitutes an eth-
ical issue. Ethics as the branch of philosophy that deals with
moral questions, with questions of what is perceived to be
right and wrong and how such a distinction can be made of-
fers millennia of discourse to draw on. Different ethical theo-
ries focusing on concepts such as duty, consequences or care
provide different insights into what could count as an ethi-
cal issue and why. We propose, drawing on ideas stemming
from the ancient ideas of virtue ethics ( Aristotle, 2007 ) that
humans have an intrinsic desire to flourish and that a limita-
tion of flourishing constitutes an ethical issue. These figures of
thought are well-established in the philosophy of technology
and ethics of computing ( Bynum, 2006 Vallor, 2016 ). We use the
term ‘flourishing’ here as a way to address the full breadth of
obstacles that impede individuals’ and groups’ opportunities
to fulfil their potential ( Figs. 1 and 2 ). 



4 computer law & security review 45 (2022) 105661 

t
r  

e
c
e  

a
r
a
h
T
n
i
t
i
c
(  

a
i
d
o
m
i
h
s
t
a
n
a
n
(
t
i
r

2

T
o
p
t
n
i
p
l  

t
(
m
t
B
a

i
a
(
a
e
i
(
i

s
t
e
n
t
o
f
p
a
r
m
i
d
g

c
c
n
t
(  

2
s
e
s

g
g
o
w
n
e
d
G
e
s
i  

I  

n
o
a
b

3

I
w
t  

T
t
i
p
c
i
g

e  

f
d
l  
The use of the term flourishing is already well-established 

o denote ways of dealing with ethical and social concerns 
elated to AI The UK House of Lord report (2018 , p. 125)., for
xample, posits that “All citizens have the right to be edu- 
ated to enable them to flourish mentally, emotionally and 

conomically alongside artificial intelligence.” Responsible AI,
ccording to Dignum (2019 , p. 119) is concerned with “human 

esponsibility for the development of intelligent systems 
long fundamental human principles and values, to ensure 
uman flourishing and well-being in a sustainable world." 
his is seen before the background that AI technologies do not 
ecessarily contribute to flourishing ( UNESCO, 2020 ). Flourish- 

ng is difficult to pin down in substantive terms, as it is linked 

o personal needs and preferences. The content of flourish- 
ng is therefore typically defined in reference to existing so- 
ial norms, cultural beliefs and "humanity’s best interests" 
 Fjeld et al., 2020 , p. 61) or the public good ( EDPS, 2020 ). There
re, however, some more specific criteria that allow determin- 
ng the progress of human flourishing with regards to well- 
efined and recognised aims. One of these is the promotion 

f the UN’s Sustainable development goals ( European Parlia- 
ent, 2020 Griggs et al., 2013 ). The other measure of flourish- 

ng is linked to the degree to which humans can enjoy their 
uman rights ( Latonero, 2018 ). A discussion of the relation- 
hip between ethical concepts such as human flourishing and 

he legal tradition of human rights is beyond the scope of this 
rticle. Suffice it to say that we agree with the World Eco- 
omic Forum’s (2019) position that ethics and human rights 
re complementary and mutually reinforcing. We therefore do 
ot speculate what such flourishing would look like in detail 
 Wolbert et al., 2019 ) but assume that ethical issues such as 
hose listed above are key amongst obstacles human flour- 
shing and that addressing them and strengthening human 

ights promotes human flourishing ( Table 1 ). 

.2. Responses to the challenges 

here is an intensive discussion of how these challenges and 

ther issues related to AI can be addressed. There are various 
olicy initiatives from international organisations ( Council of 
he European Union, 2020 OECD, 2019 ; UNESCO, 2020 ) and 

ational and local governments. There are also numerous 
nitiatives driven by industry and attempts to shape cor- 
orate governance in ways to be more receptive to chal- 

enges of AI (R Clarke, 2019a ). Beyond corporate structures,
here are attempts to develop or strengthen standardisation 

 IEEE, 2017 ) and computing professionalism ( ACM, 2017 ). Nu- 
erous suggestions have been put forward for ethically sensi- 

ive development or testing methodologies ( AIEI Group, 2020 
erendt, 2019 ; Dignum, 2019 ) and there is a quickly growing 
rray of tools to support such efforts ( Morley et al., 2019 ). 

One dominant response to ethical issues of AI that is 
nterlinked with many of the above options is the cre- 
tion of AI ethics guidelines based on a set of principles 
 Fjeld et al., 2020 Jobin et al., 2019 ). While such principles 
re very useful, can have high-level political support and rel- 
vance ( AI HLEG, 2019b ), they have been criticised for var- 
ous reasons, including their susceptibility to manipulation 

 Rességuier and Rodrigues, 2020 ) and lack of enforceabil- 
ty ( Mittelstadt, 2019 ) Nemitz (2018 , p. 12). makes the point 
trongly when he says that "The works on ethic rules for 
echnology can be precursors of the law; they can give ori- 
ntation on the possible content of legal rules. But, they can- 
ot replace the law, as they lack democratic legitimacy and 

he binding nature which allows enforcement with the power 
f government and the judiciary." Similar sentiments can be 
ound elsewhere, often based on the suspicion that ethical ap- 
roaches can be used for ethics washing ( Wagner, 2018 ), as 
n attempt by powerful players to manipulate and/or prevent 
egulation ( Hagendorff, 2019 Ochigame, 2019 ). A further argu- 

ent in favour of legal regulation is that many of the ethical 
ssues of AI either have human rights implications or can be 
escribed as human rights infringements, which would sug- 
est that legal remedies are appropriate. 

We do not see ethics and legislative interventions as 
ontradictory but as complementary ways of achieving so- 
ial goals and promoting human flourishing. This is not a 
ew insight and the need for mutually supportive interac- 

ion between ethics and the law has been remarked upon 

R Clarke, 2019b . Coeckelbergh, 2019b ; Vesnic-Alujevic et al.,
020 ; World Economic Forum, 2019 ). The question is thus not 
o much whether legal measures should be used to address 
thical and human rights issues in AI, but what shape they 
hould take to achieve this aim. 

The field of potential legislation for AI is large and 

oes beyond the limitations of this article ( Rodrigues, Pana- 
iotopoulos, et al., 2020 ). Relevant legislation also touches 
n other areas such as big data ( Mantelero, 2017 ). Here 
e focus on one aspect, which is the option of creating a 
ew regulatory agency or body with mainly soft law pow- 
rs. There have been calls for a new regulator for AI, big 
ata and robotics, including from researchers ( Erdélyi and 

oldsmith, 2018 ; W Wallach and Marchant, 2019 ), civil soci- 
ty organisations ( Miller and Ohrvik-Stott, 2018 ), policy advi- 
ory bodies ( Datenethikkommission, 2019 ) and political bod- 
es ( Council of Europe, 2019 European Parliament, 2017 ;, 2020 ).
n this article, we take up these calls for the creation of such a
ew body and explore its possible design and tasks. We focus 
n a European Agency for AI, but in discussing it, take into 
ccount international developments to ensure we provide a 
road picture of roles and tasks of such an agency. 

. Feasibility of a new AI agency 

n this section, we explore the feasibility of a new agency 
hich we see as a regulatory body. Regulatory bodies, such as 

he one discussed here have different objectives and scopes.
hey encompass, e.g., bodies appointed (by the government) 

o establish standards, and/or policies for compliance, bod- 
es or public authorities that regulate an entire sector, inde- 
endent authorities that uphold rights in public interest and 

arry out enforcement action, and independent advisory bod- 
es (with statutory footing) tasked by government to investi- 
ate and advise on technology regulation matters. 

There are many forms such a regulator can take, based on 

stablished practice (e.g., a Commissioner, digital authority,
undamental rights protection agency, independent watch- 
og, inspectorate, licensing body or authority, network of regu- 

ators, professional conduct authority, professional regulator,
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public sector regulator, standards agency, statutory registra-
tion board, supervisory agency or task force). For a discussion
of possible regulators for civil drone practice, see Finn and
Wright (2016) . In some cases, private organisations can also
take the role of regulators, for example such smartphone
platforms that may effectively regulate privacy ( van Hoboken
and Fathaigh, 2021 ) or social media companies that have a
role in regulating digital disinformation ( Marsden et al., 2020 ).
These are examples based on established practice. Some of
these, such as the Digital Authority (UK) and the network
of regulators ( European Commission, 2020a ) have been re-
searched and/or considered as potential options for AI regu-
lation, while others listed have not been deeply explored in
policy or academia. We start with a summary of views of po-
tential AI regulators. 

3.1. Summary of views and positions on new AI 
regulators 

This section summarises views and positions within the EU
on new AI regulators within the EU. At the time of writing
(June 2021), there were no AI- or big data-specific regulatory
bodies in the EU at either transnational or Member State level
( Rodrigues et al., 2019 ). Despite calls from the EU Parliament
and some Member States for the creation of a regulatory body,
the EU has not yet set up such as body on this (though a Eu-
ropean Artificial Intelligence Board has been proposed in the
EU AI Regulation) . Section 5 of the article already coves the
proposed European Artificial Intelligence Board and compares
the two proposals and makes recommendations to improve
the proposed AI Board. Some EU Member States have broadly
assigned regulatory concerns regarding AI and big data to pre-
existing regulatory agencies/bodies. 

3.1.1. International-level views and positions 
At the international (e.g., UN) level, no new regulators have
been established. Some calls have been made for new regula-
tory bodies, such as the proposal for an International Artificial
Intelligence Organisation (IAIO) ( Erdélyi and Goldsmith, 2018 )
but these have as yet received little traction in terms of public
policy. On 11 September 2019, the Committee of Ministers of
the Council of Europe set up an Ad-hoc Committee on Artifi-
cial Intelligence (CAHAI) ( Council of Europe, 2020 ) to examine
the feasibility and potential elements of a legal framework for
the development, design and application of artificial intelli-
gence, on the basis of broad multi-stakeholder consultations,
based on the Council of Europe’s standards on human rights,
democracy and the rule of law. 

3.1.2. EU institutions views and positions 
Different positions on new regulators are evident. In 2017, the
EU Parliament called on the European Commission (the Com-
mission) to, amongst other things, create an EU Agency for
Robotics and Artificial Intelligence ( European Parliament, 2017
Villaronga and Golia, 2019 ). The European Commission did
not consider the creation of a new agency necessary, but in-
stead proposed the creation of “a high-level advisory body on
robotics and artificial intelligence which could provide knowl-
edge and expertise to the Commission”. This became the
High-Level Expert Group on Artificial Intelligence (“AI HLEG”).
Some Member States (e.g., France) have called for a new regu-
lator at the EU-level. 

The European Commission (2020a) White Paper On Artificial
Intelligence - A European approach to excellence and trust discusses
a European governance structure on AI in the form of a frame-
work for cooperation of national competent authorities which
could have a variety of tasks: as a forum for a regular exchange
of information and best practice, identifying emerging trends,
and advising on standardisation activity as well as on certi-
fication. It could also play a key role in facilitating the im-
plementation of the legal framework, such as through issu-
ing guidance, opinions and expertise. To that effect, it should
rely on a network of national authorities, as well as sectorial
networks and regulatory authorities, at national and EU level.
This proposal by the Commission therefore sees the role of a
European governance structure and regulatory body as simi-
lar to that developed in the General Data Protection Regulation
(GDPR), which institutes a forum for exchange of information
and best practice at the EU-level through the European Data
Protection Board (EDPB) while relying on a network of national
authorities (i.e., the Data Protection Authorities) for enforce-
ment of the Regulation. As such, it envisages the creation/use
of national-level regulators akin to the DPAs. However, this ap-
proach has not as yet been embraced by Member States. 

In April 2021, the Commission released its first draft ver-
sion of a European regulation for AI ( European Commis-
sion, 2021a ). The draft includes a proposal for the creation of
a European AI Board, discussed in Section 5. 

3.1.3. EU member states’ views and positions 
The Commission’s (2020a) White Paper on AI has noted that,
“member States are pointing at the current absence of a com-
mon European framework. … If the EU fails to provide an EU-
wide approach, there is a real risk of fragmentation in the
internal market, which would undermine the objectives of
trust, legal certainty and market uptake.” A recent report con-
firms that within Europe, there are currently no new regu-
lators dedicated to AI use or development ( Rodrigues et al.,
2019 ). Where AI is a deep concern in specific sectors, most
EU Member States use existing sectoral regulators. This has
occurred primarily in the areas of finance and competition
law, where there are strong, well-established existing regula-
tory frameworks. New regulation of AI does not appear to have
occurred in other regulation-heavy areas, such as healthcare
or security, beyond existing laws on export restrictions in the
case of security. An overview of all European Member States
with regards to their approach is available in the EU’s digital
government factsheets ( European Commission, 2019 ). 

3.1.4. Non-EU countries views and positions 
The UK government’s Committee on Standards in Public
Life (2020) explicitly stated that it does not see the need for
an AI regulator. The UK’s Centre for Data Ethics and Innova-
tion (CDEI) functions in the UK as a government advisory body
to investigate and advise on how the benefits of data-enabled
technologies, including AI, can be maximised, and to identify
measures needed to strengthen and improve the way data and
AI are used; promote best practice and advice on how Gov-
ernment should address potential gaps in the regulatory land-
scape. This body is not a regulator in the traditional sense but
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 regulatory advisory body. There is also the Office for Artificial 
ntelligence, a joint BEIS-DCMS unit that oversees the imple- 

entation of the AI and Data Grand Challenge and seeks to 
drive responsible and innovative uptake of AI technologies 
or the benefit of everyone in the UK” ( Office for Artificial In- 
elligence, 2020 ). 

The US Food and Drug Administration ( US FDA, 2019 ) pub- 
ished a discussion paper on a “Proposed Regulatory Frame- 
ork for Modifications to Artificial Intelligence/Machine 

earning (AI/ML)-Based Software as a Medical Device (SaMD)”
hich, if it were to be enacted in law, would see the FDA take 
n additional regulatory responsibilities of AI-enabled devices 

n healthcare in the US. In January 2021, the FDA followed- 
p with an action plan, which includes further developing 
he regulatory framework ( US FDA, 2021 ). This suggests that 
ther agencies overseeing areas in which regulation is well- 
stablished may also see an increase in responsibilities to in- 
lude AI and big data regulation. 

Other proposed laws in the US have also sought to provide 
dditional/new powers to existing bodies for the regulation of 
spects of (or aspects closely linked to) AI and big data. For 
xample, the 2019 Federal Trade Commission (FTC) in the Al- 
orithmic Accountability Act (HR2231) ( Clarke, 2019c ) would 

ave mandated the Federal Trade Commission (FTC) to require 
 US FDA, 2019 )entities that use, store or share personal infor- 

ation to conduct impact assessments for any high-risk au- 
omated decision system that makes a decision (or facilitates 
 human decision) that impacts consumers, and to reason- 
bly address the results of the impact assessments in a timely 
anner. The bill provided basic protection for personal data 

sed in automated decision systems on a national level (R 

larke, 2009 ). However, the bill did not require covered enti- 
ies to make the results of the algorithmic assessments public,
eading some commentators to suggest that there would be 
nsufficient transparency ( New, 2019 ). Likewise, while the pro- 
osed act would have required covered entities to conduct re- 
uired assessments in consultation with external third parties 

e.g., independent auditors and independent technology ex- 
erts) if reasonably possible, some commentators suggested 

hat the bill did not go far enough to require neutrality in the 
ssessment. Finally, the proposed text did not specify how of- 
en algorithmic assessments must be updated (using instead 

he phrase, “as frequently as the Commission determines is 
ecessary”). Some commentators have suggested this could 

e unduly burdensome given the iterative nature of software 
evelopment ( Rodrigues, Panagiotopoulos, et al., 2020 ). 

Another example is the proposed “Deep Fakes” Account- 
bility Act (HR 3230) 2019 ( Clarke, 2019d ), which would have 
bliged the US Attorney General to submit a quinquennial re- 
ort to Congress containing a description of the impact of in- 
imate and sexual deep fakes on women and marginalized 

ommunities, and providing official guidance to Federal pros- 
cutors regarding any potential legal concerns that may im- 
ede such prosecutions absent clarification ( Rodrigues, Pana- 
iotopoulos, et al., 2020 ). Some concerns were raised regard- 
ng this proposed Act and its potential to introduce a chill- 
ng effect on citizens regarding the production of satirical or 
arodic political videos. This proposed law responds to very 
pecific concerns regarding one element of AI, however, and 
p

s a long way from providing an “AI and big data” regulatory 
ramework. 

.2. Pros and cons of creating an agency 

everal proposals have been put forward since 2015 for new 

egulators and/or regulatory bodies for new technologies and 

heir assessment. Annex A presents proposals made by EU- 
evel and/or national policymakers and academics which have 
ained significant traction in academic and popular press. The 
even proposals covered include the following: 

◦ An EU Agency for Robotics and Artificial Intelligence; 
◦ An EU Taskforce of field specific regulators for AI/big data; 
◦ A Network of national authorities, as well as sectoral net- 

works and regulatory authorities; 
◦ the proposal for a Digital Authority (UK); 
◦ An independent regulator under the new statutory duty of 

care for online harms (UK); 
◦ A FDA for Algorithms (US); and 

◦ A Federal Trade Commission to regulate robotics (US). 

The analysis of these proposals allows for the extraction of 
ey arguments in favour and against the creation of a regu- 

ator. This section contains a summary of the more detailed 

nalysis provided in ( Rodrigues et al., 2019 Rodrigues, Pana- 
iotopoulos, et al., 2020 ). 

A key argument in favour of the creation of a new regu- 
ator is that the management and regulation of AI involves a 
omplex understanding of technical, legal and ethical consid- 
rations. It could therefore be helpful to bring these together 
n one body. A regulator could furthermore demand access to 
he technical details of algorithms if it were genuinely inde- 
endent, leading to the institution of state-backed guarantees,
imilar to kite marks. A regulator might boost human rights,
y: 

◦ Requiring assessments to identify and reduce risks of high- 
impact automated decisions (e.g., Algorithmic Account- 
ability Act of 2019); 

◦ Protecting democracy and privacy by promoting healthy 
competition (e.g., anti-trust regulations); 

◦ Safeguarding and enhancing human rights more compre- 
hensively, such as the right to privacy and freedom from 

discrimination, in the context of predictive algorithms (e.g.,
register of algorithms used in government); and 

◦ Introducing compliance mechanisms to monitor, prevent 
and manage risks to human rights (e.g., the legislative 
framework for independent and effective oversight; legal 
frameworks for human rights impact assessments). 

Furthermore, existing regulations may not be adequate to 
egulate AI issues; questions are already being raised, e.g.,
bout whether data protection regulation is sufficient to pro- 
ect privacy. At the EU level, a new regulator will need the abil- 
ty to respond to reflect the legal specificities of each Member 
tate and respond to the policy and technological needs and 

riorities. A bespoke system tailored to individual states may 
ot be effective if it is not part of a uniform regulatory ap-
roach to AI at a supra-national level. 
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regulatory options are the most desirable and feasible? 
These arguments in favour of a regulator are counterbal-
anced by a number of challenges. To start with, it is not clear
whether a new regulatory body would be necessary. It may du-
plicate the work of existing regional or national agencies. As
one report highlights, existing regulatory bodies, with the help
of new regulations, can and do cover many new challenges
posed by AI and/or robotics ( House of Lords, 2018 ). 

The creation of a new body may be burdensome and raise
new concerns. A lack of transparency and clarity on the op-
eration, powers, scope and relationships of a regulator with
regards to other regulatory authorities (e.g., CDEI and the pro-
posed IAIO) could be deeply problematic. A similar limitation
relates to the lack of management stability, weak collective
control and oversight. There are concerns about mission creep
and an over-regulation of the market, leading to worries about
the ability to comply, in particular by SMEs. 

There is also the risk of regulatory capture (“special in-
terests’ manipulation of government agencies regulating net-
work industries” ( Wren-Lewis, 2011 , p.)). This could be seri-
ously damaging unless measures are taken to ensure that
structure and governance of such a regulatory body is appro-
priately modelled and, in a way, as to promote human flour-
ishing and not protect singular interests (e.g., the AI industry).

Positioning a new body in the existing regulatory environ-
ment can prove to be distracting. There is a risk that a new
regulator could be viewed as a panacea or replacement for
existing frameworks, rather than a means of enforcing those
frameworks. A new regulator may excessively focus on the
risks of AI while neglecting the relevant benefits and advan-
tages. This might extend to a disproportionate focus on bias
and discrimination, at the loss of examination of other fun-
damental rights and freedoms. Alternately, the regulator may
give insufficient consideration to issues of racial and gender
bias or privacy. When creating a new body, it will be crucial for
it to have relevant competence and understanding of the fea-
tures and capabilities of AI. There is a risk of providing false
assurances of fair, trustworthy and/or ethical AI, a risk that
may be exacerbated by a lack of an accountability framework
providing for sanctions in the case of failure to apply an op-
tion. 

Finally, a new body may introduce conflict. Where a new
regulator might require the publication of AI-sensitive in-
formation, there may be conflicts with intellectual property
rights and prohibitions of releasing sensitive information to
the public. Resistance may arise from actors to share sensitive
information from impact assessments. Furthermore, a lack of
consistency and consideration of the legal and political speci-
ficities can arise where a new regulator has a supranational
effect. 

The following proposal for a European Agency for AI is in-
formed by this discussion. Its features are designed in a way
to promote possible benefits and proactively address or avoid
some of the identified downsides. 

4. Features of a European Agency for AI 

The above discussion has demonstrated that there are good
reasons for the creation of a new body devoted to AI but that
the case is not straightforward and needs to take into consid-
eration possible challenges. The exact benefits and problems
of a new body will depend, to a large extent, on the shape it
takes in practice. We, therefore, set out a detailed account of
a possible shape of such a body. This required a decision on
some of the basic parameters of the potential body. The first
choice was to focus on an EU-level body. This was motivated
by the high level of policy-activity around AI in the EU that
includes several high-level proposals for a regulatory body.
An EU-level body is furthermore of interest because it must
bridge the gap between national-level regulation and interna-
tional policy, something that is arguably of key importance for
a global technology such as AI. In order to develop a convinc-
ing account of the detail of an EU-level body we used ‘terms
of reference’ (ToR) to describe the characteristics of this body.
ToRs are used in governance where they define basic features
of project, committee etc., typically including aspects such as
purpose, roles and functions, structure and membership. The
ToR provide a common understanding of scope, objectives and
operational processes. We used the concept of a ToR as part of
our methodological approach to determine the characteristics
that an EU-level body could display. 

4.1. Methodology 

Based on the theoretical insights concerning AI in general
and the feasibility of an AI agency, we drafted an initial ToR
( Rodrigues, Santiago, et al., 2020 , p. 6). We then undertook sev-
eral steps to reach out to a broad range of stakeholders and de-
velop the ToR further. In order to achieve this and reach broad
coverage, we undertook three steps in the SHERPA project: a) a
stakeholder board meeting, b) a focus group, c) a revised draft
ToR, d) a set of 10 expert interviews and e) a final round of open
feedback. This work was guided by three core parameters: 1.
Explore the feasibility of a bespoke/new regulator for AI and
big data at the EU and/or Member State levels, 2. Assess fac-
tors indicating the need for a regulator and how it would fit or
interact with existing regulatory bodies and structures and 3.
Outline its ToR. We recognise there is a rich body of regulation
literature which one might engage from the theoretical point
of view, but we have limited this article in its expression of the
ToR to that of a practical policy implementation perspective. 

a) A stakeholder board meeting took place on 23 March 2020.
It was organised as a face-to-face meeting but, due to
Covid, was then held as an online event. The board was
assembled as a standing resource of the project underlying
this research. It consists of about 30 members representing
industry, civil society, policy and research. For this event,
13 members attended (7 male, 6 female). Participants were
provided with a draft ToR based on the above overview in
advance of the meeting and were then asked to discuss the
following questions: 
1. Do we need a new regulator/body for AI and big data at

the EU or national level? 
2. What international, EU or national policy directions

are relevant to consider in the creation of such a new
regulator? 

3. If no new regulator is deemed necessary, what other
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The stakeholder board discussion was captured in a proto- 
col of the proceedings which provided the data for the 
analysis underlying this article. 

b) On 26 June 2020, a focus group with five experts was held 

to discuss a new AI regulator. A Google Form questionnaire 
(see Annex 2) was circulated to the participants in advance 
of the meeting. The questionnaire was completed by nine 
invited participants. Detail on the analysis is provided in 

( Iordanou et al., 2020 ). 
c) Building on findings of the above activities, we revised the 

ToR. In doing so, we took into consideration the Framework 
for cooperation of national competent authorities outlined 

in the European Commission White Paper (2020a) , and the 
European Parliament Draft Report (2020) . We looked at the 
role of various EU bodies, especially their remits and func- 
tions (e.g., Agency for the Cooperation of Energy Regula- 
tors (ACER), European Data Protection Board (EDPB), Eu- 
ropean Data Protection Supervisor (EDPS), EU Taskforces,
European Union Agency for Cybersecurity (ENISA), Funda- 
mental Rights Agency (FRA)). This research fed into the 
drafting of the ToR. 

d) We then carried out a consultation in August-September 
2020 with 10 experts using interviews. The experts were 
given a draft ToR document and asked specific questions 
about the proposed terms. Experts came from a range of 
European and national institutions, and included policy 
makers, legal advisors, a Member of Parliament, indus- 
try experts, civil society and policy analysts. Using their 
feedback, and consulting some founding regulations, e.g.,
the ACER Regulation, the General Data Protection Regu- 
lation (GDPR), European Union Agency for Fundamental 
Rights Regulation, and operational documents for existing 
EU agencies, the ToR was revised and finalised. 

e) The final steps included feedback on the penultimate draft 
of the ToR which was shared with the Stakeholder Board 

(see point a), interested stakeholders, project partners and 

colleagues. 

.2. EU agency for AI – proposed terms of reference 

ased on the steps described above, we propose the ToR out- 
ined below. While a ToR also covers operational principles, re- 
orting and auditing, evaluation, review and, of course, fund- 

ng and sustainability, for the purposes of this article, we fo- 
us on the (a) purposes, role and functions and (b) structure 
f the Agency. We also assess its ability to address ethical 
nd human rights concerns and promote human flourishing 
 Rodrigues et al., 2020 ). 

.2.1. Nature 
he European Agency for AI should be an independent Euro- 
ean Union agency with legal personality. The advantages of 
 separate and independent legal entity are well-recognised - 
.e., it would meet the need for special expertise and make the 
credible commitments’ required in relation to its objectives.
t is essential that its work is of high quality and not influ- 
nced by political or contingent considerations. Its indepen- 
ence should be both in relation to its functioning and of the 
ersons managing it. The Agency should operate as a point of 
eference establishing trust and confidence by virtue of its in- 
ependence and its work. I Its legal basis should lie in the Eu-
opean Union AI legislation and/or a new founding regulation 

hat would set out its mandate and operational procedures. 
Additionally, in its nature and scope, the transversal and 

ross-sector nature of AI must be considered. As AI has 
any diverse forms and applications, it is subject to differ- 

nt current regulations and is therefore relevant to the man- 
ate and function of many existing EU agencies and insti- 
utions. The Agency should complement the work of sector- 
pecific approaches and not duplicate the roles of existing 
gencies/authorities. To determine precisely the gaps and po- 
ential for merging roles and functions, the Commission must 
onduct a full regulatory impact assessment on the creation 

f an Agency to clarify the remit and function vis-a-vis other 
egulatory bodies. 

.2.2. Purposes, role and functions 
he complexity of the ethical and human rights issues of 
I and the fact that the new Agency would enter into a dy-
amic environment will require it to fulfil a number of pur- 
oses. The Agency should foster effective application and 

nforcement of existing EU and national legislation, includ- 
ng the new legal regulation on AI (if/when implemented).
t should assist, and coordinate with EU institutions, bodies,
gencies and competent authorities to promote and protect 
nion values and fundamental rights, including those en- 
hrined in the EU Charter of Fundamental Rights, from ad- 
erse impacts of AI in all phases of the AI lifecycle and par- 
icularly safeguard the rule of law. Furthermore, its purpose 
hould include to promote and strengthen common gover- 
ance, consistency and harmonised approach across the Eu- 
opean Union, and work to reduce fragmentation of respon- 
ibilities. It should provide the relevant institutions, bodies,
gencies and authorities of the Community and its Member 
tates, when implementing Community law, with informa- 
ion, assistance, expertise and recommendations on the reg- 
lation of AI to support them when they take measures or 
ormulate courses of action within their respective spheres of 
ompetence to fully respect EU values and fundamental rights 
nd their enforcement. In addition, it should collaborate, de- 
iver advice to sectoral and national bodies upon request and 

mprove regulatory capabilities in the regulation of AI, and de- 
iberate on and discuss AI developments (e.g., as identified by 
he European Commission’s AI Watch (2020b) ), as they happen 

o determine which need binding rules, or other regulatory 
easures. 
In order to fulfil its purpose, the Agency would need to take 

ver a number of roles and functions. The following list high- 
ights capability of the new body. The Agency should: 

1. Make Recommendations addressed to the European 

Parliament, the Council, or the Commission for leg- 
islative amendments and adjustments , after carrying 
out fitness-for-purpose checks, to boost implementa- 
tion and enforcement of legislation at the EU-level, re- 
lated to AI; 

2. Identify potential red lines or restrictions, i.e., thresh- 
olds, boundaries, limits which should not be crossed for 
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AI development, deployment and use that violates hu-
man rights and/or has significant negative societal im-
pacts addressed to the EU institutions and to feed into
European Commission Decisions; 

3. Develop and promulgate general guidance on legal con-
cepts and regulatory issues of AI -based on its discus-
sions and deliberations of AI developments; 

4. Set benchmarks for enforcement and present its po-
sition via Opinions or Intervention/Enforcement Advi-
sories for enforcement authorities; 

5. Support, work with and advise EU-level institutions,
bodies and agencies, e.g., European Commission, Euro-
pean Parliament and the Council, EDPB, EDPS, FRA and
national competent authorities in Member States to ful-
fil their ethical and human rights obligations and to pro-
tect the rule of law where AI is researched, commis-
sioned, developed, deployed and used; 

6. Maintain an AI risk alert system (notifications of direct
or indirect risks to human life and health) to competent
authorities from the development, deployment and use
of AI systems, services and products via its Network; 

7. Assist in coordinating the mandates and actions of the
national competent authorities of Member States; 

8. Develop harmonised and objective criteria for risk as-
sessment and/or conformity assessment including cer-
tification of ethical and human rights requirements of
AI and related technologies in the EU and issue guid-
ance on their application; 

9. Monitor and/or coordinate the evaluation of the op-
eration of conformity assessment and/or certification
schemes established for such purposes; 

10. Cooperate, liaise, exchange information, promote pub-
lic dialogue , best practices and training activities with
international, EU, national AI regulatory bodies and/or
supervisory authorities think-tanks, civil society, tech-
nology community, and other underrepresented stake-
holders when proposing new regulations; 

11. Ensure complementarity and synergy between its ac-
tivities and other Community programmes and initia-
tives; 

12. Promote the adoption of regulatory sandboxes to allow
live testing of the distribution and use of AI innovations
by stakeholders, including the public, in a controlled en-
vironment under regulators’ supervision; 

13. Promote the Union’s AI approach through international
cooperation with relevant bodies such as the UN, OECD,
G20 and regional legal orders by participating/inviting
participation in common interest regulation-related ac-
tivities. It should also play a greater coordinative
role in shaping the development of international stan-
dards for AI, through the International Organisation for
Standardisation (ISO) and International Electrotechni-
cal Commission (IEC) to harmonise the technical re-
quirements of AI. 

These roles and functions are critical based on our research
and stakeholder consultation. These are minimum require-
ments for the Agency. The Agency should have the possibil-
ity of modifying its roles and functions in line with needs that
cannot be foreseen at the present time. 
The Agency should operate based on the following prin-
ciples: respect for human rights/human-centric approach;
independence, and impartiality; fairness; transparency;
proactivity; good governance, integrity and good adminis-
trative behaviour; collegiality, inclusiveness and diversity;
cooperation; efficiency and modernisation. 

4.2.3. Structure 
The Agency structure and composition should reflect its inde-
pendent nature. Additionally, the Agency should be more than
a gathering of national regulators. The following indicative
structure is in line with the features of existing decentralised
European Union agencies, though it should be adapted to
meet the specific need of a new regulation on AI. 

In order to fulfil maintain independence and effectively ful-
fil its mandate, the Agency could be comprised of: 

A Management Board to ensure the Agency carries out its
tasks. It would have authority over the Agency’s work pro-
gramme, budget and annual report. The Management Board
would also make final decisions on the adoption of De-
cisions, Opinions, Recommendations, Guidelines, Advisories
and other documents (prepared by the Executive Board). The
Management Board would nominate an Executive Director.
The members of the Management Board would be appointed
by the European Parliament, the Commission (in equal num-
ber) and the Council (same number as the other two plus one
extra) in equal number. The European Commission would be
represented in the Board without the right to vote. The term
of office of the members of the Board will be four years, re-
newable once. Directly reporting to the Management Board
would be: 

• An Executive Board responsible for preparing Decisions,
Opinions, Recommendations, Guidelines, Advisories and
other documents (coordinated by Rapporteurs) to be
adopted by the Management Board. The Executive Board
would consult and/or delegate specific tasks to the scien-
tific/technical committee, the advisory committee and its
working groups and Rapporteurs. 

• An Executive Director responsible for managing the
Agency and performing duties independently. The Director
would be the legal representative of the Agency and would
be in charge of its day-to-day management; prepare and
participate in the work of the Boards and have the overall
responsibility for implementing the decisions adopted by
the Board, draft, consult upon, adopt and publish opinions,
recommendations and decisions. The Executive Director
would also be responsible for implementing the Agency’s
annual work programme under the guidance of the sci-
entific/technical committee and under the administrative
control of the Management Board. 

• Ad hoc Working groups of experts convened to address
specific technical and scientific matters not addressed by
other committees in the Agency. Experts could be drawn
from e.g., Confederation of Laboratories for Artificial Intel-
ligence Research in Europe (CLAIRE), European AI Private-
Public Partnership (AI, Data and Robotics Partnership) and
other EU-funded AI projects. The Working Groups would be
established by the Executive Director, in consultation with
the Advisory Committee. 
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• A Secretariat responsible for providing analytical, admin- 
istrative and logistical support to the Management Board 

and the Agency (e.g., preparation of documents, and organ- 
ising meetings and communication). The head of the Sec- 
retariat would be responsible for the due and timely per- 
formance of its tasks. 

A network of EU and Member State national competent au- 
horities to facilitate the exchange of information between the 
gency and EU Member States for the consistent and effec- 

ive application of the EU AI regulatory framework and the 
I risk alert system. Relevant agencies that could be repre- 
ented include: the EDPB, EDPS, Frontex, eu-LISA, EASO, EIGE,
MCDDA, CEPOL, Europol, Eurojust, EURODAC, FRA, EQUINET,
IOPA, EBA, ESMA, field-specific agencies and national com- 
etent authorities (or designated AI bodies) from the EFTA,
EA states, etc. The Network will closely cooperate with the 
gency and help monitor the impacts of the AI Regulation.
he Agency will be open to the participation of third countries 
hich have concluded agreements with the Union and which 

ave adopted and are applying the relevant rules of Union law 

n the field of AI. In addition to Member State representation 

t the Agency, the Agency should also have dedicated pres- 
nce in each Member State (via notification of one national 
ompetent authority as its main liaison). 

A Scientific and Technical Committee that ensures the high 

cientific quality of the work of the Agency and guides its work 
y means of scientific objectivity. 

An A dvisory Committee that focuses on regulatory issues 
elevant to stakeholders and brings them to the attention of 
he Agency. The committee should have mixed representation 

f diverse backgrounds, including industry (small and large 
ompanies) and civil society organisations, particularly those 
epresenting those vulnerable groups. 

A Conformity and Risk Assessment Committee to coordi- 
ate the mandates and actions of the national competent au- 

horities of Member States. The committee would also develop 

armonised and objective criteria for risk assessment and/or 
onformity assessment, including certification of ethical and 

uman rights requirements of AI and related technologies in 

he EU. 

.3. Discussion 

he proposal for the ToR is based on a strong understanding 
f the regulatory environment and current EU legislative activ- 

ties, and taking into account stakeholder feedback and con- 
erns. We realise, however, that it is not authoritative, but only 
ne possible proposal amongst many that could be used to 
overn AI for human flourishing. Its purpose is to contribute 
o the policy debate and help to shape the contours and influ- 
nce the eventual regulatory body, which we believe is likely 
o come into existence early in this decade. In this section we 
iscuss why we think that an Agency displaying the charac- 
eristics proposed above would be well-placed to address the 
thical and human rights issues of AI and promote human 

ourishing. 
The proposed Agency or any other regulatory or other 

ody to be created will form part of a broader regulatory 
nvironment. Just like AI can be seen as an ecosystem of 
any inter-related technologies, institutions and stakehold- 
rs ( OECD, 2019 ), the same applies for the regulatory environ- 
ent. This ecosystem includes legislators (international, re- 

ional and national), regulators, alongside executive bodies,
ompanies, professional bodies, research groups and other or- 
anisations as well as numerous individuals acting in various 
oles, promoting a broad array of interests. 

For the regulatory ecosystem to be successful, it will need 

o be able to address the challenges that arise from AI, as dis-
ussed earlier. amongst these challenges there is the ques- 
ion of the definition of AI. This is a crucial question because 
he definition will determine the scope and reach of the gov- 
rnance ecosystem. At the same time, it seems unlikely that 
roviding a comprehensive definition will be possible, as the 
oncept of AI encompasses different families of technologies 
 Samoili et al., 2020 ). In addition, the ethical and human rights
onsequences of AI can be determined more or less narrowly.
 regulatory body such as the European Agency for AI will 

herefore provide the flexible approach to these questions,
roviding a workable definition, scoping and be able to update 
hese definitions in accordance with technical and social de- 
elopments. It can work with legislatures and executives to 
rovide expert input and guidance (see section 0, recommen- 
ation 1, 5) 

The ability to flexibly develop definitions and refine them 

s not only important for the concept of AI itself, but for other
spects of the AI ecosystem as well. All governance structures 
eed to be based on the best available knowledge which is 

ikely to develop quickly. In order to collect this knowledge and 

aintain it, there will need to be knowledge repositories that 
ake knowledge available and that also act as reliable and 

ransparent gatekeepers and centres of scientific excellence 
hat provide knowledge for the development of policy and reg- 
lations. The European Agency for AI as described in the ToR 

an cover this role (see section 0, recommendations 1, 3, 6,). 
One challenge of the AI debate is its global nature based on 

lobal AI technologies combined with the local nature of regu- 
atory responses Jobin et al.’s (2019) . review of ethics guidelines 
as shown that there are shared core positions but also much 

ariance. A similar picture is likely to apply to policies and gov- 
rnance. In order to avoid a patchwork of regulations that can 

e easily side-stepped and come with their own challenges,
here need to be mechanisms that allow for the exchange of 
nowledge and mutual learning between and across jurisdic- 
ions. Our proposed ToR gives the Agency this role (see section 

, recommendations 5, 8, 9, 11, 12) 
The complex and fast-shifting nature of AI furthermore 

eans that in addition to scientific and procedural knowledge,
here are open questions about the way in which non-experts 
nderstand the technologies and how they interpret possible 
thical and human rights issues. While legitimate regulation 

ust be driven by democratically appointed bodies of repre- 
entative democracy, it is therefore likely that a full under- 
tanding of the phenomena in question requires further en- 
agement with other stakeholders. The relationship between 

takeholder engagement and established democratic gover- 
ance mechanisms can be difficult, but the sort of sensitive 
overnance structure required for AI, also called tentative gov- 
rnance ( Kuhlmann et al., 2019 ), will most likely require mech- 
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anisms to understand stakeholder views (see section 0, rec-
ommendation 10). 

5. The proposed European artificial 
intelligence board 

In April 2021, the European Commission set out its proposal
for an EU regulation for the governance of AI (the Regula-
tion). To “facilitate a smooth, effective and harmonized imple-
mentation” ( European Commission, 2021a ) of the regulatory
framework, the Commission calls for establishing a new Euro-
pean Artificial Intelligence Board (the Board) ( European Com-
mission, 2021a ). At this stage, the proposal only includes high-
level information on the mandate, structure, and tasks of the
Board; a full Terms of Reference has not yet been developed.
The proposed Regulation must be adopted by the Parliament
and Member States before coming into effect. In summer 2021,
the draft Regulation text was opened for public consultation
via the Commission’s ‘Have your say’ portal, and will be re-
vised in response to feedback from the public, European Par-
liament, and EU Member States. 

This section summarises the Commission’s proposal for
the Board and contrasts it with our proposal for an Agency,
concluding with recommendations. 

5.1. Commission proposal for a European artificial 
intelligence board 

The Board would be mandated to “advice and assistance to
the European Commission” for three purposes: (1) contribute
to cooperation with Member States; (2) coordinate and con-
tribute to guidance and analysis on emerging issues in AI,
and (3) assist in ensuring consistent application of the law
( European Commission, 2021a ). The specific Board tasks are
laid out in Article 58 of the draft Regulation: 
Table 1 – Comparison of functions of the AI Agency and AI Boa

Comparison of functions of the proposed AI Agency and AI Board 

Proposed European AI Agency 

1. Make recommendations addressed to the European Parliament, the Eur
Commission for legislative amendments 

2. Identify potential red lines or restrictions for AI development, deploym
human rights and/or has significant negative societal impacts 

3. Develop and promulgate general guidance on legal concepts and regula
4. Set benchmarks for enforcement 
5. Support and advise EU-level institutions, bodies and agencies and nati

in Member States to fulfil their ethical and human rights obligations an
6. Maintain an AI risk alert system 

7. Assist in coordinating the mandates and actions of the national compe
States 

8. Develop harmonised and objective criteria for risk assessment and/or c
9. Monitor and/or coordinate the evaluation of the operation of conformit

certification schemes 
10. Cooperate, liaise, exchange information, promote public dialogue, best

activities 
11. Ensure complementarity and synergy between its activities and other

and initiatives 
12. Promote the adoption of regulatory sandboxes 
13. Promote the European Union’s AI approach through international coo
Article 58 Tasks of the Board 
When providing advice and assistance to the Commission in the 
context of Article 56(2), the Board shall in particular: 

a) collect and share expertise and best practices amongst 
Member States; 

b) contribute to uniform administrative practices in the Member 
States, including for the functioning of regulatory sandboxes 
referred to in Article 53; 

c) issue opinions, recommendations or written contributions on 
matters related to the implementation of this Regulation, in 
particular 

i. on technical specifications or existing standards regarding 
the requirements set out in Title III, Chapter 2, 

ii. on the use of harmonised standards or common 
specifications referred to in Articles 40 and 41, 

iii. on the preparation of guidance documents, including the 
guidelines concerning the setting of administrative fines 
referred to in Article 71. 

Along with the Commission, the Board is also expected
to “encourage and facilitate the drawing up of codes of
conduct intended to foster the voluntary application to
AI systems of requirements related for example to envi-
ronmental sustainability, accessibility for persons with a
disability, stakeholders participation in the design and de-
velopment of the AI systems and diversity of development
teams on the basis of clear objectives and key performance
indicators to measure the achievement of those objectives”
( European Commission, 2021a ). 

The proposed Regulation itself does not lay out the Board’s
operational principles, nor does it specify any details on exe-
cuting these tasks, but directs the Board to adopt its own rules
of procedure ( European Commission, 2021a ). 

The proposed Board would be chaired by the Commis-
sion, with representation from the EU Member States and the
EDPS. Chairing duties include convening meetings, preparing
agenda, and providing administrative and analytical support
( European Commission, 2021a ). The Board may establish sub-
groups or invite external experts and observers to meetings
rd. 

Proposed AI Board (based on tasks 
specified in draft Regulation Article 58) 

opean Council, or the Falls within Article 58(c) 

ent and use that violates Partially falls within Article 58(c) 

tory issues of AI Falls within Article 58(c) 
Missing 

onal competent authorities 
d to protect the rule of law 

Falls within Article 58(c) 

Missing 
tent authorities of Member Could falls within Article 58(c) 

onformity assessment Could fall within Article 58(c) 
y assessment and/or Partially falls within Article 58(a) 

 practices and training Falls within Articles 58(a) and 69(2). 

 Community programmes Falls within Article 58(b) 

Falls within Article 58(b) 
peration Could fall within Article 58(b) 
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Fig. 1 – Structure of proposed AI Board. 

Fig. 2 – Structure of proposed AI Agency. 
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s needed. The Board may also facilitate exchange with ‘in- 
erested their parties’ and other EU bodies, offices, agencies 
nd advisory groups where appropriate ( European Commis- 
ion, 2021a ). The Board is anticipated to be staffed by five full- 
ime equivalent (FTE) ( European Commission, 2021a ). 

.2. Comparison of the European AI agency and the AI 
oard 

he two proposals are aligned in some ways but differ in oth- 
rs. Both proposals envisage a mandate to support and facil- 
tate implementation of the EU regulatory framework for AI 
o help ensure cooperation, coordination and consistent ap- 
lication of EU law. Both bodies, as proposed, play an advi- 
ory role and do not have rule-making authority. The propos- 
ls, however, differ in terms of structure, with our proposal 
or an Agency having a more independent structure that in- 
ludes permanent representation from diverse bodies, stake- 
older groups and technical advisory support. 

.2.1. Comparison of purposes, role and functions 
here are some similarities in the purpose, role and func- 

ions (e.g., make recommendations, guidance/written contri- 
utions, supporting harmonisation, collection and sharing of 
est practice including in relation to sandboxes). However,
ome tasks included in our proposal for the European Agency 
re missing from the proposal for a Board. Other tasks of the 
gency are included in the proposed Regulation, but not under 

he proposed Board’s direct remit. For example, the proposed 

egulation already includes an exhaustive list of prohibited AI 
ystems (i.e., red lines), which means that the responsibility to 
dentify red lines would not lie with the proposed Board. 

.2.2. Comparison of the structure 
he proposed Board would be limited to permanent represen- 

ation from Member States, the Commission, and the EDPS.
his differs from our recommendation for the Agency, which 

s more independent from the Commission and includes 
ermanent representation from diverse stakeholder groups 
n standing committees, including a scientific and technical 
ommittee and an advisory committee. Furthermore, the pro- 
osed Board does not have any management or secretariat 
tructures outlined yet. 

The following figures illustrate the differences between our 
roposal and the Commission’s. 

.3. Recommendations to improve the proposed AI board 

or the reasons discussed above, we recommend the follow- 
ng issues are are addressed as the draft AI Regulation is re- 
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vised and finalised, and decisions are taken in regard to the
proposed AI Board. 

Increase independence by decreasing alignment with the
Commission. The Board should be independent, providing
support across the EU to the Commission, Parliament and
Council. The Board should not be limited to providing opin-
ions and recommendations to the Commission. Indepen-
dence would also be increased with broader representation
(see below). 

Enhance diversity with permanent representation from
broader stakeholders. The Board should include representa-
tion from more EU bodies than just the Commission and EDPS.
Additionally, the Board should establish permanent mecha-
nisms to draw on the expertise of diverse stakeholder groups
on permanent standing committees (e.g., ethics, scientific and
technical, human rights). 

Expand the task remit to include more roles and functions.
The Board should have a broader mandate to enable it to bet-
ter support effective application and enforcement of the law.
This should include, for example, developing and promulgat-
ing general guidance on legal concepts and regulatory issues
associated with AI for Parliament, Council, Member States, AI
industry and the general public. 

Adopt operational principles. In addition to rules of proce-
dure, the Board should adopt operational principles to guide
its work. These principles should include: respect for human
rights/human-centric approach; independence, and impar-
tiality; fairness; transparency; proactivity; good governance,
integrity and good administrative behaviour; collegiality, in-
clusiveness and diversity; cooperation; efficiency and mod-
ernisation. 

6. Conclusion 

In this article, we have provided an answer to the research
question: how should a European Agency for AI be designed, to
promote human flourishing ? We reviewed the discussion of the
ethical and human rights issues of AI and possible mitigation
strategies, which suggest that regulatory bodies, such as the
proposed European Agency for AI will need for form part of
the governance ecosystem required to address these issues. A
review of the feasibility of such an agency explored the cur-
rent state of debate, indicating that the European-level is an
interesting and well-advanced area where such a body may
come into play. We then developed a ToR for such an agency,
based consultations with stakeholders. We finally discussed
why and in what way an Agency developed according to our
ToR would form part of the regulatory AI ecosystem. 

The article contributes to the academic discussion of AI
governance and AI ethics which form part of the broader field
of technology governance, which is of interest to a number
of disciplines ranging from law, information systems and sci-
ence and technology studies to the philosophy of technology.
The combination of conceptual review and empirical engage-
ment should ensure that the ToR will prove to be of interest to
scholars from these various fields. More importantly, we see
this article as a step outside of the academic ivory tower and
an attempt to make a practical contribution to a current policy
debate. In light of the current policy discourse, it seems likely
that new regulatory bodies for AI will come into existence in
the near future. Their exact purposes, roles and tasks will form
part of political debates. We believe that these policy discus-
sions can benefit from the insights offered here and we thus
see the article as a contribution to the ideal of research-based
policy development. 

There is of course much work to be done. We have focused
on the European level for reasons outlined earlier, but also for
the practical reason that the authors work at the European
level and are familiar with it. Similar considerations would
need to be explored at the national level, where regulatory
bodies may encounter different requirements and take differ-
ent forms. Different cultural settings and political traditions
on other regions may call for a different shape of a possible
regulator. In addition, there will need to be bodies that allow
for global coordination, for which some initial recommenda-
tions already exist (Wendell Wallach and Marchant, 2018 ). 

The final shape of any AI regulatory body or bodies will
be the outcome of political negotiations. Their precise nature
is thus impossible to predict. One aspect worthy of further
anticipatory reflection, however, will be the question of suc-
cess criteria. How would we be able to tell whether the cre-
ation of a particular regulatory body achieves its purposes?
This clearly depends on the final definition of the body’s mis-
sion and objectives. But there is a larger question of whether
and how progress in ethics, human rights and human flour-
ishing can be measured and attributed to particular inter-
ventions, such as the creation of a regulatory Agency. This
needs further research. However, we believe that our pro-
posal has theoretical and practical impact. The interaction
between scientific/technical and regulatory expertise is re-
quired if we want our research to provide a positive answer
to Walsham’s (2012) question whether we are making a better
world with ICTs. 
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A

odies and their assessment 

T ies at the EU, Member State or non-EU country level. It presents the 
b  proposed, what they regulate (AI, big data), gaps filled, identified 

p le and sustainable (e.g., supported by policy and market incentives) 
a evelopments e.g., technological, policy changes, social demands? 1 

ficial Intelligence 1 

ce 
c public tracking system for autonomous systems that have been 
ous systems may keep records (such as system serial numbers) for 
o public visibility into these proprietary records. 2 

ould facilitate safety notifications and recalls, similar to the vehicle 
r cars today. 3 

ion, which founded the AI HLEG instead to investigate further. 4 

stablish feasibility, sustainability and future-proofing. 5 

arliament Resolution of 16 February 2017 with Recommendations to the 

olution of 16 February 2017 on Civil Law Rules on Robotics”, February 2017. 

c regulators for AI/big data 1 

oard 

ings in the areas of cooperation, coordination, consistent application of 
, also, e.g., cross-border risks from AI and big data applications. 2 

AI/big data legal issues and provide clarity at the EU-level. The task force 
e environment for EU AI policy and regulation and promote the adoption 
ata regulation to the extent possible/required. 3 

 the capacity of their members. 
andate, it might duplicate the work of existing EU agencies. 
ns amongst stakeholders. 

the EU. 
urce. 

urnover. 4 

pend on internal and external buy-in and EU political will to create and 
ffected by competing priorities of the different bodies that might be 
it. The task force would also need to allay the concern of participating 

ay conflict with their primary mission. 5 

S

nnexes 

Annex A: Summary of proposals for new regulatory b

his annex presents a summary of proposals for regulatory bod
odies, proposer, year of the proposal, the level they have been
ros and cons, and presents an assessment, i.e., are they feasib
nd future-proof? Or are they be adversely affected by future d

Name of proposed body 
and proposer 

EU Agency for Robotics and Arti
Proposer: EU Parliament 
Year: 2017 

Level /country EU-level 
What does it regulate Robotics and Artificial Intelligen
Gap filled/need met Currently there is no systemati

deployed. Suppliers of autonom
deployed systems, but there is n

Identified pros A uniform registration system w
identification number system fo

Identified cons Rejected by European Commiss
Final assessment Insufficient detail provided to e

1 European Parliament, “Civil Law Rules on Robotics, European P
Commission on Civil Law Rules on Robotics”, 2017. 

2 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.143. 
3 Ibid. 
4 European Parliament, “Follow up to the European Parliament Res
5 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.143. 

Name of proposed body 
and proposer 

The EU Taskforce of field specifi
Proposer: SHERPA Stakeholder B
Year: 2019 

Level /country EU-level 
What does it regulate AI and big data 
Gap filled/need met It might help address shortcom

Union law related to AI/big data
Identified pros It will promote cooperation on 

could create a good collaborativ
of a unified message on AI/big d

Identified cons Task forces are limited often by
If established without a clear m
It might cause further frustratio
Changing regulatory culture of 
Managing conflicts, limited reso
Funding issues and personnel t

Final assessment Feasibility and sustainability de
keep it going. It might also be a
expected to house and/or form
bodies that such participation m

1 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.53, 159. 
2 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.159. 
3 Ibid. 
4 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.159. 
5 Ibid. 
1 Pros, cons and assessments of each proposal are drawn, as referenced, from SHERPA report D3.3 (Rodrigues et al., op. cit., 2019) and 

IENNA report D4.2 ( Rodrigues et al, op. cit., 2019 ) There is no novel analysis in this summary. 
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, as well as sectoral networks and regulatory authorities, at national and 

n 

nsibilities and standards, increase capacity in Member States, and make 
rogressively with the capacity needed for testing and certification of 
es. 
.g. opacity) can make the application and enforcement of existing 
is reason, there is a need to examine whether current legislation is able to 
be effectively enforced, whether adaptations of the legislation are needed, 
eeded.”2 

uropean framework. 3 

ent for high-risk AI applications. 4 

of information and best practice, identifying emerging trends, advising 
ell as on certification. 
facilitating the implementation of the legal framework, such as through 
expertise. 5 

rnance structure on AI in the form of a framework for cooperation of 
. 
mework would build trust amongst consumers and businesses in AI. 6 

mework for trustworthy AI will protect all European citizens and help 
rket for the further development and uptake of AI as well as 

ial basis in AI. 7 

e burdensome on SMEs. 8 

an frameworks for oversight of related issues, and calls for increased 
ember states (France and Germany), this could be a feasible option. 
 framework should be consistent with other actions to promote Europe’s 
titiveness in this field.”9 

with other EU and national competent authorities in the various sectors 
se and help existing authorities in monitoring and the oversight of the 
s involving AI systems and AI-enabled products and services.”10 

entally and economically optimal outcomes and compliance with EU 

s.”11 

I is evolving, the regulatory framework must leave room to cater for 
nges should be limited to clearly identified problems for which feasible 

ken of the possibility that certain AI systems evolve and learn from 

repeated assessments over the life-time of the AI systems in question.”13 
Name of proposed body 
and proposer 

Network of national authorities
EU level. 1 

Proposer: European Commissio
Year: 2020 

Level/country EU-level 
What does it regulate AI 
Gap filled/need met Current fragmentation of respo

sure that Europe equips itself p
AI-enabled products and servic
“Some specific features of AI (e
legislation more difficult. For th
address the risks of AI and can 
or whether new legislation is n
Current absence of a common E
Mandatory conformity assessm
A forum for a regular exchange
on standardisation activity as w
It should also play a key role in
issuing guidance, opinions and

Identified pros Would support a European gove
national competent authorities
A clear European regulatory fra
A solid European regulatory fra
create a frictionless internal ma
strengthening Europe’s industr

Identified cons Conformity assessment could b
Final assessment Feasible: Given existing Europe

regulatory oversight by large m
Sustainable: “Such a regulatory
innovation capacity and compe
“It should establish close links 
to complement existing experti
activities of economic operator
“Must ensure socially, environm
legislation, principles and value
Future-proof: “Given how fast A
further developments. Any cha
solutions exist.”12 

“Particular account should be ta
experience, which may require 

1 European Commission, White Paper, op. cit., 2020. 
2 European Commission, White Paper, op. cit., 2020, p.10. 
3 Ibid. 
4 European Commission, White Paper, op. cit., 2020, p.23. 
5 European Commission, White Paper, op. cit., 2020, p.24. 
6 European Commission, White Paper, op. cit., 2020, p.10. 
7 Ibid. 
8 European Commission, White Paper, op. cit., 2020, p.23. 
9 European Commission, White Paper, op. cit., 2020, p.10. 
10 European Commission, White Paper, op. cit., 2020, p.24. 
11 European Commission, White Paper, op. cit., 2020, p.10. 
12 Ibid. 
13 European Commission, White Paper, op. cit., 2020, p.23. 
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oring, oversight or enforcement mechanisms. 

l world and recommendations where additional powers are necessary to 

e on digital trends which helps to scan the horizon for emerging risks 

effectively and in the public interest; 
d public bodies of technological developments; 
o be consulted by regulators for specific investigations; 
attitudes to technology change over time, and to ensure that the 

ccount by regulators and policy-makers; 
o the digital world amongst the public; 
’s rights are upheld in the digital world; 

l bodies responsible for internet regulation, addressing 
tion, consistent application of EU law related to AI/big data. 2 

lement the law effectively and in the public interest and bring a new 

. 
slation. 3 

des ensuring that human rights and children’s rights are upheld in the 

ew body. 5 

to its functions, instruction remit, relationships with other bodies). 8 No 
d enforcement mechanisms. 9 Effectiveness will depend on proper 
uct different regulators, ability to remain politically impartial and 
emocratic scrutiny. 10 Its sustainability will depend on the policy and 
ess in regulating the digital world. 11 

on 2017–19. Report, 2019. https://publications.parliament.uk/pa/ld201719/ 

tch the Tech Watchers, Tighten up Regulation”, The Register , 9 March 2019. 
mittee _ internet _ regulation/ . 
Name of proposed 
body and proposer 

Digital Authority 1 

Proposer: UK House of Lords 
Year: 2019 

Level/country UK 

What does it 
regulate 

AI - does not have independent monit

Gap filled/need met Assessment of regulation in the digita
fill gaps; 
Establish an internal centre of expertis
and gaps in regulation; 
Help regulators to implement the law
Inform Parliament, the Government an
Provide a pool of expert investigators t
Survey the public to identify how their
concerns of the public are taken into a
Raise awareness of issues connected t
Ensure that human rights and children
Liaise with European and internationa
shortcomings in cooperation, coordina

Identified pros It is expected to help regulators to imp
consistency and urgency to regulation
It could help eliminate overlaps in legi
One of its key proposed functions inclu
digital world. 

Identified cons May become over-prescriptive. 4 

The expense involved in setting up a n
Overregulation of the digital world. 6 

Mission creep. 7 

Final assessment Proposal details unclear (with respect
independent monitoring, oversight an
funding, ability to coordinate and instr
independent of the Government, and d
funding model adopted and its usefuln

1 House of Lords, Regulating in a Digital World: 2nd Report of Sessi
ldselect/ldcomuni/299/299.pdf. 

2 House of Lords, op. cit., 2019. 
3 Hill, Rebecca, “UK Peers Suggest One Big “Digital Authority” to Wa

https://www.theregister.co.uk/2019/03/09/lords _ communications _ com
4 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.55. 
5 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.218. 
6 Ibid. 
7 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.218. 
8 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.43. 
9 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.46. 
10 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.61. 
11 Rodrigues et al., SHERPA D3.3, op.cit., 2019, p.218. 

https://publications.parliament.uk/pa/ld201719/ldselect/ldcomuni/299/299.pdf
https://www.theregister.co.uk/2019/03/09/lords_communications_committee_internet_regulation/


computer law & security review 45 (2022) 105661 17 

arms 1 

er 

g online harmful user-generated content (“UGC”), to be managed by a 

ly to entities that offer services or tools that allow users to: 

 are only required to remove or restrict harmful content when they are 
 to take proactive steps to monitor for harmful content. 3 

and otherwise harmful UGC and user interactions. Achieving this goal 
 slavery, the right not to be discriminated against, and the right to 

atory scheme is intended to reduce deception, intimidation, and other 
 to individuals or groups. 

demand for (and spur further development of) tools to analyse content 

tly regulate smart information systems. (AI is one tool that covered 
ul UGC.) 4 

GC can jeopardize free expression, freedom of assembly, and the right to 

help covered entities comply with the oversight requirements. 6 

harmful” content to be regulated. 7 

rsight of the regulator. 8 

ss. 
ssess. 
e the ability to update codes of practice to reflect changes in technology, 

ake it challenging for the regulator and covered entities to keep up. 9 

ffice, “Online Harms White Paper”, White Paper (House of Commons, 8 
e- harms- white- paper . 

ce, op. cit., 2019. 
ctives”, April 2019. 

Online Harms White Paper”, 18 April 2019, https://www.cyberleagle.com/ 
Name of proposed 
body and proposer 

New statutory duty of care for online h
Proposer: UK Government - White Pap
Year: 2019 

Level/country UK 

What does it 
regulate 

AI - A new regulatory scheme regardin
new independent regulator. 2 

Gap filled/need met The new regulatory scheme would app
• share or discover UGC, or 
• interact with each other online. 
Currently most of the covered entities
notified or become aware of it, but not

Identified pros Designed to reduce illegal, dangerous
supports the right to life, freedom from
participate in free elections. The regul
content or activities that promote harm
Implementation will increase market 
and online behaviour. 

Identified cons This regulatory scheme does not direc
entities may use to monitor for harmf
Excessive monitoring and control of U
privacy. 5 

Places too much faith in technology to
Lacks a clear delineation of legal but “
Does not identify responsibility for ove

Final assessment Feasible: Insufficiently defined to asse
Sustainable: Insufficiently defined to a
Future-proof: The regulator would hav
but rapidly changing technology may m

1 Department for Digital, Culture, Media and Sport and Home O
February 2019). https://www.gov.uk/government/consultations/onlin

2 Ibid. 
3 Department for Digital, Culture, Media and Sport and Home Offi
4 Digital Action, “Online Harms White Paper: Seven Expert Perspe
5 Digital Action, op. cit., 2019. 
6 Ibid. 
7 Digital Action, op. cit., 2019. 
8 Ibid; Smith, Graham, “Cyberleagle: Users Behaving Badly – the 

2019/04/users- behaving- badly- online- harms- white.html . 
9 Rodrigues et al., SHERPA D3.3, op.cit., p.199. 

https://www.gov.uk/government/consultations/online-harms-white-paper
https://www.cyberleagle.com/2019/04/users-behaving-badly-online-harms-white.html
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latory agency to be created to regulate algorithmic safety. (1) to organize 
 categories by their design, complexity, and potential for harm (in both 
to prevent the introduction of algorithms into the market until their 
rough evidence-based pre-market trials. 
e requirements and usage restrictions to prevent algorithms’ harmful 

rt/civil and criminal law. 3 

s and practices. 5 

adequately protected. 6 

ralized expertise. 7 

 make assessments public or to report assessments to authorities, it’s 
ld become aware of the need for assessments. 8 

ssive and/or insufficient regulation. 12 

ps. 14 

udget authorization and the other part is paid for by industry user fees. 
A for algorithms will have to be similarly ensured and guaranteed. 15 

 deregulation) and the restriction of its powers by changes to 

epth of technical know-how, and a rich diversity of expertise to grasp the 
istinct trigger points on when to review and at what level of scrutiny. 17 

w 69, no. 1, 2017, pp. 83–124, https://doi.org/10.2139/ssrn.2747994 ; Groth, 
-Style Drug Trials”, Wired , 15 August 2019. https://www.wired.com/story/ 
Name of proposed 
body and proposer 

FDA for Algorithms 1 

Proposer: Andrew Tutt 
Year: 2017 

Level/country USA 

What does it 
regulate 

AI - A new specialist federal-level regu
and classify algorithms into regulatory
ordinary use and through misuse). (2) 
safety and efficacy has been proven th
(3) broad authority to impose disclosur
misuse. 2 

Gap filled/need met Gaps in current remedies offered by to
Identified pros Could develop comprehensive policy. 4 

Could quickly respond to new product
Could also ensure that consumers are 
Could add significant value in the cent

Identified cons As covered entities are not required to
unclear how the FTC or state AGs wou
Negative impact on innovation. 9 

Resource constraints. 10 

Too soft or too tough a mandate. 11 

Challenge in determining what is exce
Excessive regulatory authority. 13 

Addressing any internal knowledge ga
Final assessment The US FDA is part-funded by federal b

Sustainability of the proposed (new) FD
It is susceptible to policy changes (e.g.,
policy/legislation. 16 

An FDA for algorithms would need a d
breadth of society; it would also need d

1 Tutt, Andrew, “An FDA for Algorithms”, Administrative Law Revie
Olaf J., Mark J. Nitzberg, and Stuart J. Russell, “AI Algorithms Need FDA
ai- algorithms- need- drug- trials/ . 

2 Tutt, op. cit., 2017. 
3 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.230. 
4 Tutt, op. cit., 2017. 
5 Tutt, op. cit., 2017. 
6 Ibid. 
7 Tutt, op. cit., 2017. 
8 Ibid. 
9 Tutt, op. cit., 2017. 
10 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.230. 
11 Ibid. 
12 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.230. 
13 Ibid. 
14 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.230. 
15 Ibid. 
16 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.230. 
17 Ibid. 

https://doi.org/10.2139/ssrn.2747994
https://www.wired.com/story/ai-algorithms-need-drug-trials/
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o regulate robotics 1 

rtzog 

(“FTC”) to be given primary responsibility for overseeing regulation of 

ntly regulated (inconsistently) by multiple federal agencies based on their 

y knowledge base and experience base for regulation of a wide spectrum 

ng knowledge “silos”. 4 

ems in highly specialised environments (such as medical uses) or in 
f injury or death to bystanders (drones and autonomous vehicles) may 
that is already in place in other agencies. 5 The FTC’s jurisdiction does not 
ancial institutions, common carriers, or non-profit organisations. 6 The 
approve or certify medical devices, passenger vehicles or aircraft. 7 

egulates a wide variety of businesses). 8 

policy. 9 

 establishment in 1914, the FTC has shown the ability to adapt its 
hnologies and new issues. However, this is primarily a political choice and 
dopted and implemented. 10 

 Review 74, no. 4, 2 June 2015, p.785. 

re 

 thoughts on the feasibility of a bespoke new regulator for AI and 

ered using Google Forms in advance of the focus group meeting 
report, particularly the development of the ToR. Nine participants 
d here. 
Name of proposed 
body and proposer 

US Federal Trade Commission t
Proposer: Various, Woodrow Ha
Year: 2015 

Level/country USA 

What does it 
regulate 

AI - Federal Trade Commission 
autonomous systems. 2 

Gap filled/need met Autonomous systems are curre
function. 3 

Identified pros Could build a rich cross-industr
of autonomous systems, avoidi

Identified cons Regulation of autonomous syst
environments presenting risk o
require specialized knowledge 
extend to federally regulated fin
FTC does not have the power to

Final assessment Feasible: Yes (the FTC already r
Sustainable: Yes, supported by 
Future-proof: Possibly. Since its
regulatory approach to new tec
will require political will to be a

1 Hartzog, Woodrow, “Unfair and Deceptive Robots”, Maryland Law
2 Hartzog, op. cit., 2015. 
3 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.235. 
4 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.235. 
5 Ibid. 
6 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.235. 
7 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.235. 
8 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.52. 
9 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.235. 
10 Rodrigues et al., SHERPA D3.3, op. cit., 2019, p.62. 

Annex B: Focus Group: New AI regulator: questionnai

The objective of the focus group questionnaire was to gather
big data at the EU-level and determine ToR. It was administ
held on 26 June 2020. The results and discussion fed into this 
completed the questionnaire and the raw results are presente

You are: 
9 responses 
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 and big data at the EU level? 

rotect specific human rights? Or regulate particular applications? 
O  responses 

and collaborating in creating best practices for the industry ("light 
s

s. And regulate more consequential applications, e.g., in health, 
j  Charter of Fundamental Rights of the EU. 

odels. I don’t believe there is shortcoming in privacy-legislation. 
ial (or actual) impact on society and individuals with the aim to 

r
g AI & big data european industry 

arget. Three years ago we worried a lot about Big Data, now it is AI 
a that needs monitoring/regulating is unclear. Focus on technology 
i nce the questions below are premature 

 (notably) on the basis of complaints from citizens/end 

u
ers, Anthropomorphism, Fake news, Ethics etc. Really important 

p rlying ones; and for misleading us: The AI revolution (economic, 
s ally orientated but servant of business; it’s creating unbelievable 
p . 
Question 1: Do we need a new or bespoke regulator for AI
9 responses 

Question 2: Should the new regulator: 
9 responses 

Question 3: What should its mandate be? E.g., should it p
r particular industries? Regulate use and implementation? 9

All of the above 
Protecting human rights, operating as a regulatory advisor, 

tandardization") 
Differentiate between more/less consequential application

udiciary, security, finance, employment. Build all rights in the
At one hand it should cover the possibility for developing m
Assess a new or existing technology in view of its potent

egulate its distribution and use 
Protect all kinds of rights but also the emergence of a stron
A new regulator is undesirable given the fuzzyness of the t

nd Big Data, tomorrow it will be called differently. What it is 
s wrong. I am by far convinced a new regulator is required, he

Regulate implementation of AI, and conduct audits
sers/customers/etc. 

The main problem is not Privacy, Security, Artificial soldi
roblems but used for covering the most important and unde
ocial, cultural, ..) is empowering whom?? Ai is not scientific
owers over society and new capitalistic power concentration
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OT be a good model for a new AI regulator at the EU-level? Please 

ituted? Who should its members be? 

erts 
 civil society organizations should for an advisory board for the 
 those agencies would stay efficient and agile but well-resourced 

 industry), end users (multiple and with different background), 
ant legal-counsellor), any potential stakeholder which could be 

ution legal experts and data scientists, alongside with a group of 

ns but also social stakeholders (social movements (like women 

nses 
 the design, evaluation, and use of AI systems, both general, and 

and report) the use of AI systems in public and private sector. 
emes. For example, face recognition could be one area/theme. The 
efficient, and the themes could be updated over time. 

 for or predicted. This should be part of a risk-assessment process. 
r body of regulators), it should be ensure that the technology is 
 rights. The use and implementation of this technology should be 
s in order to guarantee the beneficial impact of the technology on 

e as in the public sector), making audits and investigations, raising 
ut the risks, benfits, and main principles of AI. 
l); analyse them, discuss possible causes and solutions; proposals 

t report? 6 responses 

ntability) to the public at large, and responsible before the Com- 

ublic opinion 
Question 4: Which of the following types of bodies would N
tick all that should not be considered. 

5 responses 

Question 5: How should the new regulatory body be const
7 responses 
policy makers, legal experts, AI academicians, industry exp
Academics, policymakers/regulators, industry experts and

regulator. Data Protection Agency model could be working, if
(not the case with the DP agencies, atm) 

Not sure at the moment. 
Specific AI regulators/experts, technology developers (the

lawyers (human-rights, customer rights, and any other relev
impacted by the technology at stake 

It should be integrated inside an already existing EU instit
sector experts specific to each case at stake. 

Not only business men, technologists, scientists, politicia
movement), trade unions, philosophers, …) 

Question 6: What would its role and functions be? 7 respo
1) To identify the criteria to be taken into account during

application/domain/industry specific ones, and 2) to inspect (
To enforce and supervise the selected application areas/th

amount of areas/themes should be limited to a few to keep it 
Not sure at the moment. 
Ensure all outcomes or uses of a technology are accounted

Based upon multiple analyses conducted by the regulator (o
compliant with and does not breach any of the EU/UN human
regulated according to the results of these (and other) analyse
society. 

Monitor industry behaviour/practices 
Regulate implementation of AI tools (as much in the privat

awareness and teaching citizens/end users/customers etc. abo
Identify the emergent problems (ethical, political, and socia

of interventions 
Question 7: How should it be governed? To whom would i
- 
Not sure at the moment. 
Members of states and European parliament. 
EC it should be an independant authority, reporting (accou

mission. 
To scientifico associations and universities; government; p
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iewed? 

e.g., data protection, health) that are good models? 7 responses 

od model, but might need a bit more extra resources. 

mple, but such a regulator should be primarily constituted at EU 

l l power than EDPB, for instance). 

ver to a bespoke regulator for AI? 

 civil society. Instead of having straightforward regulatory agency, 
t  close collaboration with other organizations. 

 in the AI courses for students. Meeting of AI people with social 
s

 to its success? 6 responses 
mall, compared to the size of each country. It should emphasize 

o ad of being buried in the "regulatory machine". 
veloped in the US and China? difficulties in fully understanding 

a standing the side effects of technology) communication amongst 
s  and vocabulary Potential lack of transparency from stakeholders 
o tion 

lation 

m undertakings under investigation; granting such powers at EU 

l cient number of cases/year to be efficient. 
ers over society; to increase people awareness; to readdress re- 

s
tions that need to be taken into account? 6 responses 

ber states? See, e.g. CLAIRE ( https://claire-ai.org/ ). potential influ- 
e on for the healthcare sector might also impact or have a spill-over 
e

nterpretation of existing ones in relation to AI) for such a regulator 
t

, sociality, knowledge, powers. 
Question 8: How often should its terms of reference be rev
7 responses 

Question 9: Are there existing regulators for other issues (
GDPR and Health related ones may be good examples 
Data protection agencies are operating with a relatively go
Don’t know. 
Health/pharma regulatory models 
No information to answer 
Member states’ data protection authorities are a good exa

evel with subsidiaries in Member States (i.e. more decisionna
I don’t know 

Question 10: What best practices could/should be carried o
5 responses 
I would emphasize collaboration with the universities and

he best practices should be created and maintained with the
Don’t know. 
Supervison and regulation 

N/A 

Discussion on these issues in AI conference and meeting;
cientists, humanists, philosophers,…

Question 11: What would be some challenges and barriers
To grow too bureautic. The agency should stay relatively s

pen collaboration and discussion with different parties, inste
How can the EU regulate technologies that are largely de

nd predicting the use of a technology risk assessment (under
takeholders could be hampered by the different walks of life
r misunderstandings regarding the use and potential applica

Asymmetric regulation, enforcement, other regions no regu
Access to, and understanding of, relevant information fro

evel for Member States; having enough staff to deal with suffi
To reduce the concentration of economic and political pow

earch towards knowledge as priority, not technology. 
Question 12: Are there any other policy or other considera
- 
How can the EU promote the development of AI by EU mem

nce on other (unforeseen) fields (for instance, an AI applicati
ffect on other sector of society) 

European industry and jobs 
A clear legal framework on AI is needed (new laws or clear i

o be able to manage its tasks. 
AI is an anthropological radical revolution of human mind

https://claire-ai.org/
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