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ABSTRACT
An electrical plan drawing–sometimes called a wiring diagram or electrical drawing–consists of
lines and symbols. Electrical plan drawings are prepared on 2D architectural floor plans using
Computer-Aided Design and/or Drafting (CAD) programs. The placement/drawing of electri-
cal power symbols–such as sockets, lights, and switches–is the first step of an electrical plan
drawing. For this purpose, a smart system has been developed in this study to automatically
draw/place electrical power symbols in appropriate locations. The system is based on the detec-
tion and classification/recognition of furnishing (decorative) symbols in the floor plans. We have
created a furnishing symbol dataset drawing on dozens of architectural plan drawings that con-
tain symbols of the most commonly used tools in floor plans, such as furniture, appliances,
plumbing, doors, and windows. We used a Deep Convolutional Neural Network (D-CNN) with
transfer learning–Inception-v3 model– to classify furnishing symbols. We tested the model on
20 real floor plans and achieved a very satisfactory accuracy of 97.05% in furnishing symbol
classification. The symbol drawing step, which is the first step of drawing the electrical plan,
was automated using the work developed, thus achieving the aim of saving time and labour.
Experimental studies show the effectiveness of the proposed automated system.
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1. Introduction

Electrical plan drawings are schematic displays of an
installation project that must be applied to provide
the electricity requirement for construction. In earlier
years, electrical plan drawings were drawn on paper
by hand. With the development of computers and
Computer-Aided Design and/or Drafting (CAD) pro-
grams, plan drawings moved to an electronic environ-
ment. Nowadays, with the abilities of computers, the
design, modelling, calculation, and testing processes
can be achieved more efficiently and effectively [1].
Although rules for electrical plan drawings vary by
country, the basic process is to deliver grid power to
electrical materials. Electricity providers in every coun-
try obligate users to prepare an installation plan for a
building in order to use electricity from the grid line.

Electrical plan drawings are generally prepared using
2D CAD software based on an architectural floor plan
prepared by an architect [2]. Many commercial CAD
programs (AutoCAD Electrical, ElectricalOm, Profi-
CAD, EPlan Electric, Designspark Electrical, Electra,
Simaris, etc.) are used in the industry to prepare elec-
trical plans or diagrams. Most can be used manually to
create electrical plan drawings. Then, technical analy-
sis, assessment, costing, and calculation printouts are
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done automatically. Even if most calculations are done
automatically, drawings are still prepared manually.

When preparing an electrical plan, placing/drawing
the electrical power symbols is the first step. This time-
consuming process is done manually according to the
furnishing symbols determined by the architects in
accordance with the intended use of the building.

Furnishing in architectural plans is a general term
for drawing symbols representing all furniture, electri-
cal appliances, plumbing fixtures, windows, and doors.
Furnishing symbols–sometimes called decorative sym-
bols– are important because they show whether the
rooms drawn in architectural plans are suitable in terms
of size for the use of furniture (table, bed, etc.) or
appliances (tv, washing machine, etc.). In particular,
the ability of electrical project designers to prepare the
required drawings for electrical calculations depends
on the placement of furnishing symbols in the archi-
tectural project. A sample floor plan with furnishing
symbols is shown in Figure 1. While drawing the elec-
trical plan for this floor plan, it is easy to determine
where to place any given electrical power symbols by
looking at the furnishing symbols.

In this study, we used machine learning techniques
to intelligently place electrical power symbols, such
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Figure 1. A sample apartment floor plan with furnishing symbols.

as sockets, lights, and switches, while drawing electri-
cal plans for residential buildings. A Deep Convolu-
tional Neural Network (D-CNN) with transfer learning
was used for the classification/recognition of furnish-
ing symbols. We have created a suggestion system for
placing electrical power symbols corresponding to the
furnishing symbols after classifying furnishings, based
on expert experiences. As a result, an automated system
was developed to place the electrical power symbols on
electrical plan drawings.

The paper is organized as follows: Section 2 provides
general information about CAD, architectural floor
plans, and furnishing symbols. Related work is sum-
marized in Section 3. Section 4 presents dataset prepa-
ration, the proposed D-CNN model for the classifica-
tion of furnishing symbols, and experimental results.
Section 5 describes the automated placement of appro-
priate electrical power symbols in accordance with the
classified furnishing symbols. Finally, in Section 6, we
give the conclusion and future work.

2. CAD and floor plans

CAD and its applications are the most popular topics
in design-related fields such as engineering and archi-
tecture. The foundations of CAD date back to the late
1950s and early 1960s [3]. In today’s construction sec-
tor, many CAD programs, either 2D or 3D, are used
for engineering and architecture services. AutoCAD,
Revit, Archicad, SolidWorks, SketchUp, and StaCad are
the most popular. CAD systems are used to increase
the designer’s productivity, improve the quality of the
design, improve communications through documenta-
tion, and create a database for manufacturing [4].

Files in CAD programs are in a vector format. In
this format, drawing objects consist of mathematical
expressions. For example, a line segment consists of two
points, while an arc consists of a central point, a start-
ing angle, and a sweep angle. The vector file format
includes basic geometric shapes such as lines, arcs, cir-
cles, ellipses, polygons, and blocks that can be used by
grouping them in accordance with one’s needs. More-
over, these geometric objects have various formatting
properties, such as layer, colour, line-type, line-weight,
etc. Layer usage is one of the most important factors
of a CAD program. Architectural drawings are usu-
ally made in layers, which are similar to overlapping
sketches.

2.1. Furnishing symbols

Furnishing symbols are drawn as blocks in vectorial
drawing environments. A block is a collection of objects
that is combined into a single object. The use of blocks
is another important factor in CAD programs. In vec-
torial drawing environments, objects are combined so
that multiple geometric objects can be reused in differ-
ent places. Architectural plan designers store repeating
objects in different plans in a library created in block
form. Thus, they reuse these blocks in any planswithout
redrawing them.

Although furnishing blocks differ according to
architect and architecture, they are usually prepared
in the form of a top-down view of the material they
represent. Figure 2 illustrates some sample furnishing
symbols.

Hundreds of different symbols can be adopted for
each class of furnishing used by architects. These
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Figure 2. Some furnishing symbols: (a) Refrigerator (b) Sofa (c)
Stove-oven (d) Dining Table.

Figure 3. Different stove-oven symbols used by different archi-
tects.

symbols are usually specific to an architect and culture.
Figure 3 shows ten different stove-oven symbols.

3. Related work

Architectural drawings are made in the form of floor
plans. Floor plans include walls, rooms, doors, win-
dows, and other decorative symbols. Many studies have
been conducted analyzing architectural floor plans.
These studiesmostly aimed to obtain 3Dbuildingmod-
els from 2D architectural floor plans based on a pattern
recognition approach [5–8].

Ah-Soon and Tombre [9] presented a study to find
door and window symbols in scanned architectural
floor plans using computer vision and pattern recogni-
tion techniques. Dosch et al. [10] described a complete
system for symbol recognition on architectural floor
plans to reconstruct 3D buildings by using computer
vision tools such as segmentation, vectorization, and
feature detection. Guo et al. [11] used an example-
driven symbol recognition approach to analyze symbols
from engineering drawings in their work. This study
can be applied tomany fields. The study has been tested
in architectural floor plans and decorative symbols have
been successfully recognized.Heras et al. [12] presented
a database of scanned real floor plans (CVC-FP) and the
ground-truthing tool (SGT tool) to generate its struc-
tural ground-truth (GT). They also present a bench-
mark on wall segmentation and room detection tasks
in their paper.

There aremany research on isolated symbol recogni-
tion. However, it was not observed the same for symbol
recognition in context. Most symbol spotting tech-
niques work on scanned floor plans. Rezvanifar et al.
[13] offered a wide literature survey on symbol spot-
ting (not recognition) in architectural drawing images.

Symbol spotting refers to the retrieval of graphical sym-
bols embedded in larger images or documents. Addi-
tionally, Rezvanifar et al. [14] propose a deep learning
based framework for symbol spotting on architectural
floor plans.

Although there are a few other datasets for floor
plans in the literature, these also consist of rasterized
images. GREC’2003 [15], GREC’2011 [16], and SESYD
[17] datasets contain either scanned or synthetic archi-
tectural and electrical documents for symbol spot-
ting, recognition, and retrieval. The FPLAN-POLY [18]
dataset contains 42 real floor plans vectorized from
scanned images.

To the best of our knowledge, there is only one study
about the automatic generating of electrical plans from
architectural data. The paper proposes a procedural
approach to automatically generate the residential elec-
trical plans by using a stack-based finite state machine
model [19]. This system receives 2D architectural data
such as wall location as input and yields a customized
electrical plan as output.

In practice, CAD applications (especially in the
design-related industry) do not use rasterized floor
plans, instead, they use vector plans. Therefore, none of
these datasets are appropriate for our study. That’s why
we created our own dataset. In our study, we use vec-
tor (DXF/DWG) files as input to automatically draw the
electrical power symbols. Additionally, the generated
output is also in vector format.

4. Furnishing symbols classification

Furnishing symbol classification is the backbone of
this paper, because all other processes in this study
are carried out based on the recognition of furnishing
symbols. Furnishing symbol classification is an image
classification problem, or a computer vision problem
that takes an image as input and categorizes it into
a prescribed class. In the past, many classification
approaches, such as artificial neural networks, expert
systems, and fuzzy sets, have been widely used for this
task. However, accuracy values for each are compara-
tively lower than for deep learning [20]. Deep learning
is currently the best solution for image classification.

Unlike traditional machine learning and image pro-
cessing techniques, deep learning carries out the learn-
ing process using raw data. Deep learning obtains the
necessary features using representation learning car-
ried out over different layers. Representation learning
includes a group ofmethods allowingmodels to be sup-
pliedwith rawdata (such as the pixel values of an image)
and automatically explore representations for detection
or classification [21]. DNNs have been reached human-
equivalent accuracy in image classification and object
detection [22].

Classical machine learning techniques use manually
extracted features for classification, although CNNs use
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Figure 4. Transfer learning approach.

features automatically extracted from raw images via
convolutional and pooling layers. For learning, auto-
matically extracted features strongly depend on the
training dataset size. If the amount of training data is
not large enough, this may lead to overfitting. To avoid
this, deep CNNs with transfer learning are used [23].

4.1. Transfer learning

Transfer learning (TL) is an approach that aims to apply
the knowledge gained from one task to another, similar
task during the machine learning process.

The most common problem in CNNs is that
researchers usually cannot find enough data to create
a large dataset. Transfer learning is often used when
collecting training data would be expensive or diffi-
cult [24]. It also helps save time and achieve better
performance with less training time. Training a deep
CNN model from zero requires large amounts of both
labelled data and computing resources. However, a pre-
trained CNN model with transfer learning allows a
short-cut in the training process. Experiments show
that transfer learning gives better accuracy on CNNs
than random weight distribution [25]. Figure 4 shows
the transfer learning approach.

There are three type of transfer learning based on
the availability and the amount of labelled data in the
source and target domains: inductive, transductive, and
unsupervised transfer learning [26]. We used induc-
tive transfer learning in this paper. In inductive transfer
learning, a model developed for the source task is used
as a starting point for the target task. For example, using
the information of a model to classify cats and dogs for
vehicle classification.

To transfer the parameters of a CNN, first, the net-
work is trained on the source task with a large amount
of labelled data, such as that in ImageNet. Then, the
convolution and pooling layers are frozen for new tasks.
The last fully connected layer and the classifier are
removed. To use this pre-trained model for new tasks,
one ormore new fully connected layers (adaptation lay-
ers) and a new classifier that matches the target dataset

are added. Finally, the network is trained to update the
weights of new fully connected layers.

The ImageNet is a large image database (over 14
million labelled high-resolution images belonging to
approximately 22,000 categories) designed for object
detection and classification research [27].

Nowadays, transfer learning is used to classify
images in many areas. In particular, learning gained
from the ImageNet dataset is commonly used. Many
advanced pre-trained models, such as Inception-
v3 [28], ResNet [29,30], MobileNet [31], and their
improved versions, are available for researchers on dif-
ferent platforms.

4.2. Dataset preparation

To create a dataset, 1020 furnishing symbol blocks for
23 classes were collected from dozens of real-world
architectural floor plan drawings. The class names are
given in Table 2. These symbols were then saved in
a DXF file to be used and/or expanded publicly by
researchers. A DXF (drawing interchange or exchange
format) file is an either binary or text-based represen-
tation of a drawing file used to interchange drawing
data between CAD programs. The DXF format spec-
ifications are determined by the company Autodesk
[32].

Since the symbols in the CAD files are in vector for-
mat, they were converted to image format at certain
resolutions to be used in a CNN. To investigate which
resolution would give better results, it was necessary to
try different resolution scenarios. Enlarging or shrink-
ing scales in vector data does not change the thickness
of edge lines, but it is not possible to say the same for
bitmap images. When scale changes in a bitmap image,
the image thickens or refines at the edges. Indeed, if
the bitmap image is overly minimized, some lines of
1-pixel thickness may then be lost in the minimized
image. To prevent this, furnishing symbol blocks were
brought to the desired scales in vector format and then
converted into bitmap images. To do this, we created an
application to convert DXF blocks into bitmap images
automatically based on specified parameters such as
size, rotation angle, line-weight, line-type, line-colour,
and background-colour.

While geometric shapes can be similar for any fur-
nishing symbol, architects may create their own style
using line-colour, line-weight, or line-type. To facilitate
the work of the neural network, only geometrical fur-
nishing shapes were used, with a standard colour and a
standard line-weight. Thus, regardless of which colour
or line thickness was used for furnishing, the system
automatically applied white for line-colour and only
one pixel for line-weight; in this way, each furnishing
symbol was converted to the bitmap image.

In deep learning, large datasets are important for
success, although they increase the cost of computation
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Figure 5. The proposed model for the classification of furnish-
ing symbols.

and resources. Not only the size of the dataset but
also the diversity of data is important for success. In
some cases, if a dataset is not large enough, data should
be increased through data augmentation methods. A
dataset can be increased by resizing, rotating, mirror-
ing, or applying distortions [33–35].

The 1020 collected symbols were increased to 24480
symbols using data augmentation. To do this, first, each
block symbol was converted into three separate images
with resolutions of 112 × 112, 224 × 224 and 299 ×
299 pixels. Then, each imagewas transformed into eight
other images by rotation and mirroring. In addition to
the original image, 90◦, 180◦, and 270◦ angles were used
to perform mirroring and rotation. This was also an
advantage for the prepared system, because furnishing
symbols may be placed on the floor plan drawing at
different angles. The dataset is renamed FDS, short for
“FurnishingDataset”. Of this dataset, 25%was reserved
for later use in the testing process.

4.3. Proposedmethod for furnishing symbols
classification

Since we do not have a large dataset, we used a pre-
trained Inception-v3 model with transfer learning to
perform classification. Inception-v3 is the third version
of GoogLeNet, a CNN based on the Inception archi-
tecture [28]. In this study, transfer learning transfers
the knowledge gained from the ImageNet classification
to the furnishing symbol classification. The proposed
model is shown in Figure 5.

Weused theMicrosoftML.NET ImageClassification
API to create a classifier for FDS. The Image Classifi-
cation API uses TensorFlow, an open-source machine
learning platform. During the training process, the
reserved training dataset was split 80:20 into training
and validation sets, respectively. The mini-batch size
was set to 10, and the learning rate was set to 0.01. Thus
the training was completed at 32 epochs.

Figure 6. Accuracy and loss values per epoch on the training
and validation sets.

Table 1. Final accuracy and loss values for FDS dataset.

Training Validation Test

Accuracy Loss Accuracy Loss Accuracy

0.9988 0.0261 0.9842 0.0577 0.9864

4.4. Experimental results on classification

Table 1 shows the final accuracy and loss values for the
training and validation sets. Figure 6 show the accuracy
and loss values per epoch for the training and validation
sets.

The confusion matrix for the test data is given in
Figure 7. The confusion matrix shows that the furnish-
ing symbols are well separated from each other.

The number of block symbols in each class is not
equal. Since the data is imbalanced, it is more appro-
priate to use the F1-score than accuracy. The F1-score
is a common criterion used to rate the success of a
classifier. To calculate the F1-score, we first need to cal-
culate precision and recall values. Precision is the ratio
of true positives (TP) as opposed to false positives (FP)
and recall is the ratio of true positives as compared
to false negatives (FN). The mathematical representa-
tion of precision and recall are shown in Equations (1)
and (2), respectively. TheF1-score is the harmonicmean
of precision and recall, as shown in Equation (3).

Precision = TP
TP + FP

(1)
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Table 2. f1-scores for each class.

No Class Name TP FP FN Precision Recall F-1 Score

1 BED-DOUBLE 372 14 18 0.964 0.954 0.959
2 BED-SINGLE 262 17 8 0.939 0.970 0.954
3 DISHWASHER 177 0 3 1.000 0.983 0.992
4 DOOR-DOUBLE 228 1 0 0.996 1.000 0.998
5 DOOR-SINGLE 407 0 1 1.000 0.998 0.999
6 DOOR-WINDOWED 114 0 0 1.000 1.000 1.000
7 REFRIGERATOR 114 1 0 0.991 1.000 0.996
8 SHOWER 356 0 4 1.000 0.989 0.994
9 SINK 228 0 0 1.000 1.000 1.000
10 SOFA-CORNER 95 1 7 0.990 0.931 0.960
11 SOFA-ONE 311 4 1 0.987 0.997 0.992
12 SOFA-THREE 245 12 7 0.953 0.972 0.963
13 SOFA-TWO 205 6 11 0.972 0.949 0.960
14 STOVE-OVEN 216 0 0 1.000 1.000 1.000
15 TABLE-DINNER 658 9 8 0.987 0.988 0.987
16 TABLE-STUDY 175 4 5 0.978 0.972 0.975
17 TELEVISION 77 2 1 0.975 0.987 0.981
18 TOILET 398 5 4 0.988 0.990 0.989
19 WARDROBE 324 2 0 0.994 1.000 0.997
20 WASHBASIN 384 4 0 0.990 1.000 0.995
21 WASHBASIN-CABINET 211 0 5 1.000 0.977 0.988
22 WASHINGMACHINE 180 1 0 0.994 1.000 0.997
23 WINDOW 300 0 0 1.000 1.000 1.000

Figure 7. Confusion matrix of classification results.

Recall = TP
TP + FN

(2)

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(3)

Fmacro
1 = 1

n

n∑

class=1

F1 (class) (4)

Unlike binary classification, in multi-class classifica-
tion, the F1-score is calculated separately for each class.
The calculated F1-scores for each class are given in the
last column of Table 2. The F1-macro-score is computed
using the arithmetic mean of each class’s F1-scores, as
shown in Equation (4) [36]. Thus, the F1-macro-score
was computed as 0.9859.

We tested the model on 20 real floor plans. A total of
2139 block symbols (furnishing blocks) were detected
in these floor plans. These block symbols are originally
in vector format, and so must be converted into bitmap
images in order to use them in the model. We cre-
ated three separate bitmaps with different resolutions
(112 × 112, 224 × 224 and 299 × 299) for each block.
All conversions are automatically made by our applica-
tion. In this way, we forwarded separately three images
for each block to the created model. If the prediction
for at least two of the three images was the same, it was
considered the model’s prediction. This also allowed us
to conduct a triple check. Table 3 shows the number
of symbols detected and the accuracy rate of the clas-
sification on each floor plan. As seen in the table, the
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Table 3. Test results on 20 real floor plans.

File Name
(floor plan)

Number of symbols
detected

The number of correctly
classified symbols

Accuracy
Rate

M001 125 121 96.80%
M002 125 125 100.00%
M003 151 142 94.04%
M004 64 64 100.00%
M005 131 128 97.71%
M006 122 120 98.36%
M007 62 62 100.00%
M008 117 107 91.45%
M009 152 149 98.03%
M010 114 110 96.49%
M011 90 88 97.78%
M012 52 51 98.08%
M013 174 168 96.55%
M014 130 126 96.92%
M015 119 115 96.64%
M016 49 48 97.96%
M017 67 65 97.01%
M018 125 123 98.40%
M019 38 36 94.74%
M020 132 128 96.97%
Total: 2139 2076 97.05%

proposedmodel achieved 97.05% accuracy on real floor
plans when classifying furnishing symbols.

5. Automated electrical power symbol
placement system

To draw an electrical plan, we place the electrical power
symbols automatically according to the algorithm given
in Algorithm 1. Each step of this algorithm is explained
in the following subSections.

5.1. Roompolygon selection

Room zones on the floor plans are considered as poly-
gons. A polygon can be created by selecting a few points
or by specifying a rectangle (with two corner points). In
the plan drawings, most rooms are rectangular. Zones
in rectangular form can be actively detected within
a locale with the help of the interSection of the wall
lines closest to the left-right-top-bottom position of the
cursor. Figure 8) shows how to automatically select a
zone in rectangular form. Also, a rectangular zone can
easily be selected by clicking two corner points (e.g.
top-left and bottom-right) on the floor plan, as shown
in Figure 8). If the region to be selected is not rect-
angular, for example, is an L-shaped room, then the
boundary points of the zone can be selected with the
help of individual clicks.

5.2. Detection of furnishing symbols inside a
polygon area

In the present work, we need not only object classi-
fication but also object position. The aim of generic
object detection is to locate and classify existing objects
in an image and label them with bounding boxes [37].
If the floor plans in our study consist of raster images,

then we would have to first detect the furnishing sym-
bols by using object detection algorithms such as Faster
R-CNN [38] or YOLO [39].

There are geometrical data in vector files consist-
ing of coordinates, angles, and similar information. The
objects in the vector files are visualized at run-time by
the application program. Because the floor plans in our
study are in vector format, we do not need to use clas-
sic object detection algorithms. All block symbols are
already in a list in vector drawings. In addition, we can
already calculate the boundaries of these block objects
thanks to the geometric data in the file.

All graphical objects with known coordinates inside
a closed polygon were determined according to their
positions, and then the blocks were grouped into a
list. All block objects in the floor plan drawing were
considered as potential furnishing symbols. Thus, fur-
nishing symbols from a selected area were determined
according to their positions.

5.3. Recognition of furnishing symbols

Once a zone (room) was selected and block objects in
the selected zone were listed, each block in this list was
treated as a furnishing symbol. These blocks were con-
verted into individual bitmaps by ignoring the original
line weights/types/colours. Then, each bitmap image
was forwarded to the trained CNN model to recog-
nize the furnishing symbols. Figure 9 shows furnishing
symbol detection and recognition in the selected zone.

5.4. The suggestion of electrical power symbols
based on furnishing symbols

A Look-up table, given in Table 4, was created to place
electrical power symbols when drawing an electrical
plan using the experience of project designers. This
table can be customized according to country and/or
region.

Although the washing machine, dishwasher, and
oven sockets are treated as normal socket material,
the power drawn from them is in fact greater than
for normal sockets: 300–500 watts for normal sock-
ets, 1500–2500 watts for these sockets. Since the power
used by these sockets will be high, each is designed as
a separate circuit in the electrical plan drawing and a
separate circuit breaker is planned for each. Therefore,
these sockets have different symbols in electrical plan
drawings.

5.5. Placing electrical power symbols

When drafting an electrical plan drawing using a CAD
program, the placement of the electrical power symbols
in the right place is the first step. The electrical power
symbols to be placed are selected from Table 4 after
the furnishing symbols are recognized. Some electrical
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Algorithm 1: Automatic electrical power symbols placement system
Input: Architectural floor plan with furnishing symbols.
Output: Architectural floor plan with electrical power symbols placed.
foreach room in floor plan do

Create the polygon that will enclose the room zone. (room-polygon).
List all cad-block-object(s) within the polygon with their locations.

� Note: we know all the furnishing symbols are in block form, so each block will be considered as a
furnishing symbol.

foreach cad-block-object in room-polygon do
Convert the block object to three bitmap images with the specified resolutions (112 × 112,
224 × 224 and 299 × 299) and properties (line-weight: 1px, line-colour: white, line-type:
continuous) for the network.

Recognize the furnishing symbols in the converted images by inputting them into the trained
network.

Determine the electrical power symbols for the recognized furnishing symbols using Table 4.
Place the determined electrical power symbol(s) near the wall line where the furnishing symbol is.

end
end

Figure 8. Selection of the boundaries of a zone: (a) Automatic selection (b) Selection by clicking two corner points.

power symbols are shown in Figure 10. These symbols
are used as blocks in CAD drawings.

It is necessary to detect the most suitable wall line
for the electrical power symbol after recognizing the
furnishing symbol. The selected electrical power sym-
bol is placed on the wall line nearest to the geometric
position where the furnishing symbol is recognized.
To detect the nearest wall line and place the electrical
power symbol appropriately, the following procedures
are performed, in the given order [2]:

• Select the nearest line segment (wall line) to the cen-
tral point (cp) of the identified furnishing symbol.
This line segment will be considered the reference
line (refLine).

• Draw a perpendicular line (perpLine) to the refLine
from the cp and find the interSection point (intPt).

• The angle of perpLine is considered the rotation
angle (rotAng) for the electrical power symbol.

• A specified distance (delta) along the perpLine from
the intPt becomes the insertion point (ToolPt) for
the electrical power symbol.

The placement of the electrical power symbols on
the appropriate line segments (walls) according to the
steps above is shown in Figure 11.

As seen in Figure 12, the electrical power symbols
matching the furnishing symbols found were selected
and placed on the appropriate walls. The light symbol
was selected according to the study in [40] and placed
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Figure 9. Furnishing symbol detection and recognition in the selected zone.

Table 4. Selection of electrical power symbol according to fur-
nishing symbol.

Furnishing symbol #
Electrical

power symbol
Power
(Watt) Description

STOVE-OVEN 1 Oven Soc. 2500 For oven
2 Normal Soc. 300 For stove

WASHINGMACHINE 1 Wash. Mac. Soc. 2500
DISHWASHER 1 Dishwasher Soc. 2000
REFRIGERATOR 1 Normal Soc. 300
SINK 1 Normal Soc. 300 For various kitchen

appliances (Kettle,
blender, mixer. . . )

TABLE-DINNER 1 Normal Soc. 300
TELEVISION 1 Normal Soc. 300 For TV

2 Normal Soc. 300 For satellite receiver
3 Antenna Soc. –
4 Phone Soc. –

TABLE-STUDY 1 Normal Soc. 300 Computer, Table
Lamp,. . .

2 Phone Soc. –
SOFA-TWO 1 Normal Soc. 300
SOFA-THREE 1 Normal Soc. 300 To the right side

2 Normal Soc. 300 To the left side
SOFA-CORNER 1 Normal Soc. 300
BED-DOUBLE 1 Normal Soc. 300 To the right side

2 Normal Soc. 300 To the left side
BED-SINGLE 1 Normal Soc. 300
WASHBASIN-CABINET 1 Waterproof Soc. 300 Electric shaver, hair

dryer. . .
DOOR-SINGLE 1 Light switch –

in the appropriate place. The readers can refer to [40]
for detailed information about selecting and placing
appropriate luminaires according to the specified zone
(room), based on lighting calculations.

6. Conclusions and future work

This paper carries out a study to intelligently draw elec-
trical power symbols in appropriate places, depending
on furnishing symbols, in order to automatically draw

Figure 10. Some electrical power symbols: (a) Normal Socket,
(b) Waterproof Socket, (c) Dishwasher Socket, (d) Washing
Machine Socket, (e) Oven Socket, (f ) Single Light Switch, (g)
Double Light Switch, (h) Phone Socket, (i) Antenna Socket.

Figure 11. Placement of electrical power symbol on the appro-
priate wall.

electrical plans. To the best of our knowledge, deep
CNN and transfer learning are used for the first time
in electrical plan drawing to automatically place elec-
trical power symbols. With this study, a new vision has
been presented for the automatic placement of elec-
trical power symbols based on the recognition of fur-
nishing symbols. After recognizing furnishing symbols,
algorithms were developed and successfully applied to
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Table 5. The steps of “the automated electrical power symbols placement for electrical plan drawing”.

Step-1
• Rectangular zones can be selected automatically by clicking inside an area with the help of cursor

crosshair reference lines (see Figure 8)).
• Selection of a zone (room) is carried out by clicking two corner points (see Figure 8)).
• Any polygonal room can be selected by individual clicks on the corner points of the zone.
• A polygon is created that determines the boundaries of the zone (room-polygon).

Step-2
• All block objects inside the room-polygon are listed.

∗ Seven blocks are listed in the left-hand figure.
• Each block will be considered a furnishing symbol.
• Convert each block to three bitmap images with the specified resolutions (112 × 112, 224 × 224 and

299 × 299) and properties (line thickness: 1 pixel, line colour: white, line type: continuous) for the
CNNmodel.

• Forward each converted image to the trained CNN model to classify/recognize the “furnishing
symbols”.
∗ If the prediction for at least two of three images is the same, then it will be considered as the
prediction of the model.

Step-3
• Determine the electrical power symbols for the recognized furnishing symbols using Table 4.
• Place the identified electrical power symbols on the nearest wall line where the furnishing symbol is.
• Place the lighting fixture in the centre of the selected area.

∗ The type, number, and position of the selected lighting fixture are determined according to [40].

Figure 12. Placement of electrical power symbols according to
recognized furnishing symbols.

automatically place electrical power symbols in appro-
priate locations. The steps of the study are summarized
in Table 5.

The proposed system works on vector-based real-
world residential architectural floor plans. The furnish-
ing (decorative) symbols should be in block forms. The
furnishing symbols used in this study were selected

only from among the those most commonly used for
residential buildings.

Furnishing symbol classification is basically an
image classification problem. From past to present,
muchwork has been done to classify images. Numerous
different (new or pre-trained) CNN models (ResNet,
MobileNet, VGG, etc.) with different fine-tuning can be
tested to improve the success of classification for this
objective.

The automated placement of the electrical power
symbols successfully depends on the correct recogni-
tion of the furnishing symbols. Therefore, it can be said
that the success of the proposed system is the same as
the success of the classification. Since we created the
dataset for the proposed system ourselves, it would not
be appropriate to compare it with the previous symbol
recognition studies. Yet the success rate of 97.05% is a
very satisfactory result.

We used the Microsoft ML.NET Image Classifica-
tion API in the .Net environment to create a classi-
fier model for furnishing symbols. Satisfactory results
were obtained according to the success of the proposed
model. This study will stimulate the use of artificial
intelligence in the field of electrical plan drawings.
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The furnishing symbol dataset and test floor plans
(in dxf, pdf and jpg formats) are publicly available at
https://www.kaggle.com/bayramakgl/furnishing-data
set.

A video from the implementation of this study is
available for the electronic version of this paper as
supplemental material.

We aim to draw a fully automatic electrical plan
drawing. In the future, we would expect to parse floor
plans for rooms automatically instead of selecting them
manually. This will take us one step closer to fully auto-
mated electrical plan drawings. Room types can be
identified according to the furnishing symbols inside.
For example, if an oven symbol is recognized in a room
zone, this means this zone is most likely a kitchen. In
our previouswork [40], we created a lighting simulation
program that makes recommendations for the number
of luminaires, types, and insertion points to be placed in
a three-dimensional closed area to provide a predeter-
mined minimum illumination level in accordance with
the type, size, and purpose of use. By integrating this
previous work into our current study, we will be able
to automatically place the correct number and type of
lighting fixtures in the automatically identified rooms.

Automating the drawing process in CAD applica-
tions involves obtaining engineering calculations from
the drawing. Consequently, the next step of this study
is to connect electrical power symbols to distribution
panels automatically and to ensure that all calculations
are done in the same manner.
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