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Abstract
Image and video data make up a significant portion of the content shared over the Internet and social media. The use of 
image and video communication allows more information to be shared while simultaneously presenting higher risks in 
terms of data security. The traditional encryption schemes are general purpose; however, to encrypt image and video data, 
application-specific encryption solutions are needed. An image or a video frame comprises a two-dimensional matrix where 
pixel intensity values are integers in range [0,255], leading to data redundancy problems. Moreover, the bulk amount of 
image and video data adds another challenge when deploying security primitives. In this paper, a novel coupled map lattice 
system-based image cryptosystem has been proposed that uses generalised symmetric maps for generation of pseudo-random 
sequences. The generalization of symmetric maps allows the user to choose the source of pseudo-random sequence genera-
tion by varying a single control parameter. Other adaptive control parameters ensure an adequate degree of randomness in 
the generated sequences. The proposed encryption system relies on three independent sources of pseudo-random sequence 
generators, which are further re-randomized before the final encryption process. Comprehensive experimentation has been 
performed to test the proposed system against various attack models on publicly available datasets. A detailed comparative 
analysis has also been conducted with existing state-of-the-art image encryption techniques. Results show that the proposed 
algorithm provides high information entropy, negative correlation, large key space, and high sensitivity to key variations, 
and is resistant to various types of attacks, including chosen-text, statistical, and differential attacks.

Keywords Coupled map lattice · Generalised symmetric map · Cryptography · Image encryption

Introduction

Chaos was brought to prominence by Lorenz more than a 
half century ago, and has been studied extensively since then 
[1]. Over this time, the concepts of chaos theory have been 
applied to an increasing number of concrete systems, includ-
ing, as is discussed in this paper, cryptography [2]. The 
research in chaotic systems ranges from low-dimensional 
to high-dimensional systems with complex chaotic behav-
iour [3]. In a recent study, we surveyed existing state-of-
the-art chaos-based encryption schemes for image data that 
have been applied in spatial, temporal, and spatiotemporal 

domains [4]. Further research led to the exploration of spa-
tiotemporal systems commonly known as Coupled Map 
Lattices (CMLs), that exhibit highly complex behaviour in 
discrete time, discrete space, with continuous state. In early 
literature, CML systems have been successfully applied in 
the fields of pattern dynamics [5–12] and vacuum fluctua-
tions in high-energy physics [13]. The Japanese scientist 
Kaneko created the diffusive CML model, which is one 
of the most studied CMLs [14]. Despite the fact that the 
proposed model by Kaneko generates quite complex spati-
otemporal chaos, in terms of cryptography, it has shortcom-
ings [15]. In particular, the CML system may have a limited 
range of parameter space which is chaotic which can limit its 
applications in the field of cryptography due to a restricted 
key space.

Researchers have come up with numerous solutions to 
improve the spatiotemporal behaviour of CML systems 
and also improve the region of parameter space for which 
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the CML is chaotic. In 2011, a Globally Non-local Cou-
pled Map Lattice (GNCML) model was proposed [16]. The 
authors in [17, 18] introduced a One-Way Coupled Map Lat-
tice (OCML) and Two-Way Coupled Map Lattice (TCML), 
respectively. The idea of a stochastic-based coupled map 
logistic map lattice was presented by Sinha et al. [19]. Some 
researchers improved Sinha’s model, and some introduced 
new stochastic coupled logistic models [20–23]. The above-
mentioned CML versions are based on non-adjacent lattices 
that are randomly generated and are not restorable, and thus, 
despite the improvements, their use is greatly restricted. 
Later, Zhang et al. proposed a mixed linear-nonlinear cou-
pled map lattice [24] and an Arnold Coupled Logistic Map 
Lattice (ACCML) [25]. Some published work exists on dif-
ferent dimensional systems, Kaneko et al. introduced one 
and two-dimensional lattice systems [26], Muruganandam 
et al. presented low-dimensional behaviour in a three-dimen-
sional CML system [27], whereas Zhang et al. proposed a 
CML system in four-dimensional space [28]. Furthermore, 
the above-mentioned publications are based on static cou-
pling CML systems. Xingyuan et al. proposed a CML sys-
tem based on dynamic coupling coefficients which can be 
abbreviated as Logistic Dynamic Coupled Map Lattice 
(LDCML) [29].

Despite the improvements suggested by researchers for 
CML systems, there is still a need to address the issue of 
the range parameter space for which CML lattices exhibit 
chaos. The majority of the proposals discussed above use 
the logistic map as the local map for the CML system. The 
logistic map is a second-order map that belongs to the fam-
ily of symmetric maps [30]. In an earlier study, we pro-
posed the idea of generalised symmetric maps to be used 
as local maps instead of the logistic map. Another contri-
bution of that study was to introduce the idea of adaptive 
control parameters that would increase the probability that 
the CML system remains in the chaotic zone for a larger 
range of parameter choices. This study was implemented to 
generate pseudo-random sequences for Internet of Things 
(IoT) sensor devices. In the present work, we have extended 
the proposed idea to image encryption as an application of 
information security. Since there has already been significant 
work done in the field of image encryption, we contribute 
here by proposing a new image encryption algorithm that 
comprises multiple CML systems. The proposed encryp-
tion algorithm has been validated on different datasets and 
tested for different type of attacks. The results prove that 
the proposed encryption algorithm is quite robust to various 
types of attacks and holds a large key space which makes it 
a stronger candidate compared to existing algorithms with 
smaller key space.

The rest of this paper is organized as follows: in the sec-
tion “Related work”, related works are discussed. In the 
section “A CML model with GSM and adaptive control 

parameter”, the CML model with Generalised Symmetric 
Map (GSM) and adaptive control parameters is explained. 
In the section “Analysis of proposed system”, the behaviour 
of the proposed CML system is analysed and explained. The 
section “Application in image in encryption” comprises the 
new image encryption algorithm and its testing against vari-
ous types of benchmarks. Finally, in the section “Conclu-
sion”, the conclusion of the study is put forward.

Related Work

In 2016, Hao et al. proposed a one-dimensional CML sys-
tem as an application to image encryption [31]. Whereas, in 
2020, Sun et al. introduced a two-dimensional non-adjacent 
coupled map lattice model [32]. The proposed CML sys-
tem was used for image encryption, where a chaos-based 
mixed scrambling technique was used for pixel shuffling 
and knight’s tour method was used for image diffusion. The 
initial values for scrambling and diffusion were seeded from 
the proposed CML system.

In 2014, Ying et al. presented a symmetric image encryp-
tion scheme based on mixed linear-nonlinear coupled map 
lattices [33]. They introduced another coupling parameter 
and two additional control parameters to the original CML 
system proposed by Kaneko. The values of the control 
parameters were generated using the Arnold cat map. They 
applied the proposed idea to generate a 400-bit long key to 
encrypt and decrypt images. In 2016, the authors tried to 
improve the previously proposed system and added DNA 
sequence encoding rules to randomize the generated key 
from the CML framework [34].

The complexity of DNA sequences makes them a suitable 
candidate to be used with CML systems for image encryp-
tion. Li et al. proposed a secure and efficient algorithm for 
image encryption based on DNA encoding and coupled 
map lattices [35]. In another study, the authors used DNA 
coding with bitwise XOR operations to encode the image 
and used a CML system for row and column shuffling [36]. 
Zhen et al. further introduced an image encryption scheme 
that combined spatiotemporal chaos, DNA sequences, and 
entropy [37]. In 2017, a research article on an image cryp-
tosystem was published that used DNA insertion and dele-
tion for the encryption process [38]. They also suggested 
modifications to the CML system by deploying the logistic-
sine system (LSS) instead of the logistic map convention-
ally used. Recently, an image encryption and transmission 
strategy was proposed using DNA encryption and a double 
chaotic system [39]. The term double chaos means that it 
comprises of two different chaotic sources, namely: (1) an 
optical chaotic system and (2) a coupled map lattice system. 
The proposed model comprises master and slave lasers to 
generate optical chaos, a coupled map lattice chaotic system, 
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and DNA complementary rules to generate a 128-bit encryp-
tion/decryption key.

CML and DNA sequences were collectively used recently 
in a study for colored images [40]. The three color compo-
nents from a colored image are extracted to form a matrix, 
on which a confusion operation is applied using CML 
sequences and permutation is applied using DNA sequences. 
In another study on color images, DNA encryption was pro-
posed using a CML system and one-time keys [41]. The 
proposed idea relies on generating keys using an SHA-256 
hashing function, converting the color components into 
DNA matrices. Confusion and permutation are then per-
formed on the combined DNA matrix, applying DNA addi-
tion, subtraction, and XOR operations to DNA blocks, and 
final transformation of DNA matrices to decimal matrices. 
The authors in [42] introduced a customized globally cou-
pled map lattice for color image encryption. A key image of 
the same size as the original image is created and the values 
for the key image are populated using a logistic map. The 
key image is shuffled and replicated into four images of the 
same size. A confusion phase is performed, and one of the 
four images is chosen as the key image, whereas the other 
three images are combined to create a cipher image.

There have been several other interesting advancements in 
image encryption schemes involving CML systems. A recent 
study proposed a hybrid model of a modified genetic algo-
rithm and coupled map lattices to encrypt medical images 
[43]. The authors in [44] proposed a fast image encryption 
technique that utilizes non-adjacent dynamically coupled 
map lattices. Wang et al. used nonlinear diffusion-based 
multiple coupled map lattices to perform image encryp-
tion [45]. In another study, the authors tried to rectify the 
problem of key diffusion for encrypted images [46]. They 
suggested the replacement of half transient iterations with 
the iterations form coupled map lattices. In a study for color 
image encryption, the authors introduced a cryptosystem 
based on coupled map lattices and a fractional-order cha-
otic system [47]. They also proposed a different shuffling 
method for the permutation–diffusion phase, in which the 
original image is segregated into four subparts, and then, the 
positioning in the whole image is shuffled. Some research-
ers also used statistical concepts for image encryption. In 
[48], a new image encryption method has been introduced 
combining coupled map lattices and the Markov properties. 
They claimed that the kind of chaos generated using Markov 
properties has higher complexity than logistic or tent maps.

Considering the literature discussed in this section, it can 
be deduced that in most of the proposals, the image encryp-
tion algorithms have been intentionally made complicated and 
computationally hefty. In some cases, the image is copied four 
times and further operations applied on them are overheads. 
Using already existing techniques like DNA sequences, Arnold 
cat maps, and Markov models in conjunction with a CML 

system is arguably, not necessary, as a CML system alone is 
capable of generating complex and pseudo-random sequences 
that could form a robust cryptosystem. Also, in the context of 
CML system improvement, some researchers presented solu-
tions with CML systems using non-adjacent lattices, dynamic 
coupling, and so on, but they do not necessarily contribute 
towards increasing the key space of the cryptosystem. In this 
study, we propose a very simple and novel image encryption 
algorithm which uses multiple CML systems to generate a 
strong cipher image. The CML system used for image encryp-
tion is also novel, as its local maps are based on generalised 
symmetric maps (GSMs) proposed in a recent study [49]. The 
CML system relies on an adaptive control parameter which 
increases the probability that the CML system stays in chaotic 
region for a larger fraction of parameter choices.

A CML Model with GSM and Adaptive 
Control Parameter

In the spatiotemporal system proposed in this paper, the 
local maps are chosen from the family of symmetric cha-
otic maps. We generalise the choice of symmetric chaotic 
maps by allowing the user to simply choose the value of � 
to select a map from symmetric chaotic maps family. This 
increases the map options to choose from, whereas in con-
ventional CML systems, usually logistic map is used. This 
liberty of options to choose local maps in turn increases 
the key space for the CML system. We also propose the 
idea to make the control parameter corresponding to chosen 
� value to be adaptive, which automatically tunes itself to 
keep the selected chaotic map above the accumulation point. 
This improves the overall behaviour of the CML system and 
increases the likelihood of the generation of highly chaotic 
and complex sequences.

CML Systems

There exists a series of studies on spatiotemporal systems 
from the 1980s that were applied to electrical circuitry, but, 
as noted earlier, Kaneko is credited with the introduction of 
the CML model as it is commonly defined [50]. The CML 
model can be visualised using the difference equation (1) 
that presents the diffusive CML model [51]

Equation (1) shows a two-way diffusive CML model, where 
every node of the lattice is linked to left and right neighbour-
ing nodes with a coupling factor ( � ). Parameter i denotes 
the present node, where (i − 1) and (i + 1) refer to the left 
and right neighbouring nodes, respectively. The value of i 
ranges between (1 ≤ i ≤ N) where N is the number of lattice 

(1)
xn+1(i) = (1 − �)f (xn(i)) +

�

2
[f (xn(i + 1)) + f (xn(i − 1))].
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points in the CML . � is the coupling factor that links lattices 
together and ranges between [0,1]. The system has discrete 
time steps with the current time denoted by n. The f(x) is the 
local map function for the CML system, which is tradition-
ally the logistic or tent map, but in the proposed model, f(x) 
is chosen as a GSM. The lattice points in the CML system 
follow looped structure, which means that the first and last 
nodes of the lattice are linked together. For instance, in a 
CML system with ten lattice points (N = 10), and the present 
lattice number i is also 10. Then, the neighbouring nodes for 
10th lattice point would be (i − 1), i.e., 10 − 1 = 9 th lattice 
point and (i + 1), i.e., 10 + 1 = 1 st lattice point.

Generalised Symmetric Maps (GSM)

The generalised symmetric map is defined over the unit inter-
val as

where � represents the order of the map which we restrict to 
the range [0.5,4], while � is the control parameter that ranges 
between [0,1]. Figures 1, 2, 3 and 4 show the mappings and 
pseudo-phase space trajectories for symmetric maps. Fig-
ure 1 represents first-order tent map which can be simply 
used by setting the value of � to 1 in Eq. (2). Figure 2 shows 

(2)f (x) = �(1 − |1 − 2x|�),

second-order logistic map, Fig. 3 shows third-order sym-
metric map, and Fig. 4 shows the fourth-order quartic map.

Any of these maps, or other maps from symmetric maps 
family can simply be used by setting the � value to a map 
order number in Eq. (2). Thus, the parameter � produces 
a selection of symmetric maps to choose from, which 
contribute towards a larger key space for the CML-based 
cryptosystem.

Adaptive ˇ

In general , chaotic maps only exhibit chaotic behaviour over 
a range initial conditions and control parameters. The point 
at which the chaotic map first moves into chaotic zone from 
a non-chaotic region is termed the accumulation point (a) 
for that map (Fig. 5).

For the logistic map, � is set to 2 and the accumulation 
point lies between 0.89 and 0.90 (0.8925 to four decimal 
places). Furthermore, to calculate the accumulation trend for 
other symmetric maps, we analyse their Lyapunov exponents 
[52]. The Lyapunov exponent allows us to quantify the cha-
otic behaviour of a map, as positive Lyapunov values repre-
sent chaos and negative values show non-chaotic behaviour.

The variation of accumulation point with control param-
eter � is shown in Table 1. For the purpose of the image 
encryption algorithm, we consider � to be ( 0.5 ≤ � ≤ 4.0 ) 
to have positive and consistent � values that produce chaotic 

Fig. 1  a Mapping and b pseudo-phase space trajectory of the first-
order tent map

Fig. 2  a Mapping and b pseudo-phase space trajectory second-order 
logistic map

Fig. 3  a Mapping and b pseudo-phase space trajectory of the third-
order symmetric map

Fig. 4  a Mapping and b pseudo-phase space trajectory fourth-order 
quartic map
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behaviour. To further visualise the trend of accumulation 
points with respect to � values, we perform interpolation of 
points, as shown in Fig. 6. It can be seen that for any value of 
� , there is a corresponding accumulation point value.

To further ensure that the map chosen in Eq. (2) remains 
in chaos for majority of time, we introduce a concept of an 
adaptive � . The adaptive � can be represented using Eq. (3)

where a is the accumulation point value, and � is a new tun-
ing parameter introduced to control the spread of values and 
should be positive ( 𝛾 > 0 ). i denotes the present lattice value 
and ( ad�i ) is the adaptive � ranging between a ≤ ad�i ≤ 1 . 
Equation (3) does not guarantee chaos, but ensures that the 
control parameter remains above the accumulation point 

(3)ad�i = a + (1 − a)(1 − �−�i),

value and below 1, which increases the possibility of a sys-
tem to be in the chaotic zone.

Analysis of Proposed System

A thorough analysis was performed to analyse the behaviour 
of the CML system with the GSM as local map and adaptive 
� values being used. One of the most reliable measures is 
to observe the Kolmogorov–Sinai (KS) entropy behaviour 
of the system [53]. The entropy patterns of the system can 
identify the chaotic and non-chaotic zones based on the con-
trol parameters and initial conditions. Another tool to study 
the characteristics of a system is to analyse the bifurcation 
diagrams [54]. Bifurcation diagrams can be plotted for every 
individual lattice to inspect its behaviour. In the next subsec-
tion, detailed results on KS entropy and bifurcation analysis 
have been provided.

Kolmogorov–Sinai Entropy Analysis

In one of the early studies published by Kaneko, he explained 
the information flow and Lyapunov analysis specifically for 
coupled map lattices [55]. For an N-dimensional CML sys-
tem, there exist N Lyapunov exponents for the system. To 
obtain the Lyapunov spectra of the CML system, the product 
of Jacobi matrices Jp is required which could be calculated 
using Eq. (4)

(4)Jp = lim
n→∞

Jn.Jn−1.Jn−2...J2.J1,

Fig. 5  Accumulation point for logistic map and represents the relationship between Lyapunov exponents and Accumulation points (a)

Table 1  Accumulation point value for corresponding � values

Control parameter ( �) Accumulation point (a)

0.25 Non-chaotic
0.5 1.0
0.7 0.72
1.0 0.50
1.5 0.82
2.0 0.90
2.5 0.93
3.0 0.95
3.5 0.97
4.0 1.0
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where n is referred to the time step and Jn is the single Jaco-
bian calculated at time step n. The product of all individual 
Jacobians leads to Jacobi product ( Jp ). Once eigenvalues are 
extracted from Jp , calculating natural logarithm of the eigen-
values results in Lyapunov exponents as shown in Eq. (5)

In above equation, �i refers to the ith Lyapunov exponent 
ordered as {�1 ≤ �2 ≤ ⋯ ≤ �N} , this set defines the Lya-
punov spectra. To calculate the KS entropy for the system, 
the sum of positive Lyapunov exponents is divided by the 
dimension of the system

In the above equation, N denotes the dimension of the CML 
system, �i refers to the positive Lyapunov exponents, and 
h� is the KS entropy density for the system. To analyse the 
KS entropy density of the CML system, we perform several 
experiments with varying parameters.

Figures 7 and 8 shows some results from the KS entropy 
density analysis; Fig. 7 is the KS entropy plot for a sys-
tem with 50 lattice points, 500 initial discarded iterations, 
1000 calculated iterations and � set to 0.15, whereas Fig. 8 
shows the KS entropy diagram for a system with 150 lattice 
points, 500 initial discarded iterations, 1000 calculated itera-
tions and � set to 0.15. Few empty regions can be observed 
close to a coupling factor ( � ≅ 0.15 ) and corresponding val-
ues for � in range ( 1.5 ≤ � ≤ 4 ), and these areas represent 

(5)�i =

(
1

n

)
ln(|eigenvalues(Jpi)|).

(6)h𝜇 =
1

N

∑

𝜆i>0

𝜆i.

non-chaotic zones. Whereas, for the � in range [0,0.1] and 
[0.2,1], the trend of entropy density is very stable, and the 
system is in chaos with high entropy values. The results from 
Figs. 7 and 8 also show that increasing the number of lattices 
smooths the entropy plots. It can be also deduced from KS 
entropy density experiments that overall the CML system 
with GSM and adaptive � is chaotic for the majority val-
ues with the exception of a small region at coupling factor 
( � ≅ 0.15).

Bifurcation Analysis

The KS entropy density analysis discussed in the previous 
section presents an idea of the overall system entropy behav-
iour, whereas with bifurcation diagram, detailed system 
behaviour of individual lattices can be studied. The bifurca-
tion diagram for each lattice point was plotted for increas-
ing � values on the x-axis in range [1,4], across the values 
generated by the CML system on the y-axis ranging between 
[0,1]. Figure 9 shows the bifurcation diagrams visualised for 
a system with 50 lattice points, 1000 initial discarded itera-
tions, 2000 calculated iterations, and � value 0.15. Figure 9 
has further been segregated on the basis of 1st, 25th, and 
50th lattice plots shown as the columns of the figure, and the 
rows denote increasing coupling factor values ( � = 0.2, 0.5 
and 0.8). Similar experiments were performed for the CML 
system with 150 lattice points, 1000 initial discarded itera-
tions, 2000 calculated iterations, and � set to 0.015.

Following the same pattern to analyse the first, middle, 
and last lattice point, bifurcation diagrams in Fig. 10 show 
the behaviour of a CML with 150 lattice points.

Fig. 6  Accumulation point trend for corresponding � values
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Application in Image in Encryption

The arrival of high-speed Internet has allowed digital 
media (specially images and videos) to be easily accessed 
by the general public. This great facility comes at the cost 
of great risk, as multimedia data contain a much higher 
amount of information than text. There are several tra-
ditional encryption schemes available, for instance; 

Advanced Encryption Standard (AES) and Data Encryp-
tion Standard (DES), but they might not be the best fit 
for image or video encryption purposes. Some inherent 
properties of images such as high redundancy in pixel data 
and bulk data capacity make them different from normal 
text data [56]. Unlike plain text, an image comprises of a 
two-dimensional matrix where pixel intensity values, that 
are integers in [0, 255], lead to data redundancy problems. 
The use of conventional encryption techniques can leave a 

Fig. 7  KS entropy plots for CML systems with 150 lattices, for 500 initial discarded iterations, 1000 calculated iterations, [ 0.5 ≤ � ≤ 4 ], cou-
pling factor [ 0 ≤ � ≤ 1 ], and � adaptive

Fig. 8  KS entropy plots for CML systems with 50 lattices, for 500 initial discarded iterations, 1000 calculated iterations, [ 0.5 ≤ � ≤ 4 ], coupling 
factor [ 0 ≤ � ≤ 1 ], and � adaptive
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pattern that could be exploited if a value is repeated sev-
eral times in the ciphertext. These facts lead to the need 
of developing a cryptosystem able to encrypt every pixel 
value using a unique key and able to generate a random 
patterns in the ciphertext.

Algorithm Description

Figure  11 shows the overall hierarchy of the modules 
involved in the proposed image encryption system. This 
framework comprises three independent CML systems that 

Fig. 9  Bifurcation diagrams for CML system with 50 lattice points for increasing coupling factor and different lattice numbers

Fig. 10  Bifurcation diagrams for CML system with 150 lattice points for increasing coupling factor and different lattice numbers
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generate pseudo-random sequences based on different key 
parameters. These pseudo-random sequences are further 
re-randomized to ensure randomness of the generated pat-
tern. Based on the pseudo-random sequences, confusion and 
permutation operations are performed. A separate module 
for XOR operations adds another layer of security. For all 
these operations, separate sequences from independent CML 
systems are used, which makes the system complex and hard 
to guess the seed key values. The encryption and decryption 
processes and their working is explained in the next section.

Encryption Process

The overall encryption process comprises of six main steps:
STEP 1: Image pre-processing

– The original image is converted from RGB to grayscale 
for processing.

– In this paper, a weighted method has been used which 
converts RGB values to grayscale values by forming a 
weighted sum of the Red (R), Green (G), and Blue (B) 
components as: 0.2989 * R + 0.5870 * G + 0.1140 * B.

STEP 2: Key initialization

– For the proposed system, initial conditions and control 
parameters for the CML system act as encryption keys.

– There are three independent CML systems in the pro-
posed model, and therefore, they need separate inputs to 
generate unique pseudo-random sequences.

– The key inputs for all three CML system are as follows: 
CML1: x1(0), i1, �1 , �1 , �1 , �1 , CML2: x2(0), i2, �2 , �2 , 
�2 , �2 , and CML3: x3(0), i3,�3 , �3 , �3 , �3.

STEP 3: Pseudo-random sequences generation using 
multi-CML system

– CML system 1, 2, and 3 are supplied with the initializa-
tion parameters as shown in step 2.

– CML system 1, 2, and 3 output unique pseudo-random 
sequences X1, X2, and X3, respectively.

STEP 4: Re-randomization of CML system output 
sequences

– For re-randomization of the CML sequences, another 
control parameter (R) is introduced which also contrib-
utes towards the encryption key.

– CML sequences X1, X2, X3 and R1, R2, R3 are 
given as input to the re-randomization module 
Y = (round(X ∗ Rmod(256)).

– The above equation generates Y1, Y2 and Y3 as final 
pseudo-random sequences to be used for encryption.

STEP 5: Confusion phase

Fig. 11  Architecture of the proposed image encryption system
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– The confusion phase scrambles the image pixels to 
make the image unrecognizable.

– The pseudo-random sequence Y1 is used for arow rota-
tion process.

– If the random sequence value for Y1 is even, the cor-
responding pixel P(x, y) moves Y1 spaces to the left 
of present pixel position, i.e., P(x − Y1, y) . Whereas, 
if the sequence value for Y1 is odd, the pixel is moved 
Y1 spaces to the right with respect to the present pixel 
position, i.e., P(x + Y1, y).

– The pseudo-random sequence Y2 is used for column 
rotation process.

– If the random sequence value for Y2 is even, the cor-
responding pixel P(x, y) moves Y1 spaces to the top 
of present pixel position P(x, y + Y2) . Whereas, if the 
sequence value for Y2 is odd, the pixel is moved Y2 
spaces to the bottom with respect to the present pixel 
position P(x, y − Y2).

STEP 6: Additional security

– XOR operator has a special characteristic that makes it 
suitable for in cryptography, it is irreversible without 
the knowledge of key it was used to XOR with.

– Each image pixel of the shuffled image from Step 5 is 
XORed with pseudo-random sequence Y3.

– Confusion phase scrambles the location of image 
pixels, whereas XOR operation changes the value of 
image pixel to some other value that has no relation to 
the original image.

The completion of the above six steps leads to the genera-
tion of a cipher image which cannot be recognized visu-
ally as well as statistically. Figure 12 shows an illustration 
of image encryption for a publicly available image (boat.
jpg) of size 512 × 512 pixels. All the images used for 
experiments in this paper have been taken from publicly 
available image datasets by University of Southern Cali-
fornia [57] and University of Waterloo [58]. The parame-
ters used as keys for the encryption process are as follows: 
x1(0) = 0.2563 , x2(0) = 0.3765 , x3(0) = 0.7452 , �1 = 0.7 , 
�2 = 1.1 , �3 = 2.5 , �1 = �2 = �3 = adaptive, �1 = 0.250 , 
�2 = 0.150 ,  �3 = 0.250 ,  �1 = 0.8 ,  �2 = 0.5 ,  �3 = 0.4 , 
i = 10 , R1 = 5 × 105 , R2 = 2 × 105 , R3 = 3 × 105 . The 
number of iterations was set to 7 × 104 for the CML sys-
tem [Eq. (1)]. Figure 12a and b shows the original image 
and its histogram, whereas Fig.12c and d represents 
the cipher image and its histogram. It can be seen from 
the figure that the histogram of the cipher image shows 
no information that could match to the original image 
histogram.

Decryption Process

The decryption method is exactly the reverse procedure as 
the encryption process. The six steps shown in the encryp-
tion process are repeated with the same parameters and 
keys used for encryption of the image. The bottom row of 
Fig. 12e shows the decrypted image and (f) is the histo-
gram plot. The information can be matched with the original 
image and its histogram also shown in Fig. 12 (top row), 
the recovered image (bottom row) is exactly the same as the 
original image.

Histogram Analysis

Some chaos-based image encryption schemes can generate 
an encrypted image that visually does not look like the origi-
nal image, but with a few statistical tests, the original image 

Fig. 12  Illustration of image encryption and decryption process 
applied on boat image (image size = 512 × 512)
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can be recovered from original image [59–61]. Histogram 
analysis is a universally used statistical method to look out 
for the image signal details. For fair testing of the proposed 
algorithm, we choose images of different sizes and colors 
(grayscale and RGB) to be verified with histogram equaliza-
tion scheme. Figure 13 shows the results of the experiments 
performed on four images with different characteristics (size 
and color). Figure 13a is the histogram plotted for the gray-
scale lena image of size 256 × 256 , and (b) shows the histo-
gram of same image after proposed encryption scheme was 
applied on it. Figure 13c is the histogram for the grayscale 
cameraman image of size 256 × 256 , and (d) shows the his-
togram of the encrypted cameraman image.

Figure  13e is the histogram for the colored baboon 
image of size 512 × 512 , and (f) shows the histogram of 
the encrypted baboon image. It can be clearly observed 
that despite the different type of image samples used, the 
encrypted images do not reveal any information that could 
relate to original images as the histograms of encrypted 
images show even distribution of grayscale levels.

Key Ssensitivity Testing

Testing the cryptosystem against key sensitivity is one of 
the most important tests, as it determines the security level 
of the system. Cryptosystems with higher sensitivity to keys 
are considered suitable for encryption purposes, as they do 
not allow the data to be decrypted if there is a slight change 
made to the encryption key. Table 2 shows two types of keys 
used for key sensitivity analysis. KEY1 (original) is the key 
that was used to encrypt the original image, whereas KEY2 
(corrupted) is assumed as a corrupted version of key that an 
attacker might use.

The top row of Fig. 14 shows the lena image that was 
encrypted using KEY1 and its histogram, while the bottom 
row shows the image decrypted using KEY2 and its histo-
gram. This can be deduced from the tests that even if a minor 
change as small as 1 × 10−15 is made to the key, then the 
proposed cryptosystem would not accept it as the decryption 
key and will fail the decryption process.

Key Space Analysis

The key space of a cryptosystem is considered a factor to 
categorize the robustness of a cryptosystem towards brute 
force attacks. There are no criteria of an ideal key space, 
but a key space should at least be 2100 to resist brute force 
attacks [62]. There are a total of 19 initial conditions and 
control parameters that serve as the encryption key for 
the proposed system (x1, x2, x3, �1 , �2 , �3 , �1 , �2 , �3 , �1 , 
�2 , �3 , �1 , �2 , �3 , i, R1, R2, R3). The experiments for the 
implementation of the proposed system were performed 

Fig. 13  Histograms of original images and encrypted images

Table 2  Two different versions of keys used for key sensitivity testing

KEY1 (original) KEY2 (corrupted)

x1(0) = 0.2563 x1(0) = 0.2563 + 1 × 10−15

x2(0) = 0.3765 x2(0) = 0.3765 + 1 × 10−15

x3(0) = 0.7452 x3(0) = 0.7452 + 1 × 10−15

�1 = 0.7 �1 = 0.7

�2 = 1.1 �2 = 1.1

�3 = 2.5 �3 = 2.5

�1 = �2 = �3 = adaptive �1 = �2 = �3 = adaptive

�1 = 0.250 �1 = 0.250

�2 = 0.150 �2 = 0.150

�3 = 0.250 �3 = 0.250

�1 = 0.8 �1 = 0.8

�2 = 0.5 �2 = 0.5

�3 = 0.4 �3 = 0.4

R1 = 5 × 105 R1 = 5 × 105

R2 = 2 × 105 R2 = 2 × 105

R3 = 3 × 105 R3 = 3 × 105

i = 10 i = 10
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using MATLAB R2021, which uses the IEEE standard 754 
for double precision variables represented by 64 bits in 16 
digits (10−16) . To calculate the key space, we assume that 
the 16 key variables (x1, x2, x3, �1 , �2 , �3 , �1 , �2 , �3 , �1 , 
�2 , �3 , �1 , �2 , �3 , i) were presented using double precision 
which is 16 digits: (1016)16 = 10256 . The remaining three 
key variables (R1, R2, R3) were presented using preci-
sion (10−15) ; therefore, its key space can be calculated as: 
(1015)3 = 1045 . Hence, the total key space of the proposed 
system can be calculated as: 10240 ∗ 1045 ≅ 10285 ≅ 2850 . 
The key space of the proposed system has been compared 
with existing CML-based image encryption algorithms. 
Table 3 shows results of the comparison, which concludes 
that the key space of proposed method is the highest com-
pared to other existing algorithms.

Information Entropy

The principles of ergodicity and confusion in chaotic sys-
tems claim that in a chaotic system, the values generated 
during each iteration must be distributed uniformly in the 
range [0,1]. Therefore, for chaotic systems, the degree of 
chaos can be quantified using of information entropy. The 
less ordered a system, the higher the information entropy 
of the system. Shannon proposed the idea of information 
entropy in 1948 which could be calculated as shown in 
Eq. (7) [63]

where s represents the information source and P(si) is the 
probability of the source si and n shows the length of the 
sequence. Theoretically, the ideal value of information 
entropy for a true random source s should be H(s) = 8 . In 
case of image encryption, the encrypted image should pos-
sess information entropy closes to this ideal value. Table 4 
shows the information entropy analysis for few famous 
images and also their encrypted versions. This could be 
deduced from Table 3 that the encrypted versions of images 
have entropy values higher than 7.9 which means that they 
are quite robust to attacks. Table 5 shows further comparison 
of the proposed algorithm with existing image encryption 
algorithms based on CMLs.

(7)H(s) = −

n∑

1

(P(si) × log2P(si)),

Fig. 14  Image encrypted using KEY1 and its histogram (top row), and 
image decrypted using KEY2 and its histogram (bottom row)

Table 3  Comparison of 
few other image encryption 
algorithms based on CML and 
their key space values with the 
proposed method

Algorithm Key space

LDCML [29] 2480

2D NACML [32] –
MLNCML [33] 2400

Chaos-DNA [37] 2256

LSSCML [38] 2249

MCML [45] 2400

Proposed method 2850

Table 4  Information entropy analysis for a few sample images and 
their encrypted versions using the proposed image encryption scheme

Image used for IE Original image Encrypted image

Lena 7.5694 7.9895
Baboon 7.3589 7.9916
Peppers 7.5945 7.9912
Cameraman 7.0148 7.9897

Table 5  Information entropy 
comparison between proposed 
method results and existing 
CML-based image encryption 
algorithms tested on Lena 
image

Algorithm Infor-
mation 
entropy

LDCML [29] 7.9023
2D NACML [32] 7.9971
MLNCML [33] –
Chaos-DNA [37] 7.9993
LSSCML [38] 7.9975
MCML [45] 7.9993
Proposed method 7.9895
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Correlation Coefficient Analysis

In an image, the pixels are correlated to collectively display 
image information, but for an encrypted image, the pixels 
should reflect weak correlation. Image encryption algorithms 
that exhibit small correlation amongst the pixels are consid-
ered better techniques. Correlation coefficients can be calcu-
lated using the equations below

(8)E(X) =
1

n

n∑

i=1

xi,

(9)V(X) =
1

n

n∑

i=1

(xi − E(X))2,

(10)cov(X, Y) =
1

n

n∑

i=1

(xi − E(X))(yi − E(Y)),

where X = {x1, ..., xn} represents a set of randomly chosen 
pixels from the image, and Y = {y1, ..., ym} denotes adjacent 
pixels to X. In a two-dimensional image, for vertical cor-
relation, the adjacent pixel would be above or below pix-
els, whereas for horizontal correlation, the adjacent pixel 
would be from either side of the chosen pixel. Figure 15 
shows plots of horizontal and vertical correlation between 
the original and ciphered image Lena of size 256 × 256 . It 
can be clearly observed from the plots that for the original 
lena image, the pixel intensities correlates. While for the 
encrypted image, pixels are evenly distributed across x and 
y axis, exhibiting no correlation.

Table 6 shows horizontal and vertical correlation values 
for a few sample images and their encrypted versions. In 
the original images the correlation values are high, meaning 
that the pixels are closely related. Whereas, in case of the 
encrypted images, the correlation values are close to zero 
which means that there exists no correlation between the 
images. The encryption was performed using the proposed 
method. Table 7 shows another comparison of proposed 
method and existing image encryption techniques in terms 
of correlation coefficients.

Differential Attack Analysis

Another important test for an image encryption algorithm is 
to test it against differential attack. Crypt-analysts are mostly 
interested in attacking weak encryption algorithms, such as 

(11)R(X, Y) =
cov(X, Y)

√
V(X)V(Y)

,

Fig. 15  Correlation between vertical and horizontal pixels of original 
lena image (top row) and encrypted lena image (bottom row)

Table 6  Horizontal and vertical correlation values for different sample images

Image coefficients Lena Baboon Peppers Cameraman

Original Encrypted Original Encrypted Original Encrypted Original Encrypted

Horizontal 0.8942 − 0.0124 0.8572 0.0036 0.9419 − 0.0015 0.9813 − 0.0135
Vertical 0.9696 − 0.0013 0.7495 − 0.0007 0.9761 − 0.0020 0.9584 − 0.0004

Table 7  Correlation coefficients’ comparison between the proposed 
method and existing techniques tested on lena image

Algorithms Original image Encrypted image

Horizontal Vertical Horizontal Vertical

LDCML [29] 0.9772 0.9856 0.0003 0.0023
2D NACML [32] 0.9655 0.9379 0.0406 0.0378
MLNCML [33] 0.9696 0.9876 0.0013 − 0.0002
Chaos-DNA [37] 0.9794 0.9646 0.0214 0.0465
LSSCML [38] 0.9688 0.9376 − 0.0077 0.0002
MCML [45] 0.9722 0.9856 − 0.0005 − 0.0036
Proposed method 0.8942 0.9696 − 0.0124 − 0.0013
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algorithms insensitive to change in pixel values. A common 
strategy opted by attackers is to make slight change in pixel 
values and observe the change in encrypted image. Unified 
Average Changing Intensity (UACI) and Number of Pixel 
Change Rate (NPCR) are two checks that can be applied to 
measure sensitivity of an encryption algorithm to differential 
attacks. UACI and NPCR can be calculated as shown in the 
following equations:

In the above equations, c1 and c2 are two cipher images 
with slight change in values and M × N is the size of cipher 
image. Table 8 shows UACI (%) and NPCR (%) calculations 
using the proposed method for a few sample images. The 
results show the least value of UACI for different images 
is 33.42% and NPCR is 99.57% but are still sufficient to 
maintain integrity of the encrypted images. Table 9 shows 
a comparison of UACI and NPCR values generated using 
the proposed method and existing state-of-the-art methods.

(12)D(i, j) =

{
1 if c1(i, j) ≠ c2(i, j)

0 otherwise

(13)NPCR =
1

MN

(∑

i,j

D(i, j)

)

(14)UACI =
1

MN

[∑

i,j

c1(i, j) − c2(i, j)

255

]
.

Conclusion

In this paper, a novel CML system is used to generate 
seed values for an image encryption algorithm. The CML 
system uses generalised symmetric maps and adaptive � 
values, which contribute towards a larger key space and 
makes it more likely the system remains in chaos for the 
input values. Considering the need of strong cryptographic 
schemes for image encryption, a multi-coupled map lattice 
system is proposed to encrypt and decrypt images. The 
proposed cryptosystem has been thoroughly tested using 
statistical analysis, key sensitivity experiments, informa-
tion entropy comparison, correlation coefficient analysis, 
and differential attack testing. The results provide strong 
evidence that the proposed system is robust towards the 
majority of attacks, such as brute force and plain-text 
attack, etc. A comparative analysis was also performed 
between the proposed technique and existing state-of-the-
art CML-based image encryption methods and the results 
show that the proposed algorithm performs better than 
most of the existing solutions. Therefore, the conclusion 
can be drawn based on the comprehensive testing and fair 
analysis that the proposed solution is suitable for images 
of any type and size. The shortcoming of the proposed 
algorithm is that it is not suitable for highly resource con-
strained devices, as it depends on three iterative CML 
systems which requires computational resources to cal-
culate pseudo-random sequences. Future work includes 
optimization of the proposed system for devices with low 
computational power.
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