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Electro-optic/absorption Modulators (EOM/EAMS) encode high-frequency electrical signals into
optical signals. With the requirement of large packing density, device miniaturization is possible
by confining light in a sub-wavelength dimension by utilizing the plasmonic phenomenon. In
plasmon, energy gets transferred from light to the form of oscillation of free electrons on a surface
of a metal at an interface between the metal and a dielectric. Plasmonic provides increased light-
matter interaction (LMI) and thus making the light more sensitive to local refractive index change.
Plasmonic-based integrated nanophotonic modulators use conventional metals on top or in the
vicinity of the active modulating region that facilitates hybrid plasmonic photonic mode. This is
beneficial to achieve a relatively large extinction ratio (ER) but the light has to constantly

experience the lossy nature of plasmon, even when no modulation is needed, coming from the

Xii



ohmic loss due to the oscillation of free electrons on the surface of the metal. This incurs an
undesirable off-state loss also known as insertion loss (IL). Despite promising features in terms of
size, bandwidths, speed, and complementary metal oxide semiconductor (CMOS) compatibility,
they have this one key limiting factor of large IL which limits their practical potential. To combat
this, this research aims to reduce IL while achieving an appreciable 6 dB ER by utilizing an epsilon-
near-zero (ENZ) enhanced plasmon-assisted approach. ENZ is the phenomenon when the real part
of the permittivity becomes close to zero facilitating electromagnetic field confinement meeting
the requirement of the boundary condition that is the continuity of the normal component of the
electric field displacement. To reduce IL we replace the metal typically found in EAM designs
reported in the literature from the top or in the vicinity of modulating region by indium doped tin
oxide (ITO), a material from the transparent conducting oxide (TCO) family. ITO has been
incorporated into a metal-oxide-semiconductor (MOS) and it functions both as a gate electrode
and the tunable material necessary for biasing and light modulation respectively. The research
studies rib, single, and multi-slot configurations of EAM design and introduce surface-to-volume
ratio (SVR) as a figure of merit (FOM) to evaluate the corresponding performance metrics.
Through the lens of SVR, this research reports a 4-slot-based EAM with an ER of 2.62 dB/um and
IL of 0.3 dB/um operating at ~1 GHz and a single slot design with ER of 1.4 dB/um and IL of 0.25
dB/pm operating at ~20 GHz. Furthermore, the analysis imposes realistic fabrication constraints,
and material properties, and illustrates trade-offs in the performance that must be carefully
optimized for a given scenario. Besides the research investigates optical and electrical properties

of constituent materials through techniques such as atomic layer deposition (ALD) for depositing

Xiii



thin films, spectroscopic ellipsometry (SE), and Hall measurements for optical and electrical

characterization respectively.
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1. Introduction

The invention of semiconductor technologies and optical communication through optical fiber has
revolutionized our capability and the speed at which we process information. This has been
possible mainly due to the scaling of semiconductor components (e.g., scaling of transistors down
to 35 nm channel length) following Moor’s law. However further scaling of such components put
significant issues to solve such as short-channel effects, gate leakage current, and increasing power
density [1]. Moreover, data consumption has been showing an exponential trend in recent years
and will continue to do so due to the advent of new technologies such as social media, cloud
computing, video streaming, and Al, requiring zettabytes (1 zettabyte = 1 billion of terabytes) of
data consumption worldwide [2,3]. This will require new faster devices for information transfer
and processing. The coexistence of new demand for faster information devices and the challenges
towards solving issues related to semiconductor technologies has brought nanophotonics as a
promising platform. One of the avenues where nanophotonics find its applications is in the design

of Electro-absorption Modulators (EAMS).

EAM/EOM encodes high-speed electronic signals onto optical signals [4]. They are an integral
component in silicon photonic integrated circuits (PICs) for intra-chip (on-chip) and inter-chip
optical interconnects for applications in areas such as optical fiber communication in data
centers [5,6], photonic neural networks [7], biomedical sensing, and long-range light detection and
ranging (LiDAR) [8]. The high demand for modulators with ever-increasing performance has
driven a need for efficient designs of EAM in terms of the figure of merits (FOM) factors such as

high extinction ratio (ER), low insertion loss (IL), small footprint, and high speed [9]. Different



schemes that have been reported for the realization of EAM include high-Q photonic ring
resonators [10-12], photonic crystal cavities [13-15], as well as plasmonic and hybrid plasmonic-
photonic devices. In plasmonic and hybrid plasmonic-photonic devices [16-21], one common
aspect is the existence of the metal contact on top of or in the vicinity of the active modulating
region that partially pulls the electromagnetic field out of the guiding layer. This gives rise to the
plasmonic nature of the device wherein energy is transferred to surface plasmon oscillations [22].
This plasmonic nature is beneficial as it facilitates deep sub-wavelength confinement of light and
thus increased light-matter interaction (LMI) enabling improved sensitivity to a dynamic layer, a
small device footprint, and dense device integration. However, this phenomenon inevitably results
in increased ohmic losses even at the devices off-state when no modulation is required as the light
should always interact with the metal. While plasmonic modulators are therefore able to achieve
strong modulation, small size, and energy-efficient operation, they suffer from being lossy, with
insertion loss values in the range of ~3 — 10 dB, and in some cases even more [17,19]. Ultimately,

this limits the practicality of such devices.

There is a need to explore the potential to reduce the loss associated with plasmonic devices, and
one avenue is the plasmon-assisted technique. Recently, a plasmon-assisted modulator based on a
metal-insulator-metal (MIM) ring resonator has been demonstrated to show a 6 dB reduction (4x)
in IL when compared to a non-resonant push-pull Mach Zehnder (MZ) plasmonic device. In this
approach, the plasmonic section is selectively used or bypassed to reduce insertion loss by
selectively passing light through the plasmonic section only at the device's off (in resonance)

state [23].



This research aims to transition this approach to a non-resonant device by utilizing free-carrier
modulation to generate an ENZ layer within an otherwise purely dielectric environment and
evaluate the trade-offs in the design technique. In particular, by replacing the metal contact
typically found in a conventional plasmonic or hybrid plasmonic EAM with a heavily doped layer
of ITO (N =1 x 10%° cm®). However, the base carrier concentration is not sufficient to exhibit a
metallic response at the operating wavelength of 1.55 pum under the zero-biasing condition (i.e.,
off or high-transmission state). Thus, the light experiences non-metallic layers for minimal IL.
Modulation is achieved through the application of a bias, which generates an ENZ layer through
carrier accumulation and localizes the electric field within the lossy ENZ layer for strong
modulation. Using this approach we study the performance of rib, slot, and multi-slot waveguides
using realistic material/fabrication constraints as well as non-idealities (e.g., contact voltage drop,
dielectric breakdown, carrier accumulation via quantum models). Through the lens of ENZ
surface-to-TCO volume ratio, we illustrate the potential for a 4-slot based EAM with an ER of
2.62 dB/um and IL 0.3 dB/um operating at ~1 GHz and a single slot design with ER of 1.4 dB/
um and IL of 0.25 dB/ um operating at ~20 GHz. Furthermore, the research will illustrate the trade-
offs in the performance that must be carefully optimized for a given scenario and point toward the
need to improve the mobilities of conformal ENZ materials to push the frontier of device
performance. Besides theoretical analysis, this research also investigates the optical and electrical
properties of constituent materials in the proposed scheme of EAM leaving behind some scopes

that could be further investigated.



2. Background

2.1. E-K Diagram

While two hydrogen atoms are initially far apart, the electron in each atom will not interact with
each other. But as the two atoms are brought closer and closer, they will interact, and thus their
radial probability function, p(r) will overlap as shown in Figure 2.1(a) [24]. The Pauli exclusion
principle states that the joining of atoms to form a system (i.e., crystal) does not alter the total
number of quantum states. So, the interaction will result in the discrete quantized energy level

splitting into two discrete energy levels as schematically shown in Figure 2.1(b) [24] Similarly,
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Fig. 2.1: (a) The overlapping radial probability function of two electrons in two adjacent hydrogen atoms. (b)
Splitting of discrete energy level for state » =1 (c) Splitting of discrete energy levels for a crystal with more
than one electronic orbit. (d) interaction of 3s and 3p state give rise to hybridized sp? electronic states in Si [24].



for a series of hydrogen atoms, there will be a range of discrete energy levels for electrons in the
crystal to satisfy the same Pauli exclusion principle. Just like hydrogen atoms each with only one
electron orbit, atoms with more than one electron orbit, there will be a band of discrete levels of
energies for each electron orbit. For example, Figure 2.1(c) shows the schematic for the splitting
of three energy states into the allowed band of energies. Here ro is the equilibrium interatomic
distance at which the forces (attraction and repulsion) between atoms find a balance [25]. As an
example, Si has 14 electrons out of which 10 electrons are firmly bonded and closer to its nucleus.
Its electronic structure is [Ne]3s23p?. The outer four electrons are loosely bounded to the nucleus
and participate in chemical reactions [26]. As the interatomic distance decreases, the 3s and 3p
states interact, overlap, and form hybridized sp® electrons. As a result, four quantum states per
atom are generated in the lower and upper levels as shown in Figure 2.1(d) [24,25]. Here N denotes
the number of Si atoms in the crystal and ao = ro. These levels are also referred to as valence (VB)
and conduction band (CB) respectively. All electrons will be in the VB at absolute zero degrees
and thus will be full while the CB will remain empty. The gap between the VB and CB is also
known as forbidden energy or simply band gap (Eg). For example, Si has a bandgap of ~ 1.12

eV [26].

As many atoms are brought close together, they may coalesce into periodic arrangements or a
crystal structure. For a 1D crystal system where the atoms are closely packed, the quantum
behavior of electrons is described by the Kronig-Penny model [24]. This model represents the 1D
crystal as periodic potential as shown in Figure 2.2. The motion of electrons confined within a

single-crystal system (E<Vo) can be derived by solving the Schrédinger wave equation [24,27].
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Fig. 2.2: A one-dimensional arrangement of atoms within a crystal is represented by a one-dimensional periodic
potential function in a Kronig-Penny model [24].

The solution is derived with the help of the Bloch theorem [24,25,28]. The theorem is one of the
most important theorems basic to band structure [27]. The theorem states that for all electrons
within a periodically varying potential function, the total solution to the wave equation could be
derived by considering the product of time-independent and time-dependent solutions as expressed

by Equation 2.1.

o JKX  j(kx—=(E/n)t)

F(xt) = ()a(t) = u(x) 2.1

Here, k is a constant of motion. u(x) is a periodic function with a period (a+b), where the a and

b are the lattice constants that represent the distance between atoms. E is total energy. The relation

between total energy E and parameter k and the potential barrier Vo is given by Equation 2.2.
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Fig. 2.3: (a) The plot showing the f{aa) (solid blue line) and the shaded region indicating the allowed values of
aa for real values of wave number k. (b) E vs k diagram derived from (a) showing allowed states and forbidden
energy gap within a crystal [24].

Equation 2.2 is not a direct solution but provides conditions at which the Schrédinger wave
equation will have a solution. Figure 2.3(a) shows the plot of the left side (blue solid line) as a
function of aa and the right side (cosine function, shaded areas bounded by +1 and -1) of Equation
2.2. As o is related to E, a plot of E of the particle as a function of the real values of wave number
can be generated from Figure 2.3(a) as shown in Figure 2.3(b). Figure 2.3(b) shows the allowed
and forbidden energy bands. On the right side of Equation 2.2, the cosine function is periodic.
Thus, a displacement of a portion of Figure 2.3(b) by 2 could be applied while still satisfying
Equation 2.2. Figure 2.4(a) shows the resulting reduced E-k diagram contained within the defined
range -7/a < k < n/a [24]. The band gap in a material is also simply represented as two separate
straight lines separated by band gap energy Eg as shown in Figure 2.4(b) [26]. The Ec and Ey

represent CB and VB respectively.
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Fig. 2.4: (a) The E vs k diagram for a reduced k space [24]. (b) Simple representation of CB, VB, and Eg.

2.2. Density of States and Fermi Function

As discussed in the preceding section, both CB and VB could possess a range of discrete energy
levels also known as Density of States (DOS). DOS for CB and VB is expressed by Equation

2.3(a,b) given the condition that the energies (E) are not too far from the band edges [26].

*a/z (E—E
9c(E) = M 2my (E ~ Ec) where, E > E,

2,3 2.3(a)
m*,/Zm*(E —E)
ov(E)= P gh3v where, E < E, 2.3(b)
T
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Fig. 2.5: Schematic band diagram, Density of States, Fermi-Dirac distribution, and Carrier concentration
for (a) intrinsic, (b) n-type, and (c) p-type semiconductors at thermal equilibrium [27].

Although DOS indicates how many states exist at a given energy E, it cannot quantify how many
of them are filled. To describe this, a function known as the Fermi function, f(E) is used that
specifies the probability that an available state at an energy E will be occupied by an electron under

equilibrium conditions. The function is expressed by Equation 2.4.

1
(E-E;)/KT 24

f(E)=
l+e



where, Er = Fermi energy or Fermi level, K = Boltzmann constant, T = Temperature.

The product of DOS and the Fermi function helps to determine carrier concentrations (electrons
or holes) in the CB and VB. For example, gc(E)f(E) and gv[1-f(E)] manifest electron and hole
concentration in the CB and VB respectively. Carrier concentrations for three different positions
of Fermi energy with corresponding diagram, Fermi Function, and DOS are shown in Figure 2.5.
From the figure, the Fermi level defines the doping level of a material. When Er lies near or above
Ec, electron concentration outweighs the hole concentration and thus the material is n-type
(electrons being the majority and holes being the minority carriers). When Er lies near or exactly
at the mid-gap level, there is a balance in the concentration of electrons and holes in the CB and
VB respectively, resulting in an intrinsic material (the equivalent carrier concentration is also
referred to as intrinsic carrier concentration, ni = no = po [24]). By intrinsic, a material is referred
to as possessing no impurity atoms and no lattice defects in the crystal (e.g., pure Si). On the other
hand, if Er lies near or below the Ev then the material has more holes than electrons (holes being
the majority and electrons being the minority carriers) resulting in the material p-type. For a
semiconductor, the electron (n) and hole (p) concentrations are expressed as Equation 2.5

(a,b) [26].

= Noe(Er —Ec)/KT

2.5(a)
p=Nye(Bv ~E=)/KT 25(h)

Where Nc and Ny denote the effective density of states in the CB and VB respectively. Note that

the Fermi function is not a physical material property. It helps to understand the doping level and
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carrier concentration in a semiconductor and can then be altered by external perturbation (such as

an applied voltage or by changing the temperature).

2.3. Doping of Semiconductor

When an ideal semiconductor material is grown, it contains only the constituent materials
necessary to form the compound, such as Si atoms or Ga and As atoms for GaAs. The resulting
Fermi level for this material would be that of the intrinsic material. To shift the Fermi level to
either add electrons or holes, the Fermi level should be adjusted. This can be done statically by

doping the material with donor or acceptor atoms.
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Fig. 2.6: (a) 2D representation of single crystal intrinsic Si atoms, (b) Si doped with boron atom, and (c)
corresponding ionization of boron atom and the creation of hole within the crystal [24]
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To further extend the concept of doping and its effect on the Fermi level, Figure 2.6(a) shows two-
dimensional single-crystal pure Si atoms bounded together due to covalent bonding. There is no
net charge in the crystal i.e., it is intrinsic. If a foreign material from group Il (e.g., Boron) is
introduced, it will act as a substitutional impurity to silicon. Boron has three valence electrons with
which each B atom will form three covalent bonds with the three adjacent Si atoms. However, Si
has four valence electrons, and there will be an empty position in the covalent bonding with the
fourth Si atom as shown in Figure 2.6(b). This empty position can be considered a hole. At absolute
0K, no valence electrons within the crystal will have sufficient energy to fill this hole. However, a
valence electron could gain sufficient thermal energy at an elevated temperature (e.g., in-room
temperature) to fill that hole before creating a hole at its original position at the VB as shown in
Figure 2.6(c). The boron atom will now be negatively ionized. This scenario could be seen as a

flow of a hole within the crystal or in other words a current flow.

An appreciable number of holes could be generated in the VB with the introduction of a high
concentration of B atoms in the crystal. Consequently, the probability of finding a hole, [1- f(E)]
increases as more holes are generated in the VB. According to Equation 2.5(b), this causes the
Fermi-level Ef to move closer to and even below the VB edge resulting in increasing hole
concentration (p) in the crystal making the crystal preponderant with holes or simply p-type. A
similar situation for donor atoms from group V (e.g., P for Si) can be introduced to generate excess
electrons and thus an n-type material. In this research, Si has been incorporated into the EAM
design to act as both the guiding layer for light and the ground contact (only a top 10 nm layer) for
the appropriate biasing necessary for the desired light modulation. The resistivity of pure Si is in

the order of mega-ohm which could significantly affect EAM device performances, especially the
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operating speed as it is inversely proportional to the resistance. That is why Si sheet resistivity has

been investigated by doping it with a boron dopant which will be discussed in chapter 4.7.

2.4. Metal-Oxide/Insulator-Semiconductor (MOS/MIS)

A Metal-Insulator-Semiconductor (MIS) or Metal-Oxide-Semiconductor (MOS) gate structure
that houses the tunable material is an indispensable component of an Electro-Absorption
Modulator (EAM). A typical MIS or MOS structure contains a thin oxide (e.g., SiO2, Al,O3, HfO,
etc.), with thickness, d typically in the order of 5 nm to 1um, sandwiched in between a metal and
a semiconductor [26]. The typical metals that are used include aluminum, gold, etc. [29], whereas
Si is a perfect example of a semiconductor. Figure 2.7 (a,b) shows a schematic and the equivalent

Energy Band Diagram (EBD) of an MIS structure under no biasing condition [27].

(a) (b)
|  Vacuum level
qx;
¥ Metal P ‘JZ
\d 77 7/ Mo 40 \
| | Ec
: 1 &2} .
Wy 4% o

K
Semiconductor ) 3 N O T k- E;
W% 14

Ohmic contact

Metal Insulator p-semiconductor

Fig. 2.7: A typical Metal-Insulator-Semiconductor (MIS) gate structure (a) schematic showing individual
components and (b) equivalent energy band diagram [27].
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In Figure 2.7 (b), the semiconductor is presented with a finite band gap (Eq = Ec-Ev) (e.g., ~1.12
eV for Si), mid-band gap energy (Ei), and the Fermi level (Er) indicating the doping type of the
semiconductor (e.g., undoped, p-type or n-type). For example, in the figure, the semiconductor is
p-type as the Fermi level is lower than the mid-band gap energy. On the other hand, the metal gate

is only represented with a Fermi level since VB and CB overlap in a conventional metal (e.g.,
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Fig. 2.8: Energy band Diagrams of ideal MIS structure depicting three different scenarios (a)
Accumulation, (b) Depletion, and (c) Inversion [27]

gold). The Fermi level in metal and semiconductor aligns since no electric field exists across the
structure under the zero-biasing condition. The ®m is defined as the metal’s work function which
is the energy difference between the Fermi and the vacuum level. The vacuum level is the

minimum energy (or surface energy barrier) that an electron must possess to free itself from a
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material. Unlike metal, the surface energy barrier for an electron in a semiconductor is quantified
by the energy difference between the vacuum level and CB, Ec, also known as electron affinity, y.
For a semiconductor, E is used instead of Er because the Fermi level is not constant and varies as
a function of variable parameters, for example, the level of doping, and band bending near the
interface with oxide. The oxide is represented as a wide band gap since it hinders charges to flow
through it in an ideal condition of having no defect. Figure 2.8 shows the EBD of an MIS gate
structure under different biasing conditions. The top and bottom figures are for p-type and n-type

semiconductor substrates respectively.

For a p-type substrate, under a negative gate voltage, V<0, the metal Fermi level shifts up. It causes
a negative sloping of the energy bands in both oxide and semiconductor. The energy difference
between Er and Ey reduces near the oxide/semiconductor interface resulting in hole accumulation
at the interface within the semiconductor. Figure 2.9(a) pictorially shows the charges within metal
and semiconductor near the corresponding interfaces with oxide. This type of simple
representation for charge distribution is referred to as a block charge diagram. At this condition
the total areas under the negatively and the positively charged carriers within the metal and

semiconductor respectively are equal. The condition at which the majority carrier concentration is
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Fig. 2.9: Block charge diagram of a MIS gate with p-type semiconductor for the simple depiction of
three conditions namely (a) Accumulation, (b) Depletion, and (c) Inversion [26]
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greater at or near the interface than in the bulk of the semiconductor is referred to as accumulation.
The Fermi level remains flat (Figure 2.8) in both the metal and semiconductor since no current
flows under the zero-biasing condition (dEF/dx = 0). When a small positive gate voltage less than
a threshold voltage (Vr) such that Vr >Vg>0 is applied, the metal Fermi level lowers down. It
causes a positive sloping of the band structures in both oxide and semiconductor resulting in the
depletion of the majority carriers (holes) near the oxide/semiconductor interface. This is referred
to as depletion as pictorially shown in Figure 2.9(b). At a higher positive gate voltage, the bands
within the semiconductor bend even more downward. The mid-gap level, E; near the interface
crosses over the Fermi level, causing an accumulation of minority carriers (electrons). This
phenomenon at which the minority carrier concentration is greater than the majority carriers
(holes) near the interface within the semiconductor is referred to as inversion (Figure 2.9(c)). The
three scenarios can also be seen in the case of an n-type semiconductor, of course, the polarity of
applied gate voltages flips as shown in the bottom part of Figure 2.8. In this research, an MIS is
an indispensable component for the realization of EAM consisting of ITO/HfO2/p-Si where the
ITO and p-type Si act as metal contact and semiconductor respectively. The carrier transport within
metal and semiconductor under the biasing condition can be analyzed by several methods and will
be discussed in the following section while the optimization of which will be discussed in chapter

3.2.
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2.5. Analysis of Carrier transport in an MIS gate structure

In an MIS gate structure, under biasing conditions, the transport of charge carriers in a
semiconductor can be analyzed by several methods such as Drift-Diffusion (DD), Schrédinger-
Poisson (SP), and Density Gradient (DG) Method [27,30,31]. These methods fundamentally differ

from each other based on how each method treats the carriers within a semiconductor device.

In the DD method, “Drift” refers to the transport of charge carriers driven by an electric field while
“Diffusion” indicates the transport of charge carriers due to the carrier concentration gradient. The

electric field E (V/m) is defined from the laws of electrostatics as given by Equation 2.6(a,b):
V-(¢E)=p=0q(p-n+Ng —N3) 2.6(a)
E=-VW 2.6(b)

Here, ¢ is the permittivity (F/m), p is the charge density (C/m®), and V is the electric potential (V).
p, n are hole and electron concentration and Ng*, Na™ are ionized donors and acceptors respectively
(1/m®). q is the elementary charge in coulomb. The p and n are calculated from the current

continuity equation as given in Equation 2.7(a,b).

on -V-.J
az > n —Ren+Gen 27(3.)
ap_—VJp
i g —Rep+Gep 2.7(b)
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Where, Jn and Jp are the electron and hole current densities (A/m?), Ren or p and Gen or p refer to
recombination and generation rates for carriers (electrons or holes). The electron and hole current

densities in Equation 2.7(a,b) can be expressed by Equation 2.8(a,b)
In=anunVE fn +an((Ec —Efn)n +Qn)VT /T 2.8(a)

Jp =apupVEfp —ap((Ey —Efp)up +Qp)VT /T 2.8(b)

Here un and up are the electron and hole mobilities (m?/V/s), Ec and Ey are the conduction and
valence band edges (V), Qn and Q, are the electron and hole nonequilibrium contributions to the
thermal diffusion coefficient (m?/s), and T is the temperature (T). With the help of EBD, the
conduction and valence band edges (Ec and Ey) can be expressed in terms of electric potential (V),

electron affinity (y), and band gap (Eg) as given in Equation 2.9(a,b).

Ec=-V-x 2.9(a)

Ev =Ec - Eg 2.9(b)

As the semiconductor devices get smaller and smaller, considering quantum confinement becomes
more and more important, especially for an MIS with an ultrathin dielectric oxide (thickness < 5
nm) [32]. DG and SP consider quantum phenomena as opposed to the DD method. Both the DD
and DG theory obeys the electrostatics and current conservation laws. According to the DD theory,
the n and p are defined in terms of quasi-Fermi levels (E and Esp, respectively) as given in Equation

2.10(a,b).
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Efn —Ec

n=Nehy2C 7 2.10(a)
p= NVFl/Z(W) 2.10(b)

where N¢orv indicates the corresponding DOS in CB and VB respectively. F12 is the Fermi-Dirac
integral, and the Kz is the Boltzmann constant. On the other hand, according to the DG theory, the
equation of states of a carrier (electron/hole) gas depends not only on its density but also on its
density gradient and the theory does so by including a quantum potential term (VaP¢ and V,°¢
corresponding to electrons and holes respectively) in Equations 2.10(a,b) and the modified

equations are given in Equation 2.11(a,b)

DG

n=NcFy2( KeT g ) 2.11(a)
DG
—Efp+Ev+Vp
P=NvR 2 — T 2.11(b)

The quantum potentials are defined in terms of DG coefficients, b, and b, (Vm?), and expressed

by Equation 2.12(a,b).

V- (bpVa/n) = @VnDG 2.12(a)
V- (bpVyp) = @VEG 2.12(b)
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The DG coefficients measure the strength of the gradient effect in the carrier gas and are defined
in terms of the inverse of the DG effective mass, (m," and m,” (Kg) for electrons and holes

respectively) as expressed by Equation 2.13(a,b) [33].

72

_ Nl
bn = arg [Mn] 2.13(a)
2
fi * 1

Here r is a dimensionless parameter. The usual practice to determine the carrier profile is to fix the
value of r while changing the value of m™, orp and compare the results with the solutions obtained
from solving the Schrddinger and Poisson (SP) equations under the same conditions (e.g., bias,
doping level, oxide thickness). However, the product of m™ or p and r is almost one under all

conditions [32,34].

Figure 2.10 (a,b) shows carrier density distribution perpendicular to a SiO2/Si interface [35]
derived using the classical DD and quantum correction included DG method respectively. Both
approaches satisfy the requirement of boundary condition, j, (x,z) =0. The DD approach does so
by considering a maximum carrier density at the interface due to which drift and diffusion current
cancel each other as shown in Figure 2.10(a). On the other hand, the DG method only corrects
either one term, effectively the drift one in classical current to guarantee a vanishing current

perpendicular to the interface at z=0 as shown in Figure 2.10(b) [35].
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Fig. 2.10: Carrier density distribution the near the interface between SiO./Si in a perpendicular direction
according to (a) Classical DD model, (b) Quantum correction included DG method [35]

Both SP and DG consider the quantum effect, but the DG outperforms the former for shallow wells
and for simulating the density deep inside a semiconductor unless SP analysis includes a large
number of sub-bands. Besides the DG theory is promising since it is reported as computationally

efficient and fits naturally into the framework of conventional device simulations [32]. Figure 2.11
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Fig. 2.11: Electron density profile within a Si inversion layer incorporated in a MOS structure derived
from SP and DG method at two different voltages [32]
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shows the electron distribution in a Si inversion layer from a MOS structure. The profile predicted
by the DG matches well with what has been predicted by the more rigorous SP approach. In this
research, the DG method has been used applying quantum confinement to analyze the MIS that
houses the active tuning material ITO. ITO facilitates free carrier accumulation under appropriate
biasing conditions giving rise to increased LMI followed by the Drude-Lorentz oscillator model

that will be discussed in the following section.

2.6. Lorentz Oscillator Model

Light-Matter Interaction (LMI) involves the interaction between an electromagnetic field (i.e.,
light) and constituent atoms within a material (i.e., crystal). For simplicity, let us assume that a
light wave acts as a driving force that causes electrons bound to a nucleus of a single atom within
a crystal to oscillate. Besides, the oscillation results in a dipole moment as electrons get displaced
from their equilibrium position and thus the atom possesses a single resonant frequency wo. As a
result, the oscillating dipole radiates electromagnetic waves. This dipole phenomenon is also
known as the Lorentz oscillator [36]. The displacement x of the electrons is expressed by an

equation of motion as given in Equation 2.14.
dx
My — +Mpy — + Mooy X = —eE 2.14

Here, mo is electron mass and E is alternating light wave field. The terms on the left-hand side
represent the acceleration, the damping, and the restoring force respectively while the single term

on the right-hand side represents the driving force due to the alternating nature of the light wave.
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The parameter, y that represents the damping of the oscillation. This manifests the fact that the
oscillation is associated with losses of energy due to collisional processes that occur within a
crystal. For example, this could happen when an oscillating dipole interacts with a phonon (i.e.,
the vibration of atoms) within a crystal generated from thermal excitation. For a single atom, the

dipole moment is expressed as p = —eqwhere e is the electron charge. However, on a macroscopic

scale, this leads to a volumetric polarization, simply dipole moment per unit volume. If N is the
number of atoms per unit volume, the resonant polarization can be derived and expressed as shown

in Equation 2.15

2
Ne 1
Presonant = 2 5 E 2.15
Mo (o — 0° —iyw)

Equation 2.15 indicates that the polarization is small unless the driving frequency w of the light
wave is close to the resonant frequency of the atoms. This leads to classifying the polarization of
atoms as namely non-resonant background and resonant polarization. The electric field
displacement D due to the light alternating wave E and the polarizations of atoms is expressed by

Equation 2.16.

where the second term on the right-hand side represents the non-resonant background, y is the
susceptibility of the material and &o is vacuum permittivity and a constant. By combining equations
2.15 and 2.16, the complex relative dielectric constant (i.e., permittivity) of the material can be

derived as given in Equation 2.17.
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£o0Mo (a)g —w? - iyw)

er(w)=é0+ 2.17
Here & is the high-frequency permittivity. Figure 2.12 shows the frequency dependence of the
real and imaginary part of the complex dielectric constant and refractive index for an oscillator

with @, =100THz, y =5THz, ¢, =1+ y =10, and the dielectric constant to static electric fields (i.e.,

est at o = 0) equal to 12.1.

From the figure, one important phenomenon that is useful for implementing an EAM is the ability
to achieve a real permittivity value of near zero, also known as epsilon-near-zero (ENZ), and will
be discussed in the next section. Unlike bound electrons, free electrons in certain crystals (e.g.,

metal and highly doped semiconductors) do not experience any restoring force. As a result,
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Fig. 2.12: Complex relative dielectric constant and the corresponding real and imaginary part of
refractive index derived for a Lorentz oscillator [36].
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electrons lack natural resonant frequency (wo = 0). Thus, the Lorentz oscillator model could be
modified to model free electrons in such crystals by excluding the third term on the left-hand side
of Equation 2.14. This free electron model is also known as the Drude model and expresses the

metal permittivity as given in Equation 2.18.

ey o opy
(0 +iyw) (0 +y°) (0°+y%)w

Here,wp:«fNez/m*ao is referred to as plasma frequency. Effective mass, m” has been used as

opposed to the free electron mass, mo to impose the dependency of the former on the band structure
of a certain crystal. m” is inversely proportional to the curvature of the band structure. So, m” will

change depending on the distribution of electrons population in a non-parabolic band structure.

2.7. Epsilon Near Zero Materials for photonic applications

In the previous section, the macroscopic polarization or permittivity of a material containing free
electrons (e.g., metals, doped semiconductors) due to LMI has been expressed by the Drude
oscillator model in Equation 2.18. The right-hand side of the expression contains two terms. One
important aspect of the expression is when the two terms get equal or nearly equal. For example,
by varying the doping level and thus the value of N within the expression of plasma frequency in
the range 10?°-10%' cm?3, the negative contribution due to free electrons and the positive
contribution from the bound electrons in equation 2.18 nearly cancel each other [37]. In this
scenario, the real part of the permittivity becomes zero or nearly zero and can be tuned within the

region of interest covering across near-infrared (NIR) to mid-IR spectrum, facilitating a
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phenomenon also known as epsilon-near-zero (ENZ). Moreover, ENZ could also be tuned by
modulating the parameters in the expression such as m" and y by interband or intraband optical
pumping [38] and electrical biasing [19,39,40] that have been reported in the literature. For
example, electrons’ effective mass (m”) is inversely proportional to the curvature of the band
structure. So, optically pumping an ENZ material with photons energy less than the band gap
(intraband transition) results in hot electrons at the higher energy states in the CB and causes m” to
increase due to the nonparabolicity of the energy band structure [41]. This ENZ phenomenon with
tunability is beneficial as it facilitates subwavelength field confinement through the requirement
of the boundary condition that is the continuity of the normal component of the electric field (

gE =&Ey) and slow light effect [42,43]. Moreover, ENZ has emerged as an alternative to

conventional metals [1], possessing the intrinsic () and extrinsic feature (1/n?) to enhance non-
resonant nonlinear LMI [42] demonstrating unity order refractive index modulation [44,45].
These key features made ENZ materials exhibit strong and ultra-fast nonlinearities within a sub-
wavelength thickness with unique features, for example, the generation of higher harmonics by
relaxing strict phase matching conditions as opposed to the conventional nonlinear materials (e.g.,
LiNbOs, BBO, and KTP). Besides, they find applications in photonic devices such as optical

isolators, all-optical switches, EO modulators and switches, perfect absorbers, LED, etc. [43].

Several schemes exist by which ENZ could be achieved and can be broadly categorized into four
groups namely plasmonic ENZ materials having plasma frequency corresponding to free electrons,
photonic multilayers composed of alternating dielectric-ENZ or dielectric-metal materials
designed by effective medium theory, all-dielectric photonic crystals having ENZ at I" point in the

Brillouin zone, and hollow metallic waveguide exhibiting ENZ at 3 dB cutoff frequency [43].
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Among all the schemes, the Transparent Conducting Oxide (TCO) material family includes
promising materials such as indium tin oxide (ITO), indium-doped cadmium oxide (In:CdO),
aluminum-doped zinc oxide (AZO), gallium-doped zinc oxide (GZO) [42,43,46,47]. Figure 2.13
shows the optical properties of several ENZ materials [1]. These materials are CMOS compatible
and the homogeneous thin films of which can be deposited by well-established procedures using
magnetron sputtering, chemical vapor deposition (CVD), and atomic layer deposition (ALD).
These materials provide sufficient electrical conductivity to be used as an electrode while desired
optical tuning can be achieved by appropriate biasing. This is why these materials are being used
in nano-optoelectronic devices, for example as transparent conducting electrodes in touchscreens.

Among the TCO materials, ITO has been widely reported due to its features such as wide bandgap
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Fig. 2.13: (a) Real and (b) imaginary part of the permittivity of three ENZ materials [1].

(~3.8 eV), and ability to be highly doped (2 to 3 orders to that of the Si) [48]. This is why, in this

research, ITO has been incorporated as both the gate transparent electrode and the tunable material
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that gives rise to the ENZ phenomenon necessary for light modulation in an EAM. Besides ENZ,
several other mechanisms have been demonstrated to conceptualize and implement EAM. These

mechanisms will be discussed in the following section.

2.8. Methods of Electro-optic/absorption Modulator

An electrical signal can be encoded onto an optical signal by modulating light’s fundamental
properties such as amplitude, phase, polarization, and frequency. Implementing an EOM/EAM
requires the incorporation of active tunable materials, the refractive index or the absorption
coefficients of which are required to be changed upon the application of external perturbation (e.g.,

voltage, current, optical pulse, temperature) [49]. Figure 2.14 shows the schematic design flow
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Fig. 2.14: Schematic showing basic design flow of implanting an EOM [49].

of building an EOM in which each scheme combined with an appropriate tunable material

produces a function of refractive index change of the material. As shown in the figure, several
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mechanisms can be used to realize an EAM. Among them, Pockel’s and plasma dispersion effects
are the two of the most common methods of modulation and will be broadly discussed along with

a brief introduction of each other schemes in the following section.

2.8.1. Pockels and Kerr Effect

The electro-optic (EO) effect refers to a change in the real part of the optical refractive index (n)
of a non-linear optical (NLO) material due to an external static or low frequency (smaller than the
light frequency) electric field and is expressed as the Taylor series expansion in terms of the

electric field as given in Equation 2.19 [50]

n(E):n—%rn3E—%rn3E2+... 2.19
The first term in the expansion refers to linear electro-optic effect or simply Pockel’s effect due to
linear dependence of refractive index change to the electric field and is usually the most dominant
one compared to higher order terms. The coefficient r is referred to as Pockel’s coefficient. On the
other hand, the second term in Equation 2.19 indicates that the index change follows quadratically
with the applied electric field, a third-order nonlinearity also known as the Kerr effect. However,
the effect is much weaker compared to Pockel’s effect for the same applied voltage resulting in
inefficient modulation [51]. NLO crystals such as lithium niobate (LiNbOsz), potassium
dihydrogen phosphate (KDP), barium titanate (BaTiO3), and semiconductors such as gallium
arsenide (GaAs), cadmium telluride (CdTe), and zinc telluride (ZnTe) [49,52] exhibit the Pockel’s

effect due to lack of inversion symmetry (i.e., non-centrosymmetric) in their crystal morphology.
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As an example, LiNbOs is a uniaxial crystal exhibiting two different refractive indices namely
ordinary (no) and extraordinary (ne) refractive index even under no biasing condition. The

corresponding expressions are given in Equation 2.20(a-b).

no(E) =N, —%q3n3E 2.20(a)

n.(E)=n, —%r33n3E 2.20(b)

where, n,~2.3, n,~2.2, r;=9.1pm/V ,and r;; ~30pm/V at an operating wavelength of 633
nm [53]. For the relatively large Pockel’s coefficient along the extraordinary axis (i.e., the optical

axis along the z-axis in the crystal), an electric field applied along the crystal z-axis is preferable

to achieve an appreciable change in refractive index [54]. Having the relation in Equation 2.20, a
phase modulator can be implemented by letting light pass through the materials while applying an

electric field simultaneously as shown in Figure 2.15.
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Fig. 2.15: (a) Application of a voltage across the optic axis (ne) of a LiNbO3 crystal (b). Schematic showing
integrated phase modulator [50].
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The propagating light will experience a phase change, ¢ =n(E)k,L =2zn(E)L//, . Putting the

expression of n(E) for the extraordinary axis (ne), the phase change is given by Equation 2.21 [50].

¢:¢0_7[\\//_ 221

T

where, ¢, =2znL/%,, d and L are the thickness and length of the crystal, 4, is the free space

wavelength, V=E/d, and V_ = (d/l)/ (Lrn*) corresponds to a 7 phase shift of the modulated

light at the output end if applied voltage V =V_. A phase modulator alone is not sufficient to

realize an EO intensity modulator, rather can be realized by incorporating a phase modulator in
one of the two arms of a Mach-Zehnder interferometer (MZI) as shown in Figure 2.16(a) [52,55].
Ideally, the input light intensity is split in half at the Waveguide Y’s. In one of the arms, light
traverse without any perturbation and acts as the reference beam. On the other arms, the light

experiences a phase shift due to applied voltage. Both beams destructively interfere at the second
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Fig. 2.16: (a) A MZI intensity modulator with the inclusion of phase modulator in one of the arms (b)
Change in the transmission upon application of an applied voltage shown in (a). The voltage V; required
for a 7 phase shift and thus switching normalized transmission between 0 and 1 is shown [50].
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Y junction of the waveguide leading to a change in intensity given by the expression in Equation
2.22 and plotted in Figure 2.16(b)

T(V):cosz(%—%\\//— 2.22

2.8.2. Plasma Dispersion Effect

Light propagating through a material can be modulated by modulating the carrier concentration
profile within that material. The carrier concentration profile can be modulated electrically or
optically. For example, carriers could be accumulated, injected, or depleted in Si under an applied
electric field. This will bring a change in both optical refraction and absorption in the material
according to the Kramers-Kronig relation offering the opportunity to control both the amplitude

and the phase of the traveling guided light wave [52]. This means of modulation is referred to as

Fig. 2.17: Cross-sectional image of typical plasma dispersion-based Si optical modulators applying three
different schemes such as (a) carrier accumulation using MOS configuration (b) carrier injection using p-i-
n configuration, (c) carrier depletion using a lightly doped p-n junction [58].

the free carrier or plasma dispersion effect. For example, free carrier change in Si results in a
change in refractive index that further results in a shift in resonance frequency [56,57]. So,
Incorporating Si into MOS, p-n, and p-i-n configuration has been demonstrated for implementing

modulators. Figure 2.17 shows schematics for such three schemes [58].
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In MOS configuration (Figure 2.17a), light travels through a thin Si waveguide split in half by an
oxide, confined and surrounded by gates and buried oxide. Upon biasing, opposite charge carriers
accumulate and thus change the optical properties of the thin Si waveguide layers. However, the
modulation speed and efficiency of this scheme are limited by the resistance and capacitance of
the device and the lack of sufficient carriers within the Si layer. In a p-i-n configuration (Figure
2.17b), carriers are injected into the intrinsic Si region to increase the absorption where the light
is mostly confined. However, there is a tradeoff between the device’s speed of operation and the
intrinsic silicon region width due to the long carrier recombination lifetime (in the order of nano-
second). This could potentially be overcome using a carrier depletion-based scheme (Figure 2.17¢)
in which the guided Si region is split in half and the propagating light mode pass through two
different regions, one lightly n-type and another p-type, respectively. Under a reverse bias state
opposite carriers are pulled out of the waveguide region increasing the depletion region and thus
imposing a change in the refractive index experienced by the propagating mode. The carrier
extraction time even though is small (~pico-second) compared to its carrier injection counterpart
but falls short in modulation efficiency due to the low number of carriers involved. Moreover, free
carrier-induced optical change in Si is small [49,59]. To overcome these limitations of Si-based
schemes, recently, alternative semiconductors and semimetals such as TCO (e.g., ITO) and 2D
materials (e.g., graphene) have been employed to demonstrate increased modulation efficiency
facilitated by enhanced optical properties of the materials. The materials are capable of exhibiting
plasmonic behavior which is the oscillation of free carrier in response to LMI. Plasmonic is

beneficial as it facilitates subwavelength field confinement, increased LMI, miniaturization of the
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device’s footprint, and increased operation speed and bandwidth while suffering from an increased

off-state insertion loss [59]

In addition to Pockel’s and free carrier schemes, an applied electric field could shift the energy of
atoms and molecules containing elliptical electronic states and thus their optical properties giving
rise to a phenomenon known as the Stark effect [52,60]. Besides, an applied electric field could
potentially shift band edges and thus absorption spectra of bulk semiconductors and dielectrics, a
phenomenon referred to as the Franz-Keldysh effect. Moreover, the excitonic states between
electrons and holes confined in a multiple quantum well structure (MQW) can be perturbed by
reducing the energy of the electron-hole pair and thus red shifting the absorption edge. These
phenomena have been used to demonstrate electro-optic and electro-absorption
modulators [8,61,62]. Moreover, phase change materials such as vanadium oxide (VO2) and
ternary germanium-antimony-tellurium (GST) compound material also facilitate large refractive
index change upon the application of external voltage or temperature utilizing which EOM designs
have been proposed [52,63]. However, the reversible phase change mechanism is slow and

requires comparatively large energy per bit (fJ/bit) [49].

Each scheme described above has its advantages and disadvantages that need to be evaluated to
merit their performance for a particular application in question. For EOM/EAM, several
performance metrics have been defined and used to compare different schemes and will be

discussed in the following section.
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2.9. Performance Metrics

The performance or merit of Electro-Optic and Electro-Absorption Modulators are evaluated based
on certain parameters such as Extinction Ratio, Insertion Loss (IL), footprint, Energy-Bandwidth,

Speed, Power consumption, etc.

2.9.1. Extinction Ratio

ER also known as Modulation Depth (MD) measures how effectively the modulation scheme
affects the light intensity at the output end between a modulator’s on and off state. In other words,
the difference between light intensities at the output end when a modulator is set to high
transmission (HT) and low transmission state (LT) respectively. It is usually expressed in dB
units [58,64]. For example, ER of a modulator can be defined by Equation 2.23.

ER = -10- |og('lrﬂ) (dB) 2.23

min

As a numerical example, a 3 dB ER corresponds to a reduction of light intensity by 50% at a low
transmission state compared to the intensity at a high transmission state. ER as high as possible is
desirable for long transmission distances but a 4-5 dB ER is sufficient for on-chip interconnect

applications [58].

2.9.2. Insertion Loss
Insertion Loss (IL) also known as propagation loss or off-state loss measures the optical loss the

light signal suffers as it traverses through the modulating region while the device is not subjected
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to any external perturbation (e.g., voltage). IL as low as possible is desirable. For example, for a
Si rib-waveguide-based modulator, IL can be determined by calculating the mode loss from the
imaginary part of the effective mode index derived from the 2D analysis given by Equation

2.24 [64,65].

A7 ming }

a =10-|{log(e # )| (dB/ m) 2.24

The expression in Equation 2.24 can also be used to calculate ER by determining the difference

between mode losses (aqy —@ope ) With and without external perturbation respectively. The

difference provides ER in dB/pum from which the length (L in pm) of the modulating region can
be calculated from the ratio of desired ER (dB) to the ER (dB/um). Upon calculating the length L,

the IL for the modulating region can be calculated from the product of L and o . Apart from

the modulating region, losses can also occur from the light propagating through the passive
components (grating coupler, taper, waveguide, etc.). However, the losses are minimal compared
to the modulating region if the operating wavelength is well below the band gap of the passive
waveguide material (e.g., Si), smooth and efficient coupling happens between light modes from

the passive waveguide to the active modulating region and vice versa.

2.9.3. Electro-Optic and Optical Bandwidth
EO Bandwidth (BW) or speed measures how fast an electrical signal can be encoded onto an
optical signal and directly indicates the maximum bit rate that a modulator can support [64]. It is

usually defined by the frequency at which a modulator performs a 3 dB modulation given by a
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. 1 . .
well-known expression as fzg = S7RC ; where R and C refer to lumped resistance and capacitance
T

of the device. On the other hand, optical BW indicates the range of light wavelength a modulator

can modulate with satisfactory performance.

2.9.4. Energy Consumption
Energy consumption measures mean energy that is lost per bit [64]. In other words, it quantifies

the energy expended in producing each bit of data [58]. It is usually theoretically determined
((L/ 4)CV?) as opposed to measuring it experimentally. The (1/4) factor is usually used from the

probability of writing either bit “1” or “0” which is assumed as 25%. However, the theoretical
estimate could deviate from the actual value if non-idealities overcome the over-simplified

theoretical model considered [64]. To justify the replacement of electrical on-chip interconnects

with their optical counterparts, a modulator must offer energy per bit ~10fJ bit™. However,
today’s servers based on electrical interconnects typically consume ~10—30pJ bit ™ while MZI-

based modulators reported in the literature for optical interconnects consume ~5pJ bit™. This

emphasizes the potentiality of Si modulators especially the one with an electro-absorption

scheme [58].
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2.9.5. Footprint

A footprint is the measurement of the area a modulator occupies for appreciable light modulation.
To meet the requirements of large integration densities in PICs, a footprint as small as possible is

desirable [58,64].

Given the discussion on EAM schemes and the definition of performance metrics in the last two
sections (2.8 and 2.9 respectively), Table 2.1 highlights the performance summary of some state-

of-the-art EOM/EAMSs reported in the literature.

Table 2.1. Performance summary of the state-of-the-art modulators reported in the literature

Energy

Device Modulation  Insertion Consumption Speed Sizg
(dB) Loss (dB) (Fa/bit) (GHz) [um?]
LiNbO3-based EOM [4] 30 <1dB 0.37 50 20[mm]
Si Micro Ring Photonic [66] 9 1 1 25 25
Si Travelling Wave Photonic [67] 3 4 N/R 25 ~1 x 106
Organic Polymer Plasmonic [21] 6 9 25 70 10
Sn:In,03 Plasmonic (ENZ) [17] 10 16 4% 25 200
Au/In03 Plasmonic (ENZ) [19] 6.5 10 2.1pJ/bit ~2* 4
Graphene-based modulator [68] 3 N/R N/R 1.2 25

(N/R represents data not reported. *Values that have been estimated)
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2.10. Mode Analysis of Rib and Slot Waveguide for EAM

To modulate light and thus realize an EAM, the corresponding light wave needs to be guided by
restricting energy flow to only one direction using structures also known as waveguides.
Waveguides are well-known structures that are being used to guide EM waves in the regime such
as radio and optical frequencies for a very long time. One prominent example could be optical

fiber which has revolutionized the way information is being transferred even across continents.
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Fig. 2.18: Schematics for the illustration of (a) light propagates from one medium to another medium with
distinct refractive indices. (b) Critical angle at the interface that causes light to traverse along the interface
with 0, = 90°. (c) Total Internal Reflection of light for 61 > 0c

Waveguide’s function can well be understood by Total Internal Reflection (TIR) from geometrical
optics [69]. To illustrate, a ray of light propagating through a medium-1 is incident at an interface
between medium-1 and medium-2 where the corresponding refractive indices are ny and n
respectively as shown in Figure 2.18. At the interface, light could refract into and propagate
through medium-2 or reflect into medium-1. If ny>n,, the refracted ray will bend away from the
normal as in Figure 2.18 (a). The angles and refractive indices are related to each other by Snell’s

law expressed by Equation 2.25.
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n,siné, =n,siné, 2.25

The angle of incidence, 6, =6 for which the refracted light traverse along the interface making

the transmitted angle 6, =90°is called the critical angle as shown in Figure 2.18(b). If &, > O,

the light is reflected into medium-1 and the phenomenon is known as TIR. Utilizing this
phenomenon light could be trapped and guided through a high-refractive-index material (e.g., Si
with a refractive index of ~3.48 at 1.55 um) surrounded by a low-index material (e.g., air with a

refractive index of 1). Figure 2.19 shows two types of such configurations namely ridge and rib

(@) Ridge Waveguide (b) Rib Waveguide

iy
X

d} silica d

Fig. 2.19: Schematic showing two types of waveguide configuration (a) Ridge and (b) Rib [2].

waveguides on a Silica substrate [2] with air (not shown in the figure) in the surroundings acting
as the low-index cladding material. According to the figure, light is confined in the y-z plane while
propagating in the x-direction. On the other hand, light could also be guided within a low-index
material surrounded by high-index material due to the EM field discontinuity at the interface

between high-index-contrast materials as shown in Figure 2.20 [70].

To analyze the performance of a 3D waveguide, it is necessary to identify and understand which
types of EM waves are allowed to propagate at a given frequency. The frequencies of waves that
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can propagate through a waveguide are referred to as resonant modes. The lowest frequency that
could propagate through the waveguide is known as a cutoff frequency or fundamental mode. The
propagating resonant modes are dictated by the size (e.g., width, w, height, h) and relative
permittivity of constituent materials of a particular waveguide configuration. Propagating modes
can be fully described by complex-valued propagation constants and spatial distributions of all

field components. For example, in Figure 2.19, Transverse Electric (TE) and Transverse Magnetic

Y strip-waveguide slot-waveguide strip-loaded slot-waveguide

cladding
oxide

silicon l

buried oxide
(BOX)

silicon
substrate

4 X n

Fig. 2.20: Schematic showing conventional slot and strip loaded Si waveguide. A conventional strip
waveguide configuration is also shown to point out geometrical differences. The respective refractive
indices of constituent materials are also shown [70].

(TM) modes can be characterized by field components E, =E, =H,=0and H,=H, =E =0
respectively. In other words, E, and H, components dominate in TE mode while E,and H,

components dominate in TM mode [2].

To investigate and find such modes, an analysis known as mode analysis could be performed by
exciting modes in a 2D transverse cross-section of a waveguide with appropriate boundary

conditions while employing the eigenmode solutions to Maxwell’s equations. To do so, several
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numerical techniques are available such as the two-dimensional beam propagation method,
effective index method, finite difference method, and finite element method (FEM) [71,72]. In this
research, FEM has been used to find the TE mode necessary to confine light upon biasing MIS
structure with the help of ENZ. The analysis utilizes the frequency with the Helmholtz equations
for electric and magnetic fields while searching for a solution in the form of a wave traveling in
the out-of-plane direction. The Helmholtz equations for electric (E, V/m) and magnetic (H, A/m)

fields are given by the expressions in Equation 2.26(a,b) respectively.

VAE+k{ (g, —n%)E=0 2.26(a)
VAH +ki(g, —n%)H =0 2.26(b)

where, V2 =d%/oy® +0%/02% ,k, = 21/ 2y is the free space wave number with A, being the
wavelength in a vacuum, ¢, is the relative permittivity of the material in which light is confined,

N IS the effective mode index defined by the expression in Equation 2.27

Nett :kﬁ 2.27
0

where, ﬂzzﬁ/zeﬁ is the propagation constant that signifies the phase rotation per unit distance.

So, from Equation 2.27, the effective mode index can be defined as the ratio of wavelength in the
confining medium to the wavelength in a vacuum [73]. Figure 2.21 shows the normalized E-field
intensities of TE and TM modes for strip and slot-configured waveguides shown in Figure 2.20

derived from FEM analysis [70]. From Figure 2.21, the difference in EM field distribution or mode
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Fig. 2.21: FEM analysis to find TE and TM modes in strip and slot waveguides with operating
wavelength of 1.55 pm, substrate and cladding refractive indices of 3.48 and 1.44 respectively [70].

profile for TE mode between strip and slot waveguide is comprehensible. The field is
predominantly confined within the high-index material that is diffraction limited in strip
configuration (top-left) while the slot waveguide squeezes and confines the mode within the
relatively narrow slot containing the low-index material (top-right). This distinct feature of high
confinement in slot structure is beneficial as it makes the light more sensitive to refractive index
change of the surrounding media compared to strip configuration. In fact, the slot waveguide is
more advantageous than the strip one, particularly for sensing applications since a major portion
(~70%) of the guided light can be confined near the rails in slot configuration compared to only a
minor portion (~20%) in case of strip configuration [70]. In this research, an MIS capacitor
structure has been incorporated in both rib and slot configurations and performance comparison
has been investigated in terms of EAM performance metrics discussed in the previous section. It
will be shown that due to the increased sensitivity, the slot configuration provides better

performance compared to its rib counterpart.
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3. Introduction and Optimization of EAM

In this chapter, we introduce the modulator design with constituent components and discuss its
functionality. The proposed EAM will be optimized by first optimizing the MOS and later the
result of which will be incorporated into wave optics analysis. A good portion of the discussion
was published as a conference [74] and journal paper [65] and directly copied in this chapter, in

the conclusion, and appendices.

3.1 Introduction to Modulator Design

Overviewing the summary presented in Table 2.1 from section 2.9, each scheme has its advantages
and disadvantages. For example, EOM that is based on purely manipulating the real part of the
refractive index (e.g., in ref [4]), though offers low IL with an appreciable ER but falls short in
terms of device footprint. On the other hand, plasmon-assisted EAM offers high ER with a small
device footprint but at a cost of increased IL (e.g., in ref [19]) hindering their practicality for on-
chip cascaded operation. That is why this research aims to reduce the IL of a plasmon-assisted

EAM utilizing ENZ.
(@) (b)
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Fig. 3.1. Schematic of (a) Rib and (b) Slot configurations of EAM. For multi-slots N p;;;,,- is the
number of Si pillars in the middle of two Si rails. Np;;,,- =0 corresponds to single slot

configuration while Np;;,,.- =1,2,3 correspond to 2, 3 and 4-slot configurations of EAM [65,74].
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In this research, rib, single-slot, and multi-slot configurations of EAMs have been analyzed and
the performance metrics have been determined for the operating wavelength of 1.55 um. Figure
3.1(a-b) shows the schematic of rib and slot configuration-based EAM on a Si on Insulator (SOI)
substrate respectively. The corresponding dimensions of the constituent layers are shown. Each
configuration consists of a MOS that houses the tunable material ITO (green), a thin dielectric
oxide, and p-type Si (light blue). In the analysis, ITO and p-type Si has been considered as the
contacts. In the rib configuration, light is mostly confined within the Si waveguide. On the other
hand, light is mostly confined within the slot(s) (e.g., between Si rails) in single (multi) slot
configuration. Upon negatively biasing the MOS at the ITO contact (p-type Si being grounded),
electrons accumulate at the interface between ITO and dielectric oxide. The real part of the
permittivity reduces as the electron concentrations within the accumulation layer increase
(according to the Drude model) with the increment of negative applied voltage. An appropriate
negative gate voltage could bring the real part of the permittivity close to zero at the operating
wavelength facilitating the ENZ phenomenon. This will lead to the confinement of a transverse
magnetic (TM) EM field polarized in the x-direction (considering that the EM light field is
traveling in the z-direction) to fulfill the requirement of the boundary conditions [43,47]. And thus,

the amplitude of the light can be modulated along the z-direction.

3.2: MOS Optimization

In the proposed EAM design, the MOS is an integral part, the optimization of which is crucial for

the overall device’s performance. Plasmonic EAMs reported in the literature largely make use of
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metal as the contact to bias the device [16-21]. Besides working as contact, the metal also supports
a hybrid plasmonic-photonic mode which partially pulls the electromagnetic field (EM) out of the
silicon and improves overlap with the dynamic layer [19]. Even though this phenomenon is helpful
in terms of achieving appreciable ER in the device on-state (i.e., low-transmission state), it incurs
an undesirable loss in the device’s off-state. To combat this, our goal is to utilize ENZ as a means
to both confine and modulate, but only when modulation is needed. This is realized through a

capacitor structure comprising ITO, a dielectric oxide, and p-type Si as shown in Figure 3.2(a).

Each aspect of the MOS device is considered and optimized in the following sections using the
Density Gradient (DG) model within the finite element method (COMSOL Multiphysics). As
discussed in section 2.5, this approach provides more accurate accumulation layer carrier profiles

than the semi-classical device model [30]. Si is taken as the ground contact and is heavily doped
( p=1x10"cm™) with a p-type dopant (boron) to reduce series resistance so that an achievable

equivalent resistance of ~100Q or even less can be achieved [19,40]. In particular, the optimization
process seeks to achieve the peak modulation while minimizing the base carrier concentration
within the ITO layer, so as to minimize the off-state transmission loss of the device. The parameters

used in the simulation have been enlisted in Table Al in appendix |

3.2.1 Selection of Oxide

The first step in the optimization of the MOS structure is to select the oxide material. The rapid
progress of CMOS integrated circuit technology has demanded the scaling of Si-based MOS field
effect transistors (MOSFET) [75]. However, scaling down by reducing the thickness of the

dielectric makes the device susceptible to increased gate leakage currents due to Fowler-Nordheim
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tunneling as well as breakdown [76]. To overcome this, high-k dielectrics such as HfO2, Al.Os,

Taz0s, etc. have been proposed [77].

For our device, a preferable oxide should be chosen to withstand the dc electric field required to

accumulate sufficient electrons within ITO to achieve ENZ condition
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12

€ 1]
S
, . Qg
ITO Oxide P-5i g
S -
Vg'.lle GND

sio, AlLO, HfO,

Fig. 3.2. (a) 1D schematic of the capacitor structure [65] (b) Comparison between break down voltage
(red bar) and the voltage across the oxides (green bar) to achieve ENZ condition for three different

without breaking down. In this research, the possibility of using HfO2, Al,Os, or SiO; has been
investigated by considering a thin 5 nm oxide in an ITO/Oxide/Si type MOS structure (Figure
3.2(a)), while the base carrier concentration within 1TO is taken as n=1x10"cm™. The
breakdown voltages for the oxides are reported as 5 MV/cm, 7 MV/cm, and 10 MV/cm
respectively [30]. Figure 3.2(b) shows a comparison between the breakdown voltage (red bar) and

the voltage, V (ENZ), that applies across the oxide (green bar) to achieve ENZ condition (to

achieve a peak carrier concentration within 1TO of ~6.5x10%cm™ [19,30]) for all three oxides.
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From the figure, HfO2 having a higher dielectric constant (25 as compared to 9 and 3.9 for Al>QOs,

and SiO2 respectively [77]) is the only material that is able to achieve this condition within the

limit of its breakdown voltage for the base carrier concentration of n=1x10%cm™. As a result,

the use of Al,O3 and SiO2 would require a larger base carrier concentration in ITO to facilitate

reaching the required peak carrier concentration of 6.5x10%°cmfor a smaller applied voltage.
However, this is disadvantageous as it would result in increased IL of the device and could produce
a reduced loss contrast between the biased and unbiased states. As a result, HfO> is selected as the
oxide for the MOS structure of the EAM. Besides, it is possible to achieve high conformal growth

of HfO, by ALD [78,79].

The thickness of HfO> has been set to keep at the initial 5 nm because an increased thickness will
require an increased operating voltage to achieve ENZ (e.g., E = V/d). While this would reduce
the capacitance, it would increase the energy consumption and could eventually lead to the need
for an applied voltage that exceeds common on-chip 5 V rails. However, the use of a larger spacer
layer would be useful in scenarios where device speed is of utmost importance, as a reduced

capacitance would facilitate a faster-operating bandwidth.

3.2.1. Optimization of Carrier Concentration in ITO
To further optimize the MOS capacitor, we seek to reduce the carrier density within the ITO (to

minimize off-state loss) while still being able to accumulate sufficient carriers under a bias to

achieve ENZ, requiring a peak electron concentration of approximately 6.5x10°°cm™ for the ITO

film taken herein [19,30] as the gate contact. By varying the base carrier concentrations within the
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ITO, we observe how the applied gate voltage required to achieve this ENZ condition is distributed
throughout various sections of the device (specific material properties used for the simulations are
detailed in supplemental information Appendix I). Figure 3.3(a) shows the total voltage applied
segmented into the voltage drop across the various sections of the capacitor structure. Considering
the contacts, the voltage drop within the ITO is reduced (~0.44 V) as the carrier concentration is
increased due to the improved conductivity. This is beneficial as the voltage across ITO is

essentially lost energy in the system. However, this reduction is partially counteracted by the
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Fig. 3.3. (a) Distribution of gate voltage across various section of capacitor structure. VVoltage drops
across Oxide, ITO, and p-type Si. (b) Energy band diagram of the optimized MOS structure at a
gate voltage of -4.7 V. The oxide has been defined as a “charge conservation” layer [65].

increased voltage drops within Si (~0.14 V), with increased 1TO doping. Finally, a reduction in
the voltage drop across the 5 nm HfO: is observed with higher concentrations, largely due to the
ability to apply a smaller voltage (-4.7 V as compared to -5.53 V) to achieve ENZ. This is key to
successful operation because the typical breakdown voltage of HfO; is 2.5 V per 5 nm (5
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MV/cm [30]), requiring carrier concentrations in the ITO > 0.2x10*°cm~to achieve ENZ
without breakdown in our structure. Further doping of ITO could be employed to reduce the
required voltage and move further away from the breakdown. However, as noted this will bring
the unbiased ENZ condition closer to the operating wavelength, resulting in an increased off-state

loss (according to the Drude model). As a result, we select a base carrier concentration of

n=1x10cmto keep the applied voltage below 5 V and remaining below the breakdown of the

5 nm HfO,.

3.2.2. Results and Discussion

Figure 3.3(b) shows the energy band diagram of the final capacitor structure at a gate voltage of -
4.7 V derived using the optimized parameters for the MOS structure. Figure 3.4(a-b) shows the
electron and hole concentration within ITO and p-Si for several gate voltages illustrating the ability
to achieve ENZ conditions within the ITO for an applied bias of -4.7 V. We note that the value of
the DG effective mass of electrons in ITO was determined by comparing DG and Schrédinger-

Poisson (SP) model (See supplemental information Appendix 1) [32,34].

Given the analysis of the capacitor structure, a carrier concentration of 1x10%cm™ and
application of -4.7 V bias is suitable for achieving ENZ within the limits of dielectric breakdown
for realistic ITO films with a mobility of 40 cm?/V.s [39]. However, as is clear from Figure 3.4(c-
d), this manifests in a layer with a minuscule thickness (< 1 nm). As a result, it can be considered
as a 2D surface, and the overall ER of the modulator is considered as proportional to the ENZ

surface area. On the other hand, as the volume of ITO increases, a higher percentage of the total
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EM field will traverse the lossy ITO material as compared to low-loss Si and HfO3, thus increasing
IL. Therefore, the key metric of ER/IL can be considered as proportional to the ENZ surface-to-

TCO volume ratio (SVR) for a given mode shape.
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Fig. 3.4. (a-b) Electron and Hole concentration within ITO and p-type Si as a function of gate

voltage. The bulk hole carrier concentration within p-type Si is 1x 10" em 3 (c-d) Real and
Imaginary part of permittivity within 1TO as a function of gate voltage and ITO thickness [65].
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3.3. Optimization of Electro-Absorption Modulator

As discussed in section 3.2, a thin layer of ENZ is achievable from the MOS configuration treating
ITO as both the gate and tunable material. This should facilitate light modulation guided by a
waveguide that is covered by the MOS structure. The carrier profile for the MOS layers (ITO and

p-Si) reported in the previous section (figure 3.4) has been extracted from 1D numerical

(b) X

5um |
Y z

(a)
Y
Input
7 X
Oxide

Fig. 3.5. Schematic of cross-sectional view of rib-based Si waveguide with MOS structure (a) in the
X-Y plane to determine 2D carrier distribution. The false colors indicating individual layers are
marked in fig. (b) in the X-Z plane to evaluate performance metrics and FOM.

analysis. However, the carrier profile in a real device will be three-dimensional. Determination of
3D carrier distribution by simulating a 3D MOS structure, and later coupling the results into a 3D
waveguide for the investigation of optical modulation is computationally expensive and time-
consuming, especially with a Finite Element Method where mesh size should be a fraction of
wavelength in interest [70]. Rather, a 2D cross-sectional view in the X-Y plane is helpful to get
the carrier distribution and then mimic the distribution in the Z-direction. For example, Figure
3.5(a) shows a 2D cross-sectional view (X-Y plane) of Si rib-based EAM covered with the
optimized MOS structure. Air has been assumed as the surrounding cladding layer (not shown in
the figure). An EM light wave with the Poynting vector into the Z-direction will be mostly confined

in the Si waveguide with TE mode evanescent field leaking into the MOS and surrounding air
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cladding along the X-direction. This TE mode of the EM field (Ex) can be perturbed by introducing
ENZ layers upon biasing the MOS structure. On the other hand, light modulation could be
inspected by analyzing a cross-sectional view of the EAM at the X-Z plane as shown in Figure
3.5(b). That is why first, a 2D analysis of a MOS structure has been performed to determine 2D
carrier distribution. Later, a cross-sectional view of a Si rib-based EAM covered with MOS
structure in the X-Z plane has been numerically analyzed to determine performance metrics and

Figure of Merit (FOM).

3.3.1. 2D Carrier Distribution in MOS

Figure 3.6(a) shows the 2D carrier distribution in the optimized MOS structure comprising ITO,

ITO p-Si
x10%° x10%°
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3.5
14 3
. 25
5 nm HfO, Oxide I
2
2 1.5
1
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0.5

Fig. 3.6. 2D carrier distribution in the optimized ITO/HfO,/p-Si MOS configuration. The
corresponding color bars (unit in cm®) and the orientation of the MOS are also shown.
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HfO>, and p-Si. The analysis has been performed using the semiconductor module available in the
Finite Element Method COMSOL Multiphysics. The polarity of the applied voltage at the ITO and
the p-Si end is -5V and OV respectively (The parameters used in the simulation have been enlisted

in Table Al in Appendix I).

3.3.2. Performance Analysis of a 2D Cross-Sectional EAM

Determining the 2D carrier distribution, the spatial distribution of electrons in ITO has been
incorporated into the Drude equation in the wave optics analysis to define the spatial variation of
permittivity within ITO. As shown in Figure 3.5(b), the length of the MOS section that covers the
Si waveguide and the waveguide itself is 5 and 9 um respectively. w is the width of the Si
waveguide and has been assumed as the variable parameter considering that the smaller the value

the higher the evanescent field interacts with the MOS. To investigate the optical modulation,
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Fig. 3.7. Cross sectional analysis of the EAM with w = 240 nm (a) The X-component of the
EM filed propagating in the Z direction. The air and PML layer have been indicted. (b)
Time average power flow into the Z direction at 5V applied voltage.

54



Boundary Mode Analysis available in the wave optics module has been applied while defining a
port at the input end to inject the appropriate TE mode into the waveguide. A thick Perfectly
Matched Layer (PML) of thickness 1 um has been defined at the output end (not shown in the
figure) to overcome impedance mismatching and thus prevent spurious reflections at the output
end boundary. A scattering boundary condition has been imposed on all outer boundaries except
the input end where the port is defined. Figure 3.7(a) shows the TE mode (Ex) of the propagating
EM field at OV. Figure 3.7(b) shows the time average power flow of the TE mode into the Z-
direction. The modulator total loss at a particular voltage has been calculated using Equation 3.1.

P
Total Lossy =10- log(—2-ut (dB) 3.1
’ Avg—In

where Pavg-Inand Pavg-out are the average power at the input and output end of the Si waveguide at
a particular voltage. The total loss defined here has been assumed to include IL as well as any other
losses due to reflection, refraction, scattering, absorption, etc. as light traverses the guiding layer.
The ER has been calculated by taking the difference between total losses corresponding to applied
voltage -5V and 0V respectively. This research has aimed to achieve an ER of at least 6 dB with
an IL of less than 1 dB. To quantify we define a Figure of Merit (FOM) as given in Equation 3.2

requiring a value of >6.

Modualation Depth(> 6dB)
Insertion Loss(<1dB)

FOM = 3.2
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Fig. 3.8. Cross sectional analysis of the EAM with wide range of waveguide width (a) FOM
as a function of waveguide width. (b) Device length and Insertion loss showing relatively
poor performance of rib-based configuration.

Figure 3.8(a) shows the FOM as the function of waveguide width. According to the figure, the
current configuration performs poorly for a wide range of waveguide width, even the best device
with a width, w=240 nm requires a length of >30 um to reach 6 dB modulation, resulting in an
IL of ~2.7 dB as shown in Figure 3.8(b). This performance is inferior compared to state-of-the-art

plasmon-assisted EAMSs reported in the literature [9,19,40,80].

3.3.3. Introduction to Surface-to-Volume Ratio

The analysis of the cross-sectional Si rib-based waveguide and the corresponding poor
performance indicates that the minuscule thickness of ENZ is not enough to extract the light that
is mostly confined within the higher index Si waveguide. This provides two primary conclusions:
First, the ENZ layer can be considered as a 2D surface due to its minuscule thickness (<1 nm), and

as the ENZ layer facilitates light confinement, the overall ER of the modulator can be considered
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as proportional to the ENZ surface area. So, an increase in ENZ surface area is expected to improve
FOM. Second, poor performance predominantly occurs due to the poor overlapping between the
mode and the ENZ layer. While this can be improved by confining light within the TCO layer, this
will result in more energy propagating through the lossy TCO layer, resulting in an increased IL.
Thus, a minimal overall amount of TCO is desired (e.g., minimal volume). For example, the ideal
scenario where light is mostly confined within ENZ layers necessitates confining light within the
TCO material (e.g., in this case, ITO) that generates the ENZ. As the volume of ITO increases, a
higher percentage of the total EM field will traverse the lossy ITO material in the off-state
compared to low-loss Si and HfO», thus increasing IL. These two conclusions further indicate that
the key metric of ER/IL can be considered proportional to the ENZ surface-to-TCO volume ratio

(SVR) for a given mode shape [74].

3.3.4. Performance Comparison between Rib and Slot Configuration

To verify the concept of SVR discussed in the previous section, a comparison between the
performances of a traditional rib waveguide and a slot waveguide has been made, the schematics
of which have been shown in Figure 3.1(a-b) in section 3.1. Figure 3.9(a-b) shows the ER (dB/um)
(black curve) and IL (red curve) incurred for modulation of 6 dB in the case of a rib and single slot
configuration, respectively, versus the rib width and Si-rail width. For simplicity, the 2D analysis
for the difference in performance between the rib and slot structure can be expressed by the

following overlap integrals of ER and IL as shown in Equations 3.3(a-b):
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For ER, the figure considers the normalized overlap between the electric field of the optical mode
and the cross-sectional area of the thin ENZ surface, reaching unity when the electric field is

entirely confined within the ENZ region. Similarly, the IL can be expressed as the normalized
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Fig. 3.9. ER (dB/um) (black) and IL for 6dB modulation (red) for (a) rib and (b) single
slot configuration respectively. The slot width is 40 nm [65].

overlap between the electric field of the optical mode and the cross-sectional area of the entire
TCO (under the assumption the loss within the Si is negligible). So, the FOM can be expressed as

the ratio of equations 3.3(a-b) as shown in Equation 3.4:
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3.4

which describes the ratio of the normalized field within the dynamic ENZ region able to be
modulated, to the normalized field within the lossy TCO layer. For a mode shape that remains
roughly constant, the first term can be increased by enlarging the ENZ layer, or surface, while the
latter term can be reduced by shrinking the volume of the TCO (i.e., increasing the SVR of the

geometry).

Additionally, modification of the electric field spatial distribution may also be used to improve the
FOM by confining light near the ENZ region (i.e., confinement). However, since the ENZ region
is within the TCO, this action will invariably increase the overlap with the TCO as well. As a
result, a simultaneous reduction in the volume of the TCO should be applied. The practical limit

to this scaling is due to fabrication limitations and the ability to create many thin, parallel, ENZ
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Fig. 3.10. ER (dB/um) and IL (dB/um) for single slot configuration as a function of slot

width shows increasing loss with increasing slot width containing 1TO. The rail width is
fixed and equal to 200 nm for single slot configuration [65].
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surfaces with small volumes within the spatial region of the mode. For the rib, the light remains
mostly confined within Si irrespective of the rib width and ITO thickness (time average power
flow in the Z direction at 0 V, inset of Figure 3.9(a)). While this provides reasonably low IL in
dB/um, the ENZ layer alone is insufficient to extract the electric field from the rib to achieve strong
mode overlap and modulation. This results in a low ER in the case of the rib configuration,
requiring a longer device to achieve appreciable modulation (e.g., 70.48 um for 6 dB ER with a Si

waveguide width of 360 nm).

The slot configuration improves upon this primarily by affecting the spatial confinement of the
mode and thereby improving its overlap with the dynamic ENZ layer (time average power flow in
the Z direction at 0V, inset of Figure 3.9(b)). However, the gains are minimal if the volume of the
TCO remains large (e.g., slot widths > 100 nm), Figure 3.10. Thus, a reduction in the volume of
the TCO is enforced by reducing the slot width, significantly improving performance by reducing
the volume of the TCO while maintaining a strong spatial overlap with the ENZ surface. This
scaling is limited by fabrication constraints for lithography and etching. Here, an aspect ratio of
~5:1 [81] has been chosen, thus setting Wsiot equal to 40 nm for a silicon layer of 220 nm thickness
for all subsequent configurations. A potential fabrication procedure for the proposed device is
outlined in Appendix Ill. In the following analysis, unless otherwise stated, the only variable
parameter is the width of the Si waveguide, rail, and pillar for the rib, single, and multi-slot
configurations respectively indicating the fact that the increasing trend of Si content in the device

geometry decreases the percentage volumetric content of the TCO.
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3.3.5. Performance of Multi-Slot Configuration

Following the discussion from the previous section, the SVR may be pushed higher by inserting
more ENZ layers, achieved through a multi-slot waveguide. Figure 3.11(a) shows the comparison
among 2 to 4-slot configurations in terms of ER (dB/um) and IL assuming a length needed to
achieve an ER of 6 dB. The 4-slot configuration having a higher ENZ surface area provides higher
ER (2.62 dB/um) while the respective 6 dB IL remains almost steady (~0.7 dB). To compare single
to multi-slot configurations, we consider the ratio of ER (dB/um) and IL (dB/um) as the FOM and
select structures that have a real part of the effective mode index equal to 2 to allow for efficient
coupling of light to and from a typical Si rib waveguide [82]. In this case, the single slot has a rail
width of 220 nm, the 2 to 4-slot structures have Si pillar widths of 180 nm, 120 nm, and 100 nm,
respectively, and the slot width remains fixed at 40 nm for all structures. Figure 3.11(b) shows the

comparison in terms of the FOM and active ENZ surface area to TCO volume ratio. Here the TCO
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volume for all structures has been expressed as a percentage of the total device volume to account
for the increase in the size of each structure. Our study indicates that increasing the ENZ surface
area from single to multi-slot configuration improves performance, where the 4-slot structure has
a FOM of 8.73 which is better than previously reported plasmonic and hybrid plasmonic
modulators (e.g., 4.51, 7.1) [9,19,40,80,83,84]. The FOM for multi-slot structures can further be
improved by increasing overlap between the optical mode and ENZ region through optimizing the
geometrical parameters (e.g., by reducing Wsiet, and optimizing the rail and pillar widths).
However, this will change the corresponding effective mode index leading to a more challenging
optical coupler design [82,85]. The mode profile at 0V, the effective mode index, and field
confinement at device ON and OFF state for the final optimized 4-slot EAM have been presented

in supplemental information Appendix I.

3.3.6. Tradeoffs associated with Surface-to-Volume Ratio

While the approach to improve the ER to IL FOM can be optimized through the SVR and
confinement approach, it is also inexorably linked to the speed and energy consumption of the
device. To investigate this relationship, we estimate the resistance (taking 6 x 10* Q.cm as the
resistivity of 1TO valid for a carrier density of 1 x 10%° cm™ [86] and capacitances of the four

configurations corresponding to Figure 3.11(b). Assuming a need for 6 dB modulation, the

resistances (R = pL/A) for single and 2 to 4 slots EAMs are 160 Q, 274 Q, 410 Q, and 536 Q
respectively. Similarly, the estimated capacitances (C = (¢,&,A)/d ) are 235 fF, 254 fF, 273 fF,

and 310 fF respectively. Figure 3.12(a) shows the corresponding RC-limited device speed (
f =1/(27RC)) and energy consumption (U = (1/4)CV ?) and a comparison with other state-of-
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Fig. 3.12. (a) The speed and energy consumption of the slot waveguide designs, illustrating a
trade-off in terms of device operation speed and energy consumption. (b) ER and IL and (c)
Speed and Energy consumption for 1-slot configuration respectively as a function of the top
ITO contact thickness, outlining an approach to mitigate these issues if constraints on IL and
driving voltage are relaxed. The 15 nm device was biased at -4.7 V while the other structures
were biased at -5.0 V, required to achieve a comparable peak accumulation density within the
slot region. The slot width remains same for all cases [65].

the-art modulators reported in the literature is presented in Appendix IV. Overall, a greater than

10x reduction in the IL can be seen, when compared to other plasmonic-style designs, while
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maintaining appreciable ER (6 dB) and size (~6 pm?). However, the speed and energy

consumption of the devices are negatively impacted.

This decrease in speed and increase in energy consumption is a result of the increase in resistance
and capacitance of the structures which results from the goal to minimize IL, thereby prioritizing
a large area and thin ITO layer. This can be mitigated in several ways: 1) by increasing the
thickness of the dielectric spacer, 2) by increasing the thickness of the ITO layer, and 3) by
increasing the base carrier concentration of the ITO if one relaxes the constraints on the acceptable
IL and driving voltages. For example, Figure 3.12(b-c) illustrates that by increasing the thickness
of the ITO layer for the single slot design, the speed can be increased to 20 GHz while maintaining
similar energy consumption if one can tolerate a moderate increase in the IL of the device (1.07
dB IL for a 6 dB modulation depth). We note that the decrease in ER for the thicker films is due
to variations in the mode overlap primarily with the ENZ regions on the outermost edges of the
waveguide and further optimization could improve this value. Ultimately, it is clear that the typical
tradeoff between energy and bandwidth remains [87], and each structure should be optimized for
the specific requirements of the application at hand, considering the relative importance of speed,
energy consumption, loss, and size. Nonetheless, the TCO-enabled plasmon-assisted approach
allows for the realization of a fully solid-state, non-resonant, compact, robust, and low-loss device

for integrated photonics.
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4. Material Growth and Characterization for the Optimized EAM

This chapter discusses the optical and electrical properties of as-deposited materials that form the
MOS structure. ITO and oxides have been deposited by atomic layer deposition (ALD) and
characterized by spectroscopic ellipsometry. So, a brief introduction to ALD and SE will be
provided in sections 4.1 and 4.2. The chapter also discusses the process necessary for performing

p-type doping of Si.

4.1. Basics of Atomic Layer Deposition

Atomic Layer Deposition (ALD) is a thin film technique where the constituent materials are in the
form of a vapor phase during the deposition. This technique was first introduced as atomic layer
epitaxy (ALE) in 1977 through the demonstration of ZnS film growth for flat panel displays [88].
ALD has been demonstrated as a promising technique with advantages over other techniques such
as physical vapor deposition (PVD) and chemical vapor deposition (CVD) that cope with the
ongoing requirement of device miniaturization in both the semiconductor industry and
research [89]. For example, PVD that relies on physical processes does not necessarily result in a
strong chemical bond between the grown film and the substrate, hence increasing the chance of
delamination. On the other hand, even though CVD involves chemical reactions, this may not
directly involve the substrate surface. Unlike these techniques, ALD facilitates strong chemical
reactions on the substrate surface by which chemical bonds form between the substrate and the
film and within the film itself as the film grows [90]. The beneficial aspect of ALD could be

justified by its features such as cyclic, self-limiting, and the ability to produce pin-hole-free
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controlled growth of conformal thin film at low temperatures [89,91]. The term “thin” is used in
the sense that the technique is capable of growing films with thicknesses ranging from 1 nm to
several hundreds of nanometers. As an example, Figure 4.1 schematically shows a basic cyclic

nature of an ALD technique for the growth of a thin film, “A-B”.
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Fig. 4.1: (a) Schematic showing cyclic nature of ALD growth process involving two precursors “A”
and “B” for the growth of the film “A-B”. (b) Cross-sectional SEM image showing excellent
conformal growth of Al.O3 on a high-aspect ratio Si trench [89].

A substrate that is placed inside a reactor (not shown in the figure) within which optimized set
temperatures could be maintained, for example, the substrate and the reactor wall temperatures,

necessary for the optimal growth of a thin film. A gaseous precursor “A” is pulsed into the chamber

for a certain amount of time (t,) that chemisorbs on accessible sites on the substrate while the

precursor ideally does not react with itself manifesting the self-limiting nature of the ALD. The

time a process allows a precursor to become chemisorbed on the substrate surface is referred to as

chemisorption time, t, ... Once no accessible sites are available on the substrate, the substrate
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is considered saturated, and the reaction stops. In this process, by-products are generated that are

purged away under vacuum conditions by an inert gas (e.g., N2, Ar). In the next step the second

precursor, “B” is pulsed into the chamber that chemisorbs for a certain period (1) on the
accessible sites generated by precursor, “A” in the previous sub-cycle. Similarly, the process is

followed by the corresponding chemisorption time t and the purging for the removal of by-

B—Chem
products. At this stage, a binary layer A-B is formed and could be considered the first cycle for the
growth of the “A-B” film. This layer-by-layer self-limiting growth ensures that the reactions in
each sub-cycle are driven to completion and fill every accessible site resulting in continuous,
smooth, conformal, and pin-hole-free film on the substrate. In fact, excellent conformal growth of
Al>0zeven on the high-aspect-ratio Si trench h