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a b s t r a c t 

The use of microbolometers for Thermoelastic Stress Analysis (TSA) has the potential of substantially reducing 

deployment costs, as well as providing more compact and lightweight solutions in comparison to more costly, 

bulky and less rugged photon detector based infrared cameras. However, microbolometer performance in terms 

of response time and sensitivity is less than what can be achieved with photon detectors. As the use of mi- 

crobolometers for TSA is becoming more widespread, it is timely to devise a means of assessing microbolometer 

performance and identifying the limitations of using such a system for TSA. A simulation approach is devised 

that enables the effect of the microbolometer response time on transient signals (such as that from TSA) to be 

investigated. As the TSA involves measuring a small transient temperature change, usually induced by sinusoidal 

cyclic loading, the simulation approach also includes the effect of a noisy non-sinusoidal signal. To identify any 

deleterious effects cause by a cyclic load, the transient temperature change is also generated using an optical 

chopper and a black body source. The variables studied are the Signal-to-Noise Ratio (SNR), the impact of dif- 

ferent waveforms, variation in the signal mean, as well as in-built system features such as the noise reduction. A 

new experimentally validated calibration approach is presented that accounts for the microbolometer response 

time and rolling averages introduced by inbuilt noise reduction features. It is shown the calibration approach 

is independent of specimen material and camera frame rates, and it is demonstrated on a CFRP test specimen 

containing a hidden crack. 
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. Introduction 

Thermoelastic Stress Analysis (TSA) [1] is a well-known non-contact

ull-field imaging technique that has been used extensively on a vari-

ty of materials and structural components over the past three decades

2–6] . TSA depends on the thermoelastic effect, which is based on the

elationship between thermal energy and mechanical deformation un-

er elastic loading [1] . Usually, a sinusoidal cyclic load is applied to the

est component to generate the small thermoelastic temperature change,

𝑇 , which, under adiabatic conditions is related to the sum of the prin-

ipal stresses and for isotropic materials [1] is as follows: 

𝑇 = − 𝑇 0 𝐾Δ
(
𝜎1 + 𝜎2 

)
(1)

here 𝑇 0 is the mean temperature of the cycle, Δ𝜎1 and Δ𝜎2 are the

hange in the principal stresses, and 𝐾 is the thermoelastic response

efined as: 

 = 

𝛼

𝜌𝐶 𝑝 

(2)

here 𝜌 is the density, 𝐶 𝑝 is the specific heat capacity at constant pres-

ure, and 𝛼 is the coefficient of linear thermal expansion. 
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Δ𝑇 is also known as the thermoelastic response or signal, and is ob-

ained using an infrared (IR) camera that records the temperature on

he surface of the sample during the test. The IR cameras commonly

sed for TSA contain a photon detector sensor [7] . These have a practi-

ally instantaneous response to changes in temperature, of the order of

icroseconds (10 – 20,000 μs [8] ), enabling accurate detection of the

ransient thermoelastic temperature change resulting from the cyclic

oading. However, photon detectors are bulky, heavy, and expensive

 ∼£100k), and have limited life-span due to the fatigue loading on the

ensor assembly from the temperature cycling resulting from the cryo-

enic cooling. Therefore, significant interest has developed in using cost-

ffective microbolometer IR cameras for TSA, as they typically cost an

rder of magnitude less than photon detectors, are more lightweight and

ompact, and are more robust as they do not require a cooling system. 

Rajic and his co-workers, e.g. [9–11] have pioneered the use of mi-

robolometers in TSA. A detailed account of the applicability of de-

eloping microbolometer based TSA was provided in [10] , where the

echnique was applied on an aircraft structural component. The work

emonstrated the capability of microbolometers and pointed to possi-

le future directions. Whilst microbolometer cameras have significant

enefits over photon detector cameras, their major drawback, particu-
ed Kingdom. 
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Table 1 

Characteristics of FLIR A655sc [16] . 

Detector material VOx 

Spectral Range 7.5 - 14 μm 

Cost ∼£10,000 

Maximum frame rate at full window 50 Hz 

Frame rate selection at full window 50 Hz, 25 Hz, 12.5 Hz, 6.25 Hz, 3.13 Hz 

Reading array Each row of pixel detectors at a time 

Thermal time constant < 8 ms - fixed 

Cut-off frequency 19.9 Hz 

Response time 24 ms (3 x thermal time constant) 

Sensitivity (NETD) < 30 mK 

Resolution 640 x 480 pixels 

Cooling No 

Weight 0.9 kg 

Size 216 x 73 x 75 mm 
arly in the context of TSA, is that they have response times of the order

f milliseconds that is intrinsic to the detector construction. Typically,

ime constants range from 7 ms to 15 ms [ 9 , 12 ]. In [11] , the impor-

ant limiting feature of the relatively long detector response time was

iscussed, and a calibration approach proposed to account for the filter-

ng effect on the measurement of transient temperatures. In contrast, in

13] and [14] the digital level (DL) output from the camera was used

nd the ‘known stress calibration’ procedure presented in [15] was ap-

lied. The stress calibration approach is not ideal as it is dependant on

he IR detector responsivity and specimen surface temperature, in ad-

ition to the material properties of the test specimen. Moreover, when

sing microbolometers for TSA, the approach used in [14] and [15] is

lso highly dependant on the loading frequency. The reason for this is

hat as loading frequency increases, the rate of change of temperature

ncreases, and the effect of the detector response time becomes more

rominent. In [11] , the calibration approach presented was indepen-

ent of loading frequency, but was time consuming, as it required the

se of an optical chopper and a blackbody, and must be carried out

ixel by pixel on each frame of the temperature field captured by the IR

amera. 

In the present paper, a new procedure for calibration applicable for

SA using microbolometers is presented. The procedure preserves the

ractical simplicity of that described in [14] but is independent of load-

ng frequency. It is dependant on the detector construction, but accounts

or the effect of the response time on thermal measurements after TSA

rocessing and requires no additional equipment. Hence, data process-

ng time is significantly reduced and a practical means of applying TSA

n a quantitative manner with low cost and compact microbolometers

s demonstrated. The work described in the present paper will pave the

ay for application of TSA to large scale structures as acquisition and

perational costs are significantly reduced enabling deployment of mul-

iple low-cost microbolometer cameras and permanent installation for

tructural health monitoring. 

To put the work in context, the paper starts with a brief overview of

he working principles of microbolometers, which includes an evalua-

ion of the FLIR A655sc [16] used in the experimental work described in

he paper. Of particular importance is the thermal time constant, so an

ndependent verification of the manufacturer’s quoted value is carried

ut using an optical chopper and a flat plate black body. This is followed

y a brief overview of the theory associated with TSA and a description

f the image processing algorithms used to extract the thermoelastic re-

ponse from a thermal image series. A Simulink model is presented that

ids in understanding how the quality of the input signal from the mi-

robolometer image series affects the derived thermoelastic response.

he model is used to perform a detailed study on the effects of inaccu-

acy in loading frequency, and drift in the mean levels of temperature

nd noise. A key feature of microbolometer systems are in-built noise

eduction (NR) features that make use of the temporal richness of the

mage data; the effect of the NR feature on the thermoelastic response

s also studied. A parametric experimental verification that confirms the

ndings from the model is presented, examining the effect of frame rate,

oading amplitude and frequency, material and the NR feature. Finally,

 new approach to calibrating the thermoelastic response is described

nd applied to a carbon fibre reinforced polymer (CFRP) sample with

n internal defect, the results of which are validated by comparing the

SA from the microbolometer images to those obtained from a photon

etector. 

. Microbolometer operation and experimental validation 

.1. Microbolometer working principle 

Microbolometers are formed of an array of sensing elements that are

ontinuously exposed to radiation. Each element has an IR radiation

bsorbing layer (metal or semiconductor) that changes its resistance de-

ending on the amount of absorbed energy. The change in resistance is
2 
onverted into a voltage that is transformed to a digital signal in units

f digital level (DL). The signal in DL is converted into temperature by

eans of a radiometric calibration that is dependant only on the temper-

ture, as the thermal time constant is fixed and determined by the sensor

aterial. Hence, in contrast to a photon detector the response time of

 microbolometer is not instantaneous [ 7 , 12 ], but it is expressed as

ollows: 

𝑜𝑢𝑝𝑢𝑡 ( 𝑡 ) 
𝑜𝑢𝑡𝑝𝑢𝑡 ( 𝑡 → ∞) 

= 1 − 𝑒 
− 𝑡 
𝜏𝑡ℎ (3)

here 𝑡 is time and 𝜏𝑡ℎ is the thermal time constant. 

In TSA, it is necessary to apply a cyclic loading to the test speci-

en and hence the temperature, 𝑇 , changes at a rate determined by the

oading frequency. To account for the thermal time constant, the mag-

itude of the temperature response, |𝑇 ( 𝜔 ) |, and phase, ∠𝑇 ( 𝜔 ) , [ 7 , 11 ]

re expressed as follows: 

𝑇 ( 𝜔 ) | = 

𝐶 √ 

1 + 𝜔 

2 𝜏2 
𝑡ℎ 

(4) 

𝑇 ( 𝜔 ) = tan −1 
(
− 𝜏𝑡ℎ 𝜔 

)
(5)

here 𝐶 is a constant that is dependant on the sensor construction and

 is the loading frequency in rad/s. 

As the microbolometer is constantly exposed to radiation, the elec-

rical resistance of the sensor also changes constantly according to the

ate of the transient signal. Typically, a microbolometer requires usu-

lly three times the thermal time constant to obtain 95% of the final

ignal magnitude, and six times the thermal time constant to achieve

9% [12] , so the sensor does not have time to stabilise. If the sensor has

ot reached the correct temperature, it outputs the current temperature

t that time. Hence, the temperature value is attenuated in the manner

f a low-pass filter [ 7 , 11 ] as indicated by Eqs. (4) and (5) . Therefore,

hen using a microbolometer for measurement from an object with a

yclic temperature change, as with TSA, a reduction in the magnitude of

he temperature change is recorded as well as a shift in phase depending

n the loading frequency. 

Low-pass filters have a cut-off frequency [17] , 𝑓 𝑐𝑢𝑡 − 𝑜𝑓𝑓 , which in the

ase of TSA is the loading frequency where the output falls below 70.7%

f the input, and is defined as: 

 𝑐𝑢𝑡 − 𝑜𝑓𝑓 = 

1 
2 𝜋𝜏𝑡ℎ 

(6)

The microbolometer frame rate (number of frames that can be cap-

ured per second) provides the temporal richness of the measurements

ut is limited by the row-by-row readout from the sensor. It causes a

elay between the top left pixel and the bottom right pixel of the image

s shown in [18] and represents a major drawback for microbolometer

ameras. For this reason, the frame rates that can be selected are divi-

ions of the maximum frame rate. For example, for the microbolometer

LIR A655sc used in this work ( Table 1 ), the maximum readout time
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p

s 41.6 μs per row at full frame, considering that there are 480 rows

f pixels, the maximum frame rate at full frame is 50 Hz. Hence, the

rame rates that can be selected at full frame are 50 Hz, 25 Hz, 12.5 Hz,

.25 Hz and 3.12 Hz. In contrast, the readout from a photon detector is

ensor-by-sensor providing faster frame rates. Therefore, microbolome-

ers require longer sample times to reduce the noise content, considering

he sensors generally have higher Noise Equivalent Temperature Differ-

nce (NETD). To circumvent this, microbolometers are often fitted with

R features that exploit the temporal richness of the data, by taking a

olling average over several frames of data. This is acceptable when the

ignal is stationary but for transient signals introduces a further filter-

ng effect. However, the setup is much faster as there is no cool-down

eriod required compared to the photon detectors [10] . Also, the Noise

quivalent Temperature Difference (NETD) of microbolometers is usu-

lly higher than photon detectors, but the post-processing algorithms,

uch as lock-in and least-squares, applied to the temperature data will

lter out noise and improve the thermal resolution of both photon de-

ectors and microbolometers. 

.2. Determining the thermal time constant experimentally using an optical 

hopper 

As a first step in characterising microbolometer (MB) performance,

t was decided to confirm the time constant value quoted by the man-

facturer using the same setup that was presented in [11] . An Infrared

ystems Development Corporation IR-2106/301 flat plate blackbody

19] was set to 30 °C and a Thorlab optical chopper (MC2000B-EC with

C1F2 blade [20] ) at room temperature was placed between the mi-

robolometer camera and the optical chopper as shown schematically

n Fig. 1 . The setup was enclosed using a blackout curtain to prevent

ny heat sources in the surrounding lab environment impinging on the

hopper or blackbody. As the optical chopper rotates, its blade gener-

tes rectangular (square) waves with rotating frequencies of 4 to 40 Hz,

.e. those of interest for TSA. 100 images were captured at 25 and 50 Hz

rame rates with the NR feature on and off. The chopper rotating fre-

uency was changed from 4 to 40 Hz in 1 Hz intervals up to 11 Hz and

hen 2 Hz intervals up to 40 Hz. For the determination of the thermal

ime constant, only frequencies up to 11 Hz were considered as it was

he maximum loading frequency considered in TSA experiments and be-

ow the Nyquist frequency for both frame rates. 
ig. 1. Plan view of setup used to determine the thermal time constant of the 

icrobolometer (MB). 
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3 
Fig. 2 shows four images taken with the microbolometer with the

lackbody in the background, and the optical chopper at room temper-

ture in the foreground. Fig. 2 (a) and (b) show images with the NR

eature on, while (c) and (d) show images with the NR off. As the NR

n and off tests were not conducted together, the chopper temperatures

re different by about 3 °C, which can be attributed to changes in the

aboratory ambient conditions. The black symbols are single data points

onsidered in the study ( Fig. 2 (a), (c)) and four points marking a 10 x

0 pixel area shown in Fig. 2 (b), (d). 

To check the accuracy of the rotation frequency setting of the chop-

er, the signal time series from a single pixel was processed into the

requency domain using a Fast Fourier Transform (FFT). Fig. 3 shows

he frequency obtained with the FFT plotted against the optical chop-

er input frequency with the NR feature on at (a) 50 Hz and (b) 25 Hz

rame rate. It can be seen in Fig. 3 (a) that from 4 Hz to 11 Hz, the op-

ical chopper input frequencies do not match the values extracted with

he FFT, probably because the optical chopper is designed to operate

t larger rotational speeds. However, from 12 Hz up to 24 Hz the fre-

uencies from the optical chopper input and FFT extraction match. It

an be seen that the folding frequency is at 25 Hz, that is when the op-

ical chopper frequency is half the frame rate (Nyquist frequency [21] ).

fter 25 Hz, the FFT frequency reduces as the optical chopper rotation

s undersampled. Similar behaviour can be seen in Fig. 3 (b). It is clear

hat the optical chopper cannot rotate as requested at the lower load-

ng frequencies, hence, the frequencies considered to calculate the ther-

al time constant are those obtained from an FFT of the experimental

ata. 

To obtain the parameters 𝜏𝑡ℎ and 𝐶 in Eq. (4) , the Nelder-Mead Sim-

lex algorithm [11] was used: 

min 
 

𝜏𝑡ℎ , 𝐶 } 

∑
𝑖 

⎛ ⎜ ⎜ ⎜ ⎝ 
Δ𝑇 

(
𝜔 𝑖 

)
− 

𝐶 √ 

1 + 𝜔 

2 
𝑖 
𝜏2 
𝑡ℎ 

⎞ ⎟ ⎟ ⎟ ⎠ 

2 

(7) 

here Δ𝑇 ( 𝜔 𝑖 ) is the magnitude obtained with the microbolometer, i.e.

eak-to-peak temperature, 𝜔 𝑖 is the chopper frequency in rad/s ( 𝜔 =
 𝜋𝑓 where 𝑓 is frequency in Hz), and the subscript 𝑖 corresponds to a

articular rotating frequency. 

Eq. (7) was solved using an iterative procedure within Matlab us-

ng the fminsearch function [22] to identify 𝜏𝑡ℎ and 𝐶. Fig. 4 clearly

hows that the fit of the experimental data to the model data obtained

rom Eq. (7) is closer to the NR off ( Fig. 4 (d)). The offset in magni-

ude in Fig. 4 (a) and (b) compared with (c) and (d) is because there

as a 3 °C variation of surface temperature of the optical chopper be-

ween the experiments with the NR on and those with it switched off.

s mentioned above, the temperature difference is evident in the full

eld IR images shown in Fig. 2 . It should be noted that the change

n ambient temperature has little effect on the overall analysis as the

asis for the assessment is a temperature change, rather than an ab-

olute value. It is clear that the NR feature changes the response,

ence the nature of this feature is explored in detail in the following

ection. 

The thermal time constant obtained for each single point and re-

ion with and without NR applied in the microbolometer is presented

n Table 2 . It can be seen that in all cases the time constant obtained is

maller than 8 ms, which corresponds to the ‘below 8 ms’ as stated by

he manufacturer [16] . It further is observed that the results obtained

ithout the NR applied are more precise ranging from 5.2 ms to 5.9 ms,

hile the results with the NR activated varies from 4.3 ms to 7.2 ms,

emonstrating that the NR feature strongly influences the response from

ransient signals. The exact nature of the NR feature is not described by

he manufacturer, but it is clearly useful in reducing the noise for a sta-

ionary signal. However, in TSA the signal is transient and, hence, any

veraging of the response will result in further filtering. 
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Fig. 2. Temperature (°C) field images of the optical chopper placed in front of the blackbody showing the (a) single pixel measurement points (NR on), (b) an 

averaged 10 ×10 pixel region (NR on), (c) single pixel measurement points (NR off) and, (d) an averaged 10 x 10 pixel region (NR off). 

(a) (b)

Fig. 3. Frequency obtained with FFT vs Optical Chopper Frequency with the microbolometer recording with NR applied at (a) 50 Hz frame rate and (b) 25 Hz frame 

rate. 

2

 

f  

d  

i  

n  

(  

o  

n  

r  

t  
.3. Noise reduction simulation 

To identify the nature of the NR feature, it is assumed that the NR

eature performs a temporal averaging of the thermal data points to re-

uce the standard deviation in the readings. Therefore, the NR feature

s represented as a rolling average in a simulated model with the mag-
4 
itude of the NR scaled by varying the number of data points averaged

 𝑁) from 2 to 7. The simulation consists of creating a sinusoidal signal

f a certain frequency (loading frequency (LF) for TSA experiments) and

ormalised amplitude sampled at 50 Hz, which is the maximum frame

ate of the FLIR A655sc in full frame window mode. The signal is passed

hrough a low-pass filter of 8 ms simulating the behaviour of the FLIR
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(a) (b)

(c) (d)

Fig. 4. Experiments fit to model (a) NR on and 50 Hz frame rate, (b) NR on and 25 Hz frame rate, (c) NR off and 50 Hz frame rate, and (d) NR off and 25 Hz frame 

rate. 

Table 2 

Thermal time constant obtained from optical chopper experiments at different 

single points and an averaged 10 x 10 pixel region with the microbolometer 

collecting data with the NR activated and deactivated. 

NR On Off

Frame Rate 50 Hz 25 Hz 50 Hz 25 Hz 

Regions Region 5.6 ms 5.2 ms 5.6 ms 5.2 ms 

Single outer pixel 4.3 ms 6.8 ms 5.5 ms 5.6 ms 

Single inner pixel 4.4 ms 6.9 ms 5.9 ms 6.2 ms 

Single central pixel 4.6 ms 7.2 ms 5.7 ms 5.9 ms 
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655sc. A simple rolling average is applied to the output, which calcu-

ates the mean of the following 𝑁 data points. Finally, a least-squares

lgorithm is used to extract the equivalent thermoelastic response (see

ection 4 ). The simulation was carried out over a range of (loading) fre-

uencies (ranging from 2.1 to 6.1 Hz) to obtain similar plots to those

n Fig. 4 , and to extract the time constant for each level of averaged

oints, 𝑁 . An example of the process is illustrated in Fig. 5 for the case

f a signal of 4.1 Hz loading frequency (LF) and 𝑁 = 6 averaged points.

The normalised peak-to-peak amplitude with respect to the loading

requency is shown in Fig. 6 (a) for different 𝑁 . It can be seen that the

agnitude reduces when the frequency increases due to the low-pass fil-

ering effect, and is further reduced when the number of average points

ncreases. The time constant for each case of 𝑁 is obtained using Eq. (7) .
5 
ig. 6 (b) shows the time constant obtained with respect to 𝑁 , where it

an be seen that the increase of 𝑁 produces a significant increase in the

ime constant, therefore, producing a low-pass filter effect far greater

han the 8 ms time constant of the microbolometer. Hence, it can be

oncluded that the NR feature uses a rolling average of several data

oints and will result in additional attenuation of the response from a

ransient signal. 

. Test samples and experimental arrangements 

Throughout the paper, different test samples are used to evaluate

he performance of microbolometers for TSA; these are described in this

ection. Firstly, simple metallic strip test samples that can be loaded in

niaxial tension are used in Sections 4 , 6 and 7 with dimensions given

n Table 3 . If 𝐾 for the material is known, then the applied stress is

etermined directly so that Eq. (1) yields a predicted value of Δ𝑇 . This

s compared with Δ𝑇 obtained from the microbolometer (see Section 6 ).

dditionally, an Al 6081 T6 ‘Brazilian disc’ [23] of 8 mm diameter and

 mm thickness is used in Section 5 to show an example of temperature

s time signal. 

To assess the possibility and implication of the application of mi-

robolometer based TSA to fibre reinforced orthotropic polymer com-

osites, unidirectional (UD) RP-528 [26] Glass Fibre Reinforced Poly-

er (GFRP) samples of 0 UD and 90 UD were used in Section 7 . The

imensions of the GFRP samples are given in Table 4 and comprised 10
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Fig. 5. NR simulation procedure for 4.1 Hz loading frequency and 6 averaged points. 

Table 3 

Metallic samples dimensions and thermoelastic constants. 

Specimen Gauge Length (mm) Width (mm) Thickness (mm) 𝑲 ( 𝐌𝐏 𝐚 −1 ) 

Al 6081 T6 50 15 6 9 . 5 ⋅ 10 −6 [24] 

316 L Stainless Steel 237 30 2 4 . 6 ⋅ 10 −6 [25] 

Table 4 

RP-528 [26] GFRP UD sample dimensions. 

Specimen Length (mm) Width (mm) Thickness (mm) 

0 UD: [0] 10 270 15 2.36 

90 UD: [ 90 ] 10 235 25 2.36 
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lies, which were cured in an autoclave for 1 h at 120 °C and 4 bar. End

abs of the same material and were bonded to the UD specimens using

n adhesive film. 

To investigate the application of microbolometer-based TSA to CFRP

omposites, a specimen was manufactured from prepreg in a [0 , 90] 6 𝑠 
onfiguration to give a specimen that is 150 mm long, 35.81 mm wide

nd 5.16 mm thick. To simulate a subsurface manufacturing defect, the

pecimen was constructed as shown in Fig. 7 (a), which also shows a

icrograph of the consolidated material and the effect of the ply drops,

hich form fibre waviness. The specimen was loaded in an Instron 8800

ervo-hydraulic test machine to a stress level of 67.5 MPa so that a crack

rew from the region of the ply drops. The extent of the delamination

rack is shown in the X-ray CT-scan of Fig. 7 (b). The damaged CFRP

pecimen is used in Section 8 . 

For all the experiments described in the paper an Instron 8802 servo-

ydraulic test machine was used to cyclically load the test samples. Each

pecimen was coated with a thin layer of Electrolube matt black paint

between 15 and 25 𝜇m in all cases) to reduce reflections and create a

urface with a uniform emissivity of 0.95 [ 27 , 28 ] prior to mounting in

he test machine. 

Fig. 8 shows a plan view schematic of the test configuration. The

icrobolometer camera was positioned on one side of the machine so

hat the lens could focus on the sample and provide field of view that

overed the region of interest. A blackout curtain was used as an enclo-

ure to prevent any heat sources in the surrounding laboratory environ-
6 
ent impinging on the test samples and being reflected into the camera.

he curtain was mounted so that there was adequate ventilation to pre-

ent the enclosure form heating during the tests. The computer used

o acquire the images from the microbolometer camera was positioned

utside the enclosure. 

. Influence of loading frequency on IR image processing 

The thermoelastic response, Δ𝑇 , is extracted from a temperature

ime image series, 𝑇 ( 𝑡 ) , captured by the microbolometer. A least-squares

t to a sine wave with a loading frequency identical to that of the ap-

lied cyclic load is used to identify Δ𝑇 using the following expression: 

 ( 𝑡 ) = 𝑇 0 + 

Δ𝑇 
2 

sin ( 2 𝜋𝑓𝑡 + 𝜙) (8)

here 𝑇 0 is the mean temperature of the cycle and 𝜙 is the phase. 

The least-squares fit is facilitated by rewriting Eq. (8) in terms of the

n-quadrature amplitudes to remove the 𝜙 term: 

 ( 𝑡 ) = 𝑇 0 + 𝐶 cos 2 𝜋𝑓𝑡 − 𝐷 sin 2 𝜋𝑓𝑡 (9)

here 𝐶 and 𝐷 are the unknown amplitudes. 

The following matrix equation is solved for each pixel in the mi-

robolometer detector array: 

 

 

 

 

𝐶 

𝐷 

𝑇 0 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎣ 
cos 2 𝜋𝑓𝑡 1 − sin 2 𝜋𝑓𝑡 1 1 

⋮ ⋮ ⋮ 
cos 2 𝜋𝑓𝑡 𝑛 − sin 2 𝜋𝑓𝑡 𝑛 1 

⎤ ⎥ ⎥ ⎦ 
−1 ⎡ ⎢ ⎢ ⎣ 

𝑇 
(
𝑡 1 
)

⋮ 
𝑇 
(
𝑡 𝑛 
)
⎤ ⎥ ⎥ ⎦ (10) 

here 𝑛 is the number of measurements, i.e. the total number of frames.

To give 

 0 = 

1 
𝑛 

𝑛 ∑
𝑖 =1 

𝑇 
(
𝑡 𝑖 
)

(11)

𝑇 = 2 
√
𝐶 

2 + 𝐷 

2 (12)
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(a)

(b)

Fig. 6. (a) Magnitude vs frequency for each average number of data points, (b) 

time constant vs average number of data points. 
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(13)

The advantage with respect to the common lock-in algorithm is that

he least-squares algorithm does not require an integer number of load-

ng cycles and hence avoids any effects from spectral leakage. It should

e noted, as with practically all microbolometer systems, that the FLIR

655sc does not have the capability to input an analogue signal from

he test machine to time stamp the images, hence, a manual input of

he frame rate and loading frequency is required. As the load is not

ynchronised with the image frames, phase data ( Eq. (13) ) cannot be

onsidered. 

As the least-squares fit results in an ‘inverse notch’ filtering of the

emperature data, it is essential that the loading frequency at which the

est was conducted is known accurately. The loading frequency is set

n the test machine, but due to inertia and slackness in from test rigs

nd/or wear in the machine may not be generated on the test specimen

xactly. It is possible to obtain the loading frequency by analysing the

mage series, but this may also introduce inaccuracies. Hence, the first

tep in the evaluation of the performance is to establish the effect of

mall variations in the loading frequency on the thermoelastic response.
7 
In this section, the sensitivity of the loading frequency as a user en-

ered input variable into the least-squares algorithm is studied. The ex-

erimental data is from the 316 L stainless steel coupon subjected to a

yclic load of 3 ± 1 . 79 kN at 6 Hz loading frequency. The loading ampli-

ude was chosen to achieve a theoretical 80 mK Δ𝑇 response from the

est specimen. The microbolometer camera was set to obtain images at

 frame rate of 50 Hz and 25 Hz, with the NR feature switched on. 

The least-squares algorithm processed the same dataset with load-

ng frequencies entered into the software ranging from 5.8 to 6.2 Hz.

ig. 9 shows Δ𝑇 with respect to the loading frequency input into the

oftware for experimental data collected at camera frame rates of 50 Hz

a) and 25 Hz (b). This illustrates that it is vitally important that the

xact loading frequency is used, otherwise the thermoelastic response

ill be significantly attenuated. It is noteworthy that even at the exact

 Hz loading frequency, the maximum Δ𝑇 peak is at 25 mK instead of

0 mK, as a consequence of the NR feature. 

The notch filtering is essential for TSA as it allows the small change

n temperature as a consequence of the applied stress, i.e. Δ𝑇 to be iden-

ified in a very noisy signal. When using photon detectors, it is possible

o precisely obtain the loading frequency from the input of a reference

ignal into the camera by time stamping utilising the camera frame rate.

ith the microbolometer cameras it is typically the case that signals can-

ot be input, hence another means of identifying the loading frequency

ust be used. It is not recommended to simply input the desired load-

ng frequency to the test machine because of potential inaccuracies in

he control system. It has been clearly demonstrated that even if only

 few percent away from the actual loading frequency, the signal is at-

enuated. A means of mitigation would be to use an FFT on the load

ignal from the test machine to check the loading frequency applied

as the same as that requested in the test machine set-up. Additionally,

he self-referencing approach as described in [ 29 , 30 ] could be used to

etermine an exact loading frequency. 

In TSA there is typically a low signal to noise ratio as the NETD for

icrobolometers is around 30 mK and Δ𝑇 can be much smaller than

his. Furthermore, noise can be introduced by the surroundings, usually

ecause of reflected radiation and motion of the specimen. Using the

otch filtering as stated above allows the Δ𝑇 to be extracted from a

oisy signal. However, determining the influence of noise on the Δ𝑇 
alue extracted from Eq. (8) using least squares fitting is informative. 

A noisy signal was simulated in Matlab using a cyclic sinusoidal tem-

erature signal of 293 K mean with peak-to-peak amplitudes varying

rom 0.02 K to 0.1 K combined with the noise signal. The noise sig-

al comprised uniformly distributed random numbers centred at 0 with

0 mK amplitude. The simulation allows varying levels of input sig-

al against a fixed level of noise at different frequencies ranging from

.25 Hz to 11 Hz to be studied. It is important to note that the filtering

ffect of the time constant is not included in this part of the analysis

o illustrate only the effect of the noisy signal in the image processing.

he simulated data was sampled at 50 Hz (the maximum frame rate of

 microbolometer) and processed using the least-squares algorithm to

xtract Δ𝑇 . Fig. 10 shows that the output from the least-squares algo-

ithm corresponds to the input amplitude regardless of the frequency

sed. Therefore, the level of noise has no significant influence on the

xtraction of the thermoelastic response, Δ𝑇 , when the input is a noisy

inusoidal signal. 

. Microbolometer model to assess variations in waveforms 

A Simulink model was developed as shown in the block diagram in

ig. 11 that enables known inputs to be processed using the least-squares

lgorithm to better understand how different input signals affect the out-

ut Δ𝑇 . The Simulink model consists of a low-pass filter, constructed as

 block or RC circuit, with a thermal time constant of 8 ms as defined

y the manufacturer of the FLIR A655sc. The input of the low-pass filter

s a signal of 1 V amplitude with the same noise level as the NETD of

he microbolometer (30 mK). The input signal can be any cyclic signal
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Fig. 7. (a) CFRP sample lay-up with embedded defect, thickness view, (b) 3D CT-scan of the developed delamination crack after 67.5 MPa stress level including 

main body of the cracked region and towards the edge of the cracked region. 

8 
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Fig. 8. TSA setup. 
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Fig. 10. Peak-to-peak amplitude vs loading frequency for different input signal 

magnitudes. 

Fig. 11. Simulink model of a microbolometer based TSA measurement system. 
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s  
triangular, sawtooth, rectangular, sinusoidal, etc.) and a slope can be

dded to simulate mean signal drifting. The model outputs a visualisa-

ion window with the plot of the final signal (visualisation block) and a

ariable called ‘simout’ that allows discrete-time sampling of the output

ata. This output data is then imported into Matlab to be processed by

he least-squares algorithm to calculate the change in voltage, Δ𝑉 , anal-

gous to Δ𝑇 . The simout is sampled at 50 Hz matching the maximum

rame rate of the camera. Δ𝑉 is normalised with the expected value, i.e.

 V peak-to-peak. 

To apply the least-squares fit to the thermal data, the assumption is

hat the input signal is sinusoidal, hence, variations in the input wave-

orms are studied, alongside changes in mean temperature, as the sample

emperature and/or the sensor may drift during the test. TSA depends on

he load amplitude, which in turn affects the signal to noise ratio, i.e.

 greater stress results in a larger thermoelastic response. Hence, sig-

als of different amplitudes are studied to give different signal to noise

atios. This will also simulate the effect of different materials and sur-

ace emissivities as these also affect the thermoelastic response. Under

diabatic conditions the thermoelastic response is independent of fre-

uency, but it is clear from the description of the operating principles

f a microbolometer that changing the loading frequency will have an
(a)

Fig. 9. 𝚫𝑻 vs loading frequency (LF) input on 316 L stainless steel at 

9 
ffect on the derived thermoelastic response. Hence, a large range of

ifferent loading frequencies are used to investigate their effect on the

hermoelastic response. 

For microbolometer based TSA experiments, it is necessary to collect

ata over relatively long time periods to reduce noise. The downside to

apturing data over long periods of time is the potential for the sam-

le to increase temperature, hence drift of the mean temperature. It is

herefore important to model the impact of temperature drift on the TSA

utput. Fig. 12 shows an example of the normalised temperature signal

hifted to zero along time for a single pixel obtained from the aluminium

razilian disc with the microbolometer FLIR A655sc, with the frame rate

et to 50 Hz and the NR on. The temperature signal is obscured by noise,
(b)

6 Hz sampled at (a) 50 Hz frame rate and (b) 25 Hz frame rate. 
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Fig. 12. Example of normalised temperature 

shifted to zero vs time of a single pixel during 

a sinusoidal test of a Brazilian disc loaded at 

−5 ± 2 . 25 kN at 2.1 Hz loading frequency. 

Fig. 13. Normalised output of 5 Hz frequency sinusoid vs slope added. 
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nd it is evident that even over this relatively short time period, the mi-

robolometer shows some drift in the mean temperature reading and

hat, although there is some evidence of periodicity, the temperature

ignal is not a sine wave. Hence, there is need to study the effect of the

ifferent input waveform shapes and signals with a drifting to the mean

alue on the final extracted value of Δ𝑇 . 
To study the effect of drifting mean value, sine wave was used with

ifferent gradients on the mean level of slope from 0 to 5 V/s. Fig. 13

hows that increasing the slope attenuates the output Δ𝑉 . The data

oints of the curve presented in Fig. 13 can be fitted to the linear ex-

ression: 

𝑉 = −0 . 0372 ⋅ 𝑠𝑙𝑜𝑝𝑒 + 0 . 9591 (14)

Therefore, the attenuation scales with the magnitude of the mean

rift, but the gradients used here are extreme cases, as it would require

nrealistic rapid increases in temperature not usually evidenced with

he frequencies used for TSA. 

Fig. 14 (a) and (b) show the normalised output (normalised Δ𝑉 ),
alculated as Δ𝑉 𝑜𝑢𝑡𝑝𝑢𝑡 ∕Δ𝑉 𝑖𝑛𝑝𝑢𝑡 , with respect to the loading frequency in

a) for a sawtooth with a harmonic at 10.1 Hz, and (b) the same signal

s previously but with the addition of a 0.5 gradient slope. Application

f Eq. (7) to the curves shown in Fig. 14 (a) and (b) gives time constant

f 7.7 ms and 5.1 ms, respectively. As expected, the least-squares algo-

ithm underestimates the output when a triangular waveform is used

emonstrating that fitting to a sine waves requires a sinusoidal signal.
10 
ith the addition of the mean drift, the output is further attenuated. It

s clearly demonstrated that the quality of the sine wave is important for

ccurate TSA. In cases where it is not possible to apply a good quality

ine wave, then a lock-in algorithm or FFT should be applied instead of

 least squares fit to extract the parameters from Eq. (8) . 

. Demonstration of the effect of experimental parameters on the 

hermoelastic response 

Experiments were conducted on the stainless steel and aluminium

lloy test specimens, described in Section 3 and Table 3 . The servo-

ydraulic test machine was used to apply a sinusoidal cyclic tensile load

ith 16 loading frequencies ranging from 0.25 to 40 Hz. For both test

amples, Δ𝑇 was obtained using a pixel by pixel least squares fit (see

q. (8) ), 2000 images were captured by the microbolometer using four

rame rates of 6.25 Hz, 12.5 Hz, 25 Hz and 50 Hz with the NR feature

n and off. The applied loading amplitudes are given in Table 5 . These

ere determined using Eq. (1) by assuming 𝑇 0 to be 293 K, so that Δ𝑇 
alues of approximately 50, 80 and 100 mK could be developed in the

oth sample materials. In total, 1320 tests (summarised in Table 6 ) were

arried out, hence it was decided not to measure 𝑇 0 from the thermal

mage series using the least squares fit to Eq. (8) , or by simply taking

aw temperature measurement, as the load amplitude would require a

mall adjustment for each test. Instead, it was decided to accept a small

rror in the predicted value of Δ𝑇 and set load amplitudes to the those

iven in Table 5 . In view of the many tests required to carry out the

arametric study described above, the tests were not repeated. Δ𝑇 was

xtracted from data points over a large region of the surface of each

ample hence repeat tests were not considered necessary as any non-

niformity or deviations would be apparent in the full field data. 

The experimental values of Δ𝑇 ( Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ) were divided by the cal-

ulated value of Δ𝑇 ( Δ𝑇 𝑘𝑛𝑜𝑤𝑛 ) given in Table 5 to give normalised values,

.e. Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 , which in all cases should yield a values close to

nity. Departures from unity indicate that the measured data is not fol-

owing that prescribed by Eq. (1) , so this treatment provides a means of

nvestigating the efficacy of using microbolometers in TSA. It should be

oted that a 5 K variation in specimen surface temperature away from

he approximated 293 K to establish Δ𝑇 𝑘𝑛𝑜𝑤𝑛 would result in around

 1% variation in Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 demonstrating that it is not neces-

ary to obtain 𝑇 0 for each test. 

In the interests of brevity, selected Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 values from

he 1320 cases are plotted in Fig. 15 with respect to frame rate, load am-

litude, material, loading frequency and NR feature on or off. Fig. 15 (a)

hows Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 for the aluminium alloy specimen collected at

 loading frequency of 1 Hz, with the NR off, against the frame rate for

 loading frequency of 1 Hz. At higher loading frequencies (below the

yquist frequency) and with the NR feature on the results were also con-
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(a) (b)

Fig. 14. Normalised output vs loading frequency of sawtooth signal with (a) an harmonic at 10.1 Hz and (b) an harmonic at 10.1 Hz and 0.5 gradient. 

Table 5 

Loading cases for the metallic specimens to achieve 𝚫𝑻 values of 50, 80 and 100 mK. 

Coupon Loading case 1 (kN) Loading case 2 (kN) Loading case 3 (kN) 

Al 6081 T6 2 ± 0.81 2 ± 1.30 2 ± 1.62 

316 L Stainless Steel 3 ± 1.12 3 ± 1.79 3 ± 2.24 

Predicted 𝚫𝑻 (mK) 50 80 100 

Table 6 

Experiments performed. 

Sample material NR Loading frequency (Hz) Frame rate (Hz) Load cases 

Al 6081 T6 On 0.25, 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 6.25, 12.5, 25, 50 1, 2, 3 

Off 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 26, 30, 35, 40 6.25, 12.5, 25, 50 1, 2, 3 

316 L Stainless Steel On 0.25, 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 6.25, 12.5, 25, 50 1, 2, 3 

Off 1, 3, 5, 7, 9, 13, 17, 19, 21, 23, 26, 30, 35 6.25, 12.5, 25, 50 1, 2, 3 
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r  
tant with frame rate but Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 was less than unity; similar

esults were obtained from the stainless steel specimen with the NR fea-

ure on. From this it is determined that at loading frequencies below the

rame rate Nyquist frequency the frame rate has no effect on Δ𝑇 . 
Fig. 15 (b) shows Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 from the aluminium alloy spec-

men for a loading frequency of 1 Hz and camera frame rate of 25 Hz

ith the NR off plotted against load amplitude; the results were constant

or loading frequencies below the frame rate Nyquist frequency. Simi-

ar to the discussion on Fig. 15 (a), when the NR was turned on, and

ependant on loading frequency, Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 decreased consid-

rably in the same manner for both the aluminium alloy and stainless

teel specimens, but remained constant for each load amplitude. 

Fig. 15 (c) shows the effect of varying the loading frequency on

𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 for both the aluminium alloy and stainless steel spec-

mens for a frame rate of 25 Hz and load case 1, with NR off. There is a

arked reduction in Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 for both materials, which is in-

ependent of the material. The result confirms that the microbolometer

ehaves as a low-pass filter. 

Fig. 15 (d) shows a comparison of Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 against loading

requency, for a frame rate of 25 Hz and load case 1, with the NR on and

ff. It can be seen that with the NR on, there is a much greater atten-

ation in Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 than with NR off. As expected, the scatter

n the data is much less with NR on compared to NR off. Fig. 15 (d)

lso shows the simulated data from the model in Section 5 . For the NR

n case the model required a time constant of 80 ms (solid red line),

hich is 10 times higher than the thermal time constant provided by

he manufacturer, to match the experimental results. For the NR on the

odel required a 8 ms time constant (solid black line) to match the

xperiments. 
p  

11 
In summary, the microbolometer performance only depends on the

oading frequency, and greater attenuation is produced when the NR

eature is turned on, i.e. corresponding to a higher time constant. It is

oncluded that if the NR feature is on, the response over a number of

rames is averaged. The simulation carried out in Section 2.2 suggests

hat the NR feature may be averaging six frames, as this matches the

ime constant of 80 ms extracted from the experimental data. In [14] ,

he same IR microbolometer camera was used for TSA, and the results

btained with the NR on, but the effect of the NR feature on the ther-

oelastic response output from the camera was not studied. Instead,

he dependency on the loading frequency, i.e. low-pass filter behaviour,

as accounted for by a stress ‘calibration’ of the thermoelastic response

iven in digital level (as described in [15] ) at the loading frequency used

or testing, with the NR feature enabled. However, it is clear from the

ork presented herein that the NR feature causes significant attenua-

ion, especially when testing materials at high loading frequencies ( >

0 Hz), which are considered necessary to achieve adiabatic behaviour.

he work described in this section indicates that it is possible to define

 unified calibration procedure for microbolometer based TSA that ac-

ounts for the attenuation, which is caused by the fixed time constant

nd the NR feature for a given microbolometer camera, to obviate the

eed to carry out the stress calibration [15] for each loading frequency

sed. Such a procedure is devised in the following section. 

. Calibration approach for microbolometer based TSA 

To develop the calibration technique for microbolometer based TSA

esults from the aluminium and stainless steel samples presented in the

revious section are used to develop the calibration procedure. Addi-
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(a) (b)

(c) (d)

Fig. 15. Normalised thermoelastic response to study different factors affecting TSA: (a) frame rate (aluminium) NR off, (b) loading amplitude (aluminium) NR off, 

(c) loading frequency and material with NR off and (d) NR comparison (aluminium). 

Table 7 

Loading cases for the GFRP specimens. 

Coupon Loading case 1 Loading case 2 Loading case 3 

0 UD GFRP [0] 10 Load (kN) 2 ± 1.84 3 ± 2.94 4 ± 3.68 

𝚫𝑻 
𝒌 𝒏 𝒐 𝒘 𝒏 

measured with the photon detector (mK) 68 115 141 

90 UD GFRP [ 90 ] 10 Load (kN) 1 ± 0.43 1 ± 0.69 1 ± 0.87 

𝚫𝑻 
𝒌 𝒏 𝒐 𝒘 𝒏 

measured with the photon detector (mK) 52 84 105 
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ionally, GFRP composite materials (described in Section 3 ) were in-

luded in the study to investigate any effect of material anisotropy. In

ontrast with the metallic samples, the GFRP specimens were tested

ithout applying paint as the epoxy resin has a high emissivity [31] .

s the value of the response from the GFRP specimen is a function of

he stress and the coefficient of thermal expansion [32] , a photon detec-

or (FLIR SC5500) was used to obtain the Δ𝑇 𝑘𝑛𝑜𝑤𝑛 value, and this was

ubsequently used to provide Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 . The photon detector

iewed one side of the specimen whilst the microbolometer viewed the

ther side. Data acquisition for both the photon detector camera and

he microbolometer were started at the same time for the GFRP speci-

ens. Both IR detectors collected 2000 frames for each measurement,

owever, due to the differences in frame rate of the IR cameras, the mi-

robolometer captured data over a much longer time period compared

ith the photon detector. The applied loads for the experiments on the

FRP are given in Table 7 alongside the Δ𝑇 𝑘𝑛𝑜𝑤𝑛 obtained from the pho-
on detector. c  

12 
Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 is plotted against loading frequency over the

ange 0.25 to 11 Hz, for all four material types in Fig. 16 . Fig. 16 (a)

resents the results with the NR feature on, and includes values taken at

he three different load cases for each material with a camera frame rate

f 50 Hz. It is clear that the only variable that has a significant effect on

𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∕Δ𝑇 𝑘𝑛𝑜𝑤𝑛 is the loading frequency. There is generally an excel-

ent agreement with the model, although there is considerable scatter in

he data at very low loading frequencies, which could be attributed to

eat transfer effects, but are well below the loading frequencies typi-

ally used for TSA. Fig. 16 (b) shows the results for the NR off, for the

etallic specimens only and only one load case for the stainless steel.

here is significant variation for each load case resulting in a poor fit to

he model at the higher loading frequencies. The variation with NR off

s clearly evidenced in Fig. 15 indicating that despite the large number

f images captured, for most TSA studies it would be necessary to have

he NR feature on. It is important to note that the cut-off frequency,

alculated using Eq. (6) , is 1.99 Hz when the NR is on ( 𝜏 = 80 ms),
𝑡ℎ 
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(a)

(b)

Fig. 16. Simulink and experimental data compari- 

son (a) NR on and (b) NR off. 
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ut 19.89 Hz when NR is not applied ( 𝜏𝑡ℎ = 8 ms). The very low cut

ff frequency with NR on means that for most situations the measured

hermoelastic response will be less than the actual value, meaning the

erived stress will be non-conservative, hence a means of calibrating

hat accounts for the filtering effect is essential. The next step is to de-

ise a simple calibration procedure that does not require that a known

alue of 𝜏𝑡ℎ to be deduced. As the use of NR feature considerably reduces

he noise in the thermoelastic response (see Fig. 15 (d)) and the filtering

s most severe, the remainder of the paper concentrates on analysis with

he NR on. 

The data presented in Fig. 16 (a), can be linearized by presenting it

s a gain Bode diagram as shown in Fig. 17 with a common logarithmic

cale, where it can be seen that the attenuated thermoelastic response

ollows a linear trend for loading frequencies greater than the cut-off

requency of 2 Hz. 

Fig. 17 clearly confirms that the attenuation is independent of mate-

ial and load, and depends exclusively on the loading frequency. Based

n this finding, a suitable calibration technique that corrects for the de-

endency on loading frequency can be devised. The proposed approach

imply requires a coupon specimen with a known thermoelastic con-

tant, such as 316 L stainless steel. The coupon is loaded in tension,

ith an applied stress that produces a known Δ𝑇 , and thermal image
 1  

13 
eries are collected with the NR on and off over a range of loading fre-

uencies. Hence, a calibration parameter, 𝐶𝑃 , is defined as follows: 

𝑃 = 

Δ𝑇 𝑘𝑛𝑜𝑤𝑛 
Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 

(15)

here Δ𝑇 𝑘𝑛𝑜𝑤𝑛 is the calculated temperature change for the applied

tress, and Δ𝑇 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is the measured temperature change obtained from

he microbolometer thermal image series using the image processing al-

orithm. 

Fig. 18 shows the linearised presentation of the data shown in

ig. 17 as follows: 

0 log 𝐶𝑃 = 𝐴 ⋅ 𝑓 0 + 𝐵 (16)

here 𝑓 0 is the loading frequency, 𝐴 is the slope and 𝐵 is the intercept.

The 𝐶𝑃 can be extracted from Eq. (16) as follows: 

𝑃 = 10 
(
𝐴𝑓 0 + 𝐵 

20 

)
(17)

o that it can be used to calibrate other materials when using TSA with

he microbolometer system and NR feature considered for a particular

 0 . 

The parameters 𝐴 and 𝐵 are established with the NR feature on as

.512 Hz -1 and 0.363, respectively, from a linear fit of the data in Fig. 18 .
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Fig. 17. Normalised measured temperature change vs loading frequency with the NR on. 

Fig. 18. Calibration fitting for stainless steel (SS), aluminium (Al), and 0 UD and 90 UD GFRP specimens (NR on). 
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or the general case, the effect of any inbuilt NR feature is unknown,

nd hence, an experimental validation is essential. It should be noted

hat with the NR feature off, as the time constant of the microbolometer

s known, the 𝐶𝑃 can be obtained analytically from the normalisation

nd inverse of Eq. (4) as follows: 

𝑃 = 

√ 

1 + 

(
2 𝜋𝑓 0 

)2 
𝜏2 
𝑡ℎ 

(18)

The above has demonstrated how a 𝐶𝑃 can be obtained for TSA

ith microbolometers. The calibration is performed after Δ𝑇 has been

btained by the image processing, and simply involves multiplying the

easured Δ𝑇 by the calibration parameter, 𝐶𝑃 . Hence, previous knowl-

dge of the structure in terms of geometry or material is not required

s suggested in [13] . The calibration technique presented here is also

ifferent to that suggested by Rajic and Rowlands in [11] , where the

alibration was performed before the processing of the thermal data se-

ies and had to be applied to all the image frames, which requires more

rocessing time than the calibration approach presented here. 
14 
. Application of the calibration parameter 

It was demonstrated that the calibration technique does not de-

end on the sample material, specimen temperature or magnitude of

esponse, but only on the loading frequency and the NR feature. There-

ore, it can be used to calibrate the thermoelastic response derived from

he microbolometer image series on a range of materials, and on systems

xhibiting variations of thermoelastic response, e.g. in the presence of

 crack or stress gradients. Hence, to validate the use of the calibration

arameter, a demonstrator in the form of a damaged CFRP specimen

as used, as described in Section 3 . The specimen was loaded at 25 kN

ean and 20 kN amplitude at 5 Hz loading frequency. 

The TSA results for the CFRP sample are presented in Fig. 19 , where

he Δ𝑇 is shown in Fig. 19 (a) for the uncalibrated microbolometer,

n Fig. 19 (b) for the calibrated microbolometer and in Fig. 19 (c) for

he photon detector. Bicubic image interpolation was applied to down-

ample the microbolometer IR data to have the same dimensional reso-
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Fig. 19. 𝚫𝑻 results obtained in a CFRP specimen with (a) uncalibrated (uncal) microbolometer (MB), (b) calibrated (cal) microbolometer (MB) and (c) photon 

detector (PD). 

Fig. 20. Temperature change of the CFRP specimen obtained with TSA along 

the vertical length at 8 mm from the left edge with the photon detector (PD) 

and the calibrated (cal) and uncalibrated (uncal) microbolometer (MB). 
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a  
ution as the photon detector, which is 0.46 mm/pix, to enable quantita-

ively comparison of the thermoelastic response of the sample captured

ith both IR detectors. The microbolometer was calibrated by scaling

he magnitude of Δ𝑇 by 2.78, which corresponds to the 𝐶𝑃 at 5 Hz load-

ng frequency (NR on). It is shown that the full-field temperature change

aps from the photon detector and the calibrated microbolometer are

early identical in terms of Δ𝑇 magnitude. Fig. 19 indicates that the

rea affected by subsurface crack is around 4 to 7 mm on the vertical

cale of the mages. This is corroborated by the CT-scan in Fig. 7 (b),

hich shows that the width of the crack is approximately 5 mm. The

imilarity between the photon detector and calibrated microbolometer

s further confirmed by comparing a line profile ( 𝑥 = 8 mm), corre-

ponding to the black vertical line shown in Fig. 19 , across the surface

hown in Fig. 20 . It can be seen that there is more noise present in the

hoton detector data in comparison with the microbolometer data. The

ower noise can be attributed to more frames collected with the mi-

robolometer (8000 frames) versus the photon detector camera (1000

rames). The microbolometer Δ𝑇 fields present edge effects due to the

otion that affects all the data. The photon detector data was motion
15 
ompensated by applying pencil markers on the surface and tracking the

ovement with the Altair software [33] ; general motion compensation

s being developed and will be presented elsewhere. 

. Conclusions 

An analytical procedure based on Matlab Simulink was devised to

ssess how various features in the thermal image series affect the ap-

lication of microbolometers to TSA. It was seen that for test with load

mplitudes that vary over time, such as cyclic loading, and, particularly,

t higher loading frequencies, the microbolometer behaves as a low-pass

lter, which has an effect on attenuating the output magnitude and shift-

ng the phase of the recorded temperature. The low-pass filter behaviour

s driven by an inherent fixed time constant of the microbolometer sen-

or material, associated with the physical principles of how it converts

R radiation to an electrical signal. 

It was shown that in-built NR feature further attenuates the thermal

ata from a transient scene and effectively increases the time constant

hich has a significant effect on the Δ𝑇 derived from the thermal im-

ge series. Using an optical chopper, the thermal time constant with

R off was determined as ‘below 8 ms’, which matched with the value

rovided by the manufacturer. However, with the NR on, the time con-

tant measured did not match the value specified by the manufacturer

s accurately as with the NR off. To model the NR feature, a rolling av-

rage approach was used, allowing the level of NR to be adjusted by

hanging the number of averaged data points in the signal. The model

ested different numbers of averaged points (to change the level of NR)

cross different loading frequencies to test the attenuation on the TSA

ata. The study showed an increase of the time constant leading to an

xponential attenuation when the number of averaged data points in-

reased. Different TSA experiments were carried out to assess the effect

f the camera frame rate, loading frequency, NR feature and material.

t was shown the low-pass filter behaviour of the microbolometer and

he increase of 10 times the time constant occurred only when the NR

eature was activated. However, the camera frame rate, material, and

oading amplitude did not have any influence on the measured Δ𝑇 with

he microbolometer. 

Due to the lack of an analogue input port in the camera to directly

nput the load signal from the test machine and time stamp with the cam-

ra frame rate, the loading frequency must be inputted manually into

he least-squares algorithm. It is shown that as the algorithm behaves

s a notch filter, it is essential that the loading frequency is determined
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ccurately. This can be done by various means e.g. using the infra-red

mage series or by an FFT or the image time series. 

Different types of input signal were evaluated and showed that the

east-squares algorithm overpredicts rectangular and sea-wave signal

hapes, but underpredicts triangular signals. It is therefore important

hat a sinusoidal waveform is used with the least-squares algorithm. For

ignals such as rectangular and triangular, other algorithms such as lock-

n are better suited. 

The most important outcome from the work is the development of a

alibration parameter that accounts for the attenuation of the thermoe-

astic response as loading frequency increases. The calibration param-

ter can be calculated directly using the microbolometer time constant

rovided by the manufacturer when NR features are disabled. However,

hen NR is used, it must be derived experimentally. The calibration ap-

roach obviates the need to calibrate at given frequencies or using a

rame by frame approach as the approach is applied to processed TSA

ata. The calibration approach was applied and validated on a CFRP test

pecimen with an embedded crack. The experiments were performed

ith a photon detector and a microbolometer with the NR feature on.

he comparison of Δ𝑇 between the calibrated microbolometer, and pho-

on detector at the same spatial resolution matched closely. 
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