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ABSTRACT

The formation of gas hydrates in the pipelines of oil, gas, chemical, and other industries has been a sig-
nificant problem for many years because the formation of gas hydrates may block the pipelines. Hence, 
the knowledge of the phase equilibrium conditions of gas hydrate became necessary for the economic 
and safe working of oil, gas, chemical industries. Various thermodynamic approaches with various 
mathematical techniques are available for the prediction of formation conditions of gas hydrates. In 
this chapter, the authors have discussed the least square support vector machine and artificial neural 
network models for the prediction of stability conditions of gas hydrates and the use of genetic program-
ming (GP) and genetic algorithm (GA) to develop a generalized correlation for predicting equilibrium 
conditions of gas hydrates.
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INTRODUCTION

The oil and gas industry pipelines face various flow assurance difficulties in the subsea networks of 
pipelines. It includes the treatment of multiple deposits of solids in the subsea flowlines from the fluid 
streams of hydrocarbon. These flow assurance problems may be caused by gas hydrate formation, slug-
ging, degradation, wax, scales, etc. Out of these problems, the appearance of gas hydrates is of grave 
concern. A suitable environment with high pressure and low temperature in the marine climate of the 
oil and gas industry is the primary cause of the gas hydrate formation. Hence, deep-water flow preserva-
tion became a severe problem for these industries (Kumari, Khan, Misra, Majumder, & Arora, 2020).

Gas hydrates are solid crystalline materials formed after trapping the guest molecules inside the 
cage-like structure formed by water molecules. Methane (CH4), Ethane (C2H6), Propane (C3H8), Nitrogen 
(N2), Carbon Dioxide (CO2), and Hydrogen Sulphide (H2S) are the most available guest molecules which 
can form the gas hydrates (Kumari et al., 2020). These hydrates are abundant in nature. The stability of 
hydrates crystals is because of the Vander Waals force, which occurs because of no bonding between the 
water and gas molecules (Kumari, Hasan, Majumder, Arora, & Dixit, 2021). The significant deposits for 
the formation of in situ gas hydrates are the deep ocean regions and the permafrost zones. About 97% 
of gas hydrate deposits are in the form of submarine sediments (Ke & Chen, 2019). The gas hydrates 
are also known as clathrate. The word clathrate comes from the Greek word “Khlatron.” The meaning 
of this Greek word is the shield.

Sir Humphrey Davy discovered the gas hydrates in 1810 (E. D. Sloan, 1998), which remain stable at 
temperatures higher than 273.15 K. The gas hydrate has become a significant research interest for aca-
demics and the business sector by considering many factors. Gas hydrates could become a vast energy 
source because the amount of energy stored in the gas hydrates is twice the total quantity of all the other 
forms of energy available on the earth (Chong, Yang, Babu, Linga, & Li, 2016). The gas hydrate can also 
become a threat to the atmosphere and environment after the accidental dissociation of methane gas from 
the hydrate deposits (Giustiniani, Tinivella, Jakobsson, & Rebesco, 2013). Some other applications of gas 
hydrates are the capture and storing of hydrate-based carbon (Cai, Pethica, Debenedetti, & Sundaresan, 
2016), seawater desalination (M. S. Khan, Lal, Sabil, & Ahmed, 2019), hydrogen storage (Lee et al., 
2011), distribution and storage of natural gas (Gbaruko, Igwe, Gbaruko, & Nwokeoma, 2007), and the 
advanced form of air conditioning systems (Fournaison, Delahaye, Chatti, & Petitet, 2004).

The formation of natural gas hydrates in the pipelines is a critical and challenging issue because of 
the reformation of hydrates in the production pipelines because of the higher pressure and lower tem-
perature. The research on gas hydrates requires multiscale analysis because of the thermodynamic and 
phase equilibrium features of gas hydrates (Englezos, 1993).

FORMATION CONDITION OF GAS HYDRATES

Gas hydrates crystallize at high pressure and low temperature after capturing the methane or other hy-
drocarbon gases by the lattice structure of water molecules. The gas hydrate formation requires enough 
concentration of gas. The gas solubility in water and the ionic strength of water are dominant factors in 
forming gas hydrates (Kvenvolden, 1993). The specific temperature-pressure regime controls the stability 
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of gas hydrates. The significant areas available for the formation of Gas hydrates are mainly continental 
margins where methane-bearing fluids and sufficient organic carbon are available (Davie, Zatsepina, & 
Buffett, 2004). The released methane gas in the shallower zones of the earth is encaged inside the cages 
of the crystal lattice of water molecules at high pressure and lower temperature.

The favorable environments in the permafrost deposits are due to the low temperature and high pres-
sure because of the lower surface and the presence of sediments. These factors prepared desired condi-
tions for the gas hydrate formation in the earth’s subsurface. At some depths in the tropical regions, the 
temperature at the sea bottom decreases substantially from the detected temperature at the sea’s surface. 
The width of the water column creates desired pressure condition for the gas hydrate formation in the 
subsurface of the earth. There is the requirement of enough accessible methane gas having non-solubility 
of methane gas in the water in both environments for the gas hydrate formation. The oceans’ shallower 
zones release methane gas because of the biochemical and microbial decay of disposing of organic ma-
terials in the bottom sediments. It may also leak because of the discharge of the natural gases from the 
gas-bearing deposits and shallow oil (Thakur & Rajput, 2010).

Gas hydrates are stable at in situ conditions of desired pressure-temperature values in the subsurface 
earth. The upper limit of the thickness of the stability zone of the gas hydrates is the seafloor and regions 
enclosed at the convergence of the geothermal gradient curve, and the lower limit is the equilibrium 
with pure and seawater. The other parameters on which the stability of gas hydrates depends are the 
temperature at the sea bottom, the water salinity, composition, and local geology. The accurate estima-
tion of the width of the stability zone of the gas hydrate is difficult because the above parameters show 
different in situ conditions and cannot be predicted accurately (Thakur & Rajput, 2010). There are two 
phases (Solid-phase and vapor phase) present in the hydrate, which is in equilibrium thermodynamically. 
The solid and vapor phase equilibrium arises under specific pressure and temperature conditions for the 
desired gas. The water is present in vapor form only in natural gas and other liquid hydrocarbons. There 
are some different phases, such as liquid water, liquid hydrocarbon, and water ice, because of the water 
content of the natural gas. These additional phases are also in equilibrium with the solid-phase and vapor 
phases. Figure 1 shows the phase diagram for gas hydrate.

BACKGROUND

Considerable literature is available on measuring the formation condition of gas hydrates. The basic 
model for predicting equilibrium conditions of gas hydrates is the Vander Waal Platteeuw and Chen-Guo 
models (Sinehbaghizadeh, Javanmardi, Roosta, & Mohammadi, 2019). However, these models are not 
sufficiently accurate for the forecast. In addition to these available traditional methods, machine learn-
ing models may also be used for predicting equilibrium conditions of gas hydrates. As we describe in 
the following sections, the machine learning models have the potential to improve prediction accuracy. 
For instance, Artificial Neural Networks (ANN) and Least-Squares Support Vector Machine (LSSVM) 
models were recently used to predict hydrate formation conditions with significant success (Xu, Jiao, 
Zhang, Huffman, & Wang, 2021).
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PREDICTING GAS HYDRATES FORMATION CONDITIONS

Natural gas hydrate formation is like a thermodynamical operation that connects temperature, pressure, 
and gas composition. Thermodynamic rules can predict the pressure or temperature for hydrate forma-
tion. The temperature and pressure are the main parameters for analyzing hydrate stability conditions. 
Hydrate will form at low pressure if the quantity of heavy components in natural gas is enhanced. Many 
datasets are available in the literature for gas hydrates’ formation conditions, which can help predict the 
formation conditions of gas hydrates through Genetic Programming (E. Dendy Sloan & Koh, 1998).

Genetic programming can develop different nonlinear correlation models using pressure-temperature 
data, forming the gas hydrates. Each data set includes two groups randomly: training and test sets. The 
training data set is used to produce the prediction model, and the test set checks the prediction efficiency 
of the developed model. This tool performs the multi-gene symbolic regression analysis by generating the 
central equation and then crossing over the best equation and producing the best equation to estimate the 
formation conditions of gas hydrates. The formation temperature, pressure data, and molecular weight 
are the inputs for the genetic programming, and then the subset correlation can be obtained with the 
excellent value of evaluation parameters (Abooali & Khamehchi, 2017).

Other than conventional thermodynamic models, various statistical and mathematical algorithms 
are available to predict the hydrate stability conditions. Genetic programming (Abooali & Khamehchi, 
2017), Artificial Neural Networks (ANN), and generalized regression neural networks are well-known 
tools (Zahedi, Karami, & Yaghoobi, 2009) for estimating hydrate formation conditions. But genetic 
programming is one of the most effective methods for predicting and optimizing processes with sound 
capability. Genetic programming can easily predict the formation conditions of gas hydrates without any 

Figure 1. Phase Diagram (Collett, Lewis, & Uchida, 2000)
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nested terms. The nested terms can give complicated background calculations and intensive calculations 
(S. H. Khan, Kumari, Chandrajit, & Amit, 2020).

DATASET AND PRE-PROCESSING

Abundant research literature is available on predicting gas hydrates’ formation conditions by genetic 
programming. Abooali and Khamehchi developed three new data-based models for predicting the for-
mation temperature of natural gas hydrate as a function of equilibrium pressure and molecular weight 
of gas using genetic programming with an acceptable error percentage (Abooali & Khamehchi, 2017). 
Khan et al. 2020 developed a new correlation by genetic programming to predict the formation pressure 
of hydrates with a reasonable error percentage (S. H. Khan et al., 2020). Cao et al. 2020 combined the 
genetic algorithm and support vector machine to develop a new model for estimating gas hydrate forma-
tion conditions with a slight average relative deviation (Cao, Zhu, Li, & Han, 2020).

The genetic algorithm’s first step for predicting the stability conditions of gas hydrates is guessing 
the random correlation or function of pressure, temperature, and specific gravity of gas and the initial 
values of constants. The fitness of the process depends upon the calculated value of the selected func-
tion for each constant. A more suitable value of constants with the low values of the fitness function is 
determined and then allowed to perform the next step. The columns selected for the dataset are pressure, 
temperature, and specific gravity or molecular weight of gases. In machine learning, dimensionality is 
the number of features of the data set. Feature selection helps remove irrelevant dimensions from the 
selected data sets. Dimensionality reduction slashes the number of random variables or attributes down 
while preserving the significant characteristics of the data. In a genetic algorithm, dimensionality reduc-
tion is achieved by the mutation and crossover of the datasets. The normalization technique calculates 
the optimum values of the constants for the manipulation of data. Data manipulation is performed by 
increasing or decreasing the range of data before it goes to the next step.

The best method for predicting phase equilibria conditions of gas hydrates is by experimentation. The 
experimental observation of gas hydrates’ pressure and temperature conditions for various gas composi-
tions is not usually feasible. Hence, the calculation of equilibrium conditions of gas hydrates by using 
correlation techniques is needed.

Two experimental techniques are available to study the phase equilibria of gas hydrates. The first is 
a dynamic method, where a given gas is injected inside a chamber continuously at favorable gas hydrate 
formation conditions, usually at low temperatures. The formation of gas hydrates stops the continuous 
flow of gas from the enclosure at the desired pressures to equilibrate the system to form gas hydrates. 
After the formation of gas hydrates, the pressure or temperature of the system can be decreased or 
increased, respectively (Kumari, Madhaw, Majumder, & Arora, 2021). The second is a static method, 
which shows the growth of gas hydrate crystals in an autoclave or stationary high-pressure vessel. In 
this method, the study uses the controlled temperature and pressure of the cell. This method applies 
to studying the phase equilibria of gas hydrates because of the ease of measuring intensive properties 
(Kumari, Madhaw, Majumder, & Arora, 2021).

This chapter discusses the applicability of LSSVM, ANN, and genetic programming as essential 
mathematical tools for predicting hydrate formation conditions. These tools are particularly helpful 
from a big data point of view when the dataset has wide ranges of pressure, temperature, and molecular 
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weight of gases. GA, ANN, and LSSVM have been used to model the relationship between the growth 
rate of methane hydrate, pressure, and temperature.

ARTIFICIAL NEURAL NETWORKS FOR GAS HYDRATES PREDICTION

Artificial neural networks (ANNs) use various computational units called neurons parallelly connected in 
an enormous structure. They do not require an explicit conceptualization of the physical or mathematical 
relationships. These neural networks are established to be universal functional approximators, that is, 
they can compute any function f(x) approximately, where x represents the inputs. The neural networks 
are used as a computational algorithm to learn, organize, generalize, and cluster data (Blackwell & Chen, 
2009). The frequently used neural networks are the feed-forward neural networks (FNN) which contain 
one input and output layer and a number of hidden layers in between (Schmitz, Zemp, & Mendes, 2006). 
The FNNs are flexible, simple, and easy to use, and these networks can execute differentiable and con-
tinuous mathematical functions, which can minimize the error analysis (Zahedi et al., 2009). The ideal 
number of neurons in the hidden layer is a hyperparameter of the FNNs that needs to be determined. 
Few neurons generate a network with low accuracy, and a higher number can lead to overfitting and 
then a poor standard of extrapolation and interpolation. Methods such as Bayesian regularization with a 
Levenberg-Marquardt algorithm apply with the FNNs to overcome the disadvantage (Marquardt, 1963).

The neural network’s input layer accepts normalized input data and forwards it to the hidden layers of 
the network. The network processes these data from the input layer with the help of weighted intercon-
nections between the neurons in the layers. In a fully connected network, every ith neuron in a kth layer 
can be attached to every neuron in the adjoining layers. The ith neuron in the kth hidden layer executes 
the summation of all weighted inputs and propagates the result, typically through a nonlinear activa-
tion function f. This process is expressed as equation (1). The propagations continue in this fashion on 
the adjoining neurons of the next hidden layer and eventually, the output neurons. Like in any machine 
learning task, the data sets are subdivided into training, validation, and test data sets. The training data 
set is used to determine the network’s parameters. The validation data set is used to fine-tune the model’s 
performance. After the model gets trained, the test data is used to evaluate the performance of the trained 
model. All the biases and synaptic weights are initialized randomly. During the process of training the 
network, an optimization algorithm adjusts the synaptic weights until the error in the predicted output 
is minimized (Chapoy, Mohammadi, & Richon, 2007).

Oj = f(∑wjixi + bj) (1)

where wji is the weight, xi is the input value, bj is the threshold value, and f is the activation function.
The output from one neuron becomes the input to the neuron in the next layer. This simple arrangement 

of the interconnected neurons arranged in layers is powerful enough to approximate any mathematical 
function of the inputs. The layers of neurons and their interconnections using linear and non-linear trans-
formations can convert the input data to any desired output. For instance, input pixel values of images 
can be converted to probabilities of the image being that of a lion or a tiger. For this, the weights of the 
interconnections obviously need to change to suit the desired output. The weights of the neural network 
are adjusted by an optimization algorithm, for example, stochastic gradient descent using backpropaga-
tion, in order to minimize the error between the generated and actual values of the target. A common 
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function to compute the error often used in machine learning regression problems when the output values 
are continuous is the mean square error, which is the average value of the squared difference between 
the network’s output and the true output in the training dataset.

Error
N

P C
i

N

i i� �� �
�
�1

1

2

 (2)

In the above equation, N is the number of training data, Pi and Ci are the targeted and calculated output, 
respectively (Ghavipour, Ghavipour, Chitsazan, Najibi, & Ghidary, 2013). Figure 2 shows a schematic 
of a three-layered neural network.

Elgibaly and Elkamel 1998 calculated the formation pressure of the gas hydrate with an average er-
ror of 19%. They also evaluated the amount of thermodynamic inhibitors required in a different system 
(Elgibaly & Elkamel, 1998). Chapoy et al. 2007 used ANN to predict formation conditions of natural 
gas hydrate in the absence and presence of inhibitors (Chapoy et al., 2007). Moradi et al. 2013 fitted 
an ANN model to the experimental data of the gas hydrates of binary hydrocarbon mixtures (Moradi, 
Nazari, Alavi, & Mohaddesi, 2013). Mohammadi and Richon 2010 and Mohammadi, Belandria, and 
Richon developed ANN models to predict hydrogen and methane hydrate formation conditions in the 
presence of the promoters (tert-butylamine and tetrahydrofuran). The results of the ANN model are not 
well fitted with the results of the thermodynamic models (Mohammadi, Belandria, et al., 2010; Moham-
madi & Richon, 2009).

Babakhani et al. 2015 observed a relative error of 1.02% after evaluating an ANN model (Babakhani, 
Bahmani, Shariati, Badr, & Balouchi, 2015). Mohammadi et al. 2010 calculated the formation condi-
tions of tetrahydrofuran and methane, nitrogen or carbon dioxide hydrate, hydrogen, and tetra-n-butyl 
ammonium bromide hydrate. The developed ANN model evaluates the acid gas systems and obtained 

Figure 2. A three-layered neural network (Kumari, Madhaw, Majumder, & Arora, 2021)
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satisfactory results (Babakhani et al., 2015; Ghavipour et al., 2013; Mohammadi, Martínez-López, & 
Richon, 2010; ZareNezhad & Aminian, 2012). Rebai et al. 2019 developed an ANN model to calculate 
the thermodynamic properties depending on the formation of gas hydrates for more mixtures. The de-
veloped model also evaluated some thermodynamic properties of gas hydrates, such as viscosity (Rai, 
Majumdar, DasGupta, & De, 2005; Rebai, Hadjadj, Benmounah, Berrouk, & Boualleg, 2019), density, 
compressibility factor (Bouchard & Granjean, 1995), vapor pressure (Laugier & Richon, 2003), heat 
transfer coefficient (Potukuchi & Wexler, 1997) and vapor-liquid equilibrium (Ganguly, 2003; Petersen, 
Fredenslund, & Rasmussen, 1994; Sablani, Baik, & Marcotte, 2002; Sharma, Singhal, Ghosh, & Dwivedi, 
1999).

Heydari et al. 2006 and Zahedi et al. 2009 trained an ANN model to calculate the hydrate formation 
temperature (Heydari, Shayesteh, & Kamalzadeh, 2006) (Zahedi et al., 2009). Mehrizadeh used ANNs to 
predict the formation conditions of gas hydrate in the presence of thermodynamic inhibitors (Mehrizadeh, 
2020). Soroush et al. 2015 used the ANN model to predict the formation temperature of the natural gas 
hydrate. They observed a total mean square error of 0.349 only (Soroush et al., 2015). Mesbah et al. 2017 
developed a supervised learning algorithm, namely, MLP ANN, to predict the dissociation pressure of 
the semi-clathrate hydrate for carbon dioxide and its binary mixtures. They observed the AARD% of 
3.13 and overall R2 as 0.9961(Mesbah, Soroush, & Roham, 2017).

Several datasets for the stability conditions of gas hydrates were used to develop an ANN. The main 
parameters for applying ANN to determine stability conditions of gas hydrates are temperature, pressure, 
and the specific gravity of the gas. The training and testing set apply to the experimental data points of 
gas hydrates. The input layer of the ANN takes features like the pressure and specific gravity of gases. 
The number of hidden layers is a hyperparameter and depends on the data set. If the input parameters 
for developing an artificial neural network are pressure and specific gravity of gases, and then the 
temperature will be the output parameter. The hyperparameters of an artificial neural network are the 
variables that determine the topology of the neural network and the variables that determine the neural 
network’s training step. The number of hidden units is a hyperparameter too, and these hyperparameters 
are set before the training step and before optimizing weights and bias terms. The hidden layers are the 
layers between the input and output layers, and the optimum number of hidden layers depends upon the 
minimum error value.

The following steps are involved in setting up an ANN model for prediction.

1.  Input data comprising temperature and specific gravity of gases is selected based on the experi-
ments. This is the ground truth from which the training, validation, and test datasets are obtained.

2.  The target variable is pressure.
3.  The input data become the input for the neural network, and the target variable becomes the target 

for the output of the ANN.
4.  The topology of the neural network model depends on the number of layers and the number of 

neurons in each layer. These “hyperparameters” are chosen accordingly.
5.  Levenberg-Marquardt Backpropagation is commonly used for training the network.
6.  The predicted outputs from ANN are compared with the expected predictions from the training 

data and loss calculated.
7.  The training process progresses in iterations until the loss computed based on the training data is 

minimized and the network parameters are determined.
8.  The selected parameters apply to the neural network for the dataset’s training, testing, and validation.



208

Formation Conditions of Gas Hydrates Using Machine Learning and Genetic Programming
 

9.  The above procedure repeats for multiple configurations to determine the best hyperparameters.

THE LEAST-SQUARES SUPPORT VECTOR MACHINE

Vapnik’s support vector machine (SVM) builds upon the statistical learning theory (V. N. Vapnik, 1999). 
SVM is a supervised machine learning method, and LSSVM is the reformulation of SVM. LSSVM uses 
the least-squares objective function, thereby circumventing quadratic programming (Yarveicy & Ghiasi, 
2017a). SVM is a skilful learning method adopted for regression analysis and classification in machine 
learning. Still, the main drawback of the SVM method is its complexity in the computational procedure 
(V. Vapnik, 1999). This mathematical tool can solve several complex problems, from the nonlinear func-
tion approximation to pattern classification. This algorithm obtains an optimum hyperplane with the 
minimum distance from the actual data by projecting the input features to a higher dimension in case 
the data is not linearly separable (Soroush, Mesbah, Shokrollahi, Bahadori, & Ghazanfari, 2014). In 
this method, the chances for overfitting are less, and there is no need for multiple adjustable parameters 
(Cortes & Vapnik, 1995). LSSVM is generally preferred over SVM for scalability reasons.

The solution of quadrating encoding equations increases the complications in the optimization 
procedure. The LSSVM reduces the complexity of SVM and then enhances the speed. Then LSSVM 
model performs the linear calculations by linear encoding. The network results after resolving given 
fixed linear equalities in the LSSVM algorithm (Suykens and Vandewalle, 1999). The LSSVM can 
operate on large data sets with acceptable accuracy by changing the inequality constraints with the 
equality constraints (Pelckmans et al., 2002). The regression error adapts as an additional constraint in 
the LSSVM algorithm. This error calculates by the difference between the predicted and experimental 
data (Pelckmans et al., 2002).

Suppose a data set with the given equation (3) in which x and y are the input data points. (For the 
gas hydrates, x and y should be temperature and specific gravity of gases.)

D = {(x1,y1) … (xk,yk) … (xN,yN), xk∈Rn, yk∈R} (3)

Equation (3) is generalized by the following equation of nonlinear function (4)

f(x) = wg(x) + b (4)

Equation w∈Rnh is the weight vector in the initial weight space, b is the bias term, g(∘): Rn →Rnh is 
the nonlinear mapping, and nh is the space dimension. This optimization problem is given by

min ,J w e w w eT

k

n

k� � � �
�
�1

2

1

2
1

2�  (5)

µ is the relative weight of the summation of the errors calculated during regression after comparing the 
weight of the regression.

The above equation (5) gives the constraints of equation (6)
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yk = (wTg(x)) + b + ek,   k=1,2,...,n (6)

In equation (6), ek is the error, wT is the weight matrix transpose, and µ≥0 is the regularization con-
stant. After solving (equation (6)) in the (equation (5))

L w w e w g x b e yLSSVM
T

k

n

k
k

n

k
T
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� �
� �1

2

1

2
1

2

1

� �  (7)

The Lagrangian multipliers 𝛽k∈R. The conditions needed for the optimization are given in equation 
(8) to equation (11).

�
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b
LSSVM
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k k�

0 0 1, , .  (10)
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�

� � � � ��� �L
e

e k nLSSVM

k
k k0 1� � , ,   (11)

Equation (12) will obtain after assuming a linear regression relationship for the independent and 
dependent variables.

y � �
�
�
K

n

k k
Tx x b

1

�  (12)

We use a kernel function for the dot product in equation (12) to enhance the applicability.

y � � � �
�
�
K

n

k kK x x b
1

� ,  (13)

The Kernel function of K(xi,x) is the dot product of vectors g(xi) and g(x) in the higher dimensional 
space (equation (14))

K(x,xk) = g(x)g(xk)
T (14)
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The RBF kernel given in equation (15) and the polynomial kernel given in equation (16) are popularly 
used in the LSSVM model.

K(x,xk) = exp(xk – x2 / 𝜎2) (15)

K(x,xk) = (1 + xTxk / c)d (16)

The σ2 is the squared width. It is a hyperparameter. In the polynomial kernel, d is the degree, which 
is also a hyperparameter.

Figure 3 shows the steps involved in developing the LSSVM model to predict the stability conditions 
of gas hydrates. The algorithm starts with the empty feature set, and then after each iteration, this adds 
the feature. The regularization (µ) and the kernel (σ2) parameters should specify before the training step.

Mesbah et al. 2017 used the LSSVM model based on the gas hydrate structure and provided an ef-
fective algorithm with a squared correlation coefficient of 0.9918 (Mesbah, Soroush, & Rezakazemi, 
2017). Baghban et al. 2016 applied the LSSVM model to the Katz Chart data points and predicted the 

Figure 3. Schematic diagram of the LSSVM model (Kumari, Madhaw, Majumder, Arora, & Dixit, 2021)
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formation temperature of gas hydrates with a squared correlation coefficient of 0.9973 and minimum 
square error of 0.778634 (Baghban et al., 2016). Yarveicy and Ghiasi 2017 utilized a model that uses 
extremely randomized trees to predict the formation conditions of gas hydrate of different gases formed 
in pure water, salts, and alcohols. This model provides a squared correlation coefficient of greater than 
96 and a percentage absolute relative deviation (%ARD) between 0.04 and 0.32 (Yarveicy & Ghiasi, 
2017b). Mohammadi et al. applied the LSSVM model to estimate phase equilibria for the CO2, CH4, or 
C2H6 hydrate in porous media (Mohammadi et al., 2012).

GENETIC ALGORITHM

The Genetic Algorithm (GA) was developed in 1975 by John Holland, supported by the concept of the 
artificial system (Holland, 1992). This algorithm is appropriate for searching and optimization prob-
lems. GA performs various operations, and every procedure carries multiple techniques, which give 
different results due to the diverse nature of methods (Abbasi & Hashim, 2016). An off-shoot of GA 
called Genetic programming (GP) is a robust methodology whose programming procedure depends 
upon biological generation systems. It is an efficient technique applied in different optimization and 
mathematical problems. Genetic Programming (GP) is a popular technique to determine correlations in 
modeling projects. Genetic Programming (GP) solves a problem by generating a population randomly 
using mathematical equations like genes. These genes are chromosome-like structures of syntactic trees 
from the input data. GP develops several genes usually instead of one to enhance the accuracy of the 
prediction. A developed multi-gene network contains one or more genes and this provides more specific 
functions frequently than the additional developed models with one monolithic GP tree. Figure 4 shows 
an example of a simple tree structure.

The genetic algorithm endeavors to obtain the optimal solution to a given problem. The algorithm 
is quite widely used in economics, bioinformatics, and data sciences. Genetic Algorithms employ ideas 
from the theory of human genetics. These algorithms provide a heuristic approach to solving complex 
problems, and these can also be used to optimize the results. The Genetic Algorithm depends upon 
Initialization, Selection, Crossover, Mutation, and Termination (Figure 5).

Figure 4. An Example of the Tree structure for Genetic Programming (S. H. Khan et al., 2020)



212

Formation Conditions of Gas Hydrates Using Machine Learning and Genetic Programming
 

Initial Population

The algorithm starts with initializing data sets (population), and each data is a solution to the given 
problem. A group of parameters or variables characterizes each piece of information.

Fitness Function

A fitness function uses to check the fitness of data. This fitness function identifies the ability of a data 
to compete with the other data. The probability of data identification for reproduction depends on its 
fitness value.

Selection

The fittest data sets are selected and then sent for the following data generation in the selection step. 
Data with a high fitness value have more chances to be chosen for reproduction. Two pairs of data are 
selected based on their fitness value for the next step.

Crossover

The most significant step in the genetic algorithm is crossover. A crossover point is selected randomly 
for each data set to be mated.

Mutation

Some data sets send for the mutation with a low random probability. The mutation maintains diversity 
within the data sets and avoids premature convergence of data.

Figure 5. Steps involved in Genetic Algorithm
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Termination

The genetic algorithm stops when the data converge and then provides solutions for the given problem.
Hence, a genetic algorithm is an optimization technique applied to find input data sets to obtain the 

best output. Figure 6 shows a schematic representation of all steps involved in the genetic algorithm.

GP technique is a symbolic regression method. The algorithm itself explores the model and fits the 
constants afterward. In ordinary regressions, the structure of the model must be stated by the user and 
subsequently fitted to the model constants. The inclusive status of the primary model is attained by the 
weighted summation of every available function after the generation of the first population randomly. The 
genes with a biased term constitute these functions: the bias and weight terms obtained by the standard 
least square method. The first accepted population may not provide a good prediction; the structure often 
requires updating, and the unusable functions change with others. Hence, the algorithm goes through the 
best executing trees and then improves the network to obtain a new population. New structures create 
the genes in the new population and repeat the summation of the weights of all newly developed genes. 
Then the new bias and weight term are predicted. The regeneration process performs repeatedly, and 
then the mathematical functions are also iterated to obtain new populations. This iteration will stop after 
solving the problem successfully (Jain, 2017). Figure 7 shows the overall flowchart of GP.

Figure 6. Representation of steps for Genetic Algorithm
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Searson developed a free, open-source tool to perform genetic programming in MATLAB software. 
This tool creates the nonlinear correlation to determine the temperature for the hydrate formation. A 
toolbox “GPTIPS” develops for multi-gene symbolic regression problems. All the required steps of GP 
perform to obtain the best correlation. For each subset, input data, including experimental sets of hydrate 
formation Pressure, temperature, and Molecular weight, were provided to the GP program. Correlation 
for this subset acquires the desired accuracy.

Figure 7. Overall Flowchart for Genetic Programming
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Abooali and Khamehchi 2019 applied three new data-based models using genetic programming to 
predict the formation temperature of natural gas hydrates as a function of the molecular weight of gas and 
equilibrium pressure of gas hydrates. They observed the correlation coefficient value as 09673 for the 
891 experimental data items. Abbasi and Hashim 2015 developed a model using genetic programming 
to predict the formation conditions of gas hydrates in subsea pipelines in the presence and absence of 
inhibitors (Abbasi & Hashim, 2015). Khan et al. 2020 developed a correlation for predicting the forma-
tion pressure of gas hydrates with the RMSE value of 0.68 (S. H. Khan et al., 2020).

EVALUATION CRITERIA

The perfection of the newly obtained model obtain by some familiar statistical measures like average 
absolute relative deviation percent (AARD%), squared correlation coefficient (R2) (Cao et al., 2020), 
root means square deviation (RMSD) (Abooali & Khamehchi, 2017) and absolute average deviation 
(AAD%) (Seif & Kamran-pirzaman, 2020). The Low values of AARD% and RMSD and high value of 
R2 prefers for evaluating the model.

AARD %� � � �

�
�100

1
N

Experimental Predicted
Experimentali

N

 (17)

RMSD �
�

�� i

N Experimental Predicted
N

1

2

 (18)

R
Experimental Predicted

Experimental Predict
i

N

i

N
2 1

2

1

1� �
�

�
�

�

�
� eed

 (19)

AAD �
�

�
�1

1
N

Experimental Predicted
Experimentali

N

 (20)

N indicates the number of all data points (Kumari et al., 2020).

APPLICATION OF GENETIC PROGRAMMING FOR GAS HYDRATES

Another technique for predicting the stability condition of gas hydrates uses a correlation model devel-
oped through genetic programming. GP randomly generates a population of different programs shown 
by trees. Each tree set generates a new population using mutation, crossing over with the best-performing 
trees to obtain a new data set (Koza, 1994). To determine the equilibrium condition of gas hydrates by 
GP, pressure or temperature and specific gravity or molecular weight of gas are the input variables, and 
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temperature or pressure are output variables. Several steps perform to obtain a correlation, such as the 
primary population of the program, fitness evaluation of each program, development of the following 
population by mutation, crossover, and reproduction. These steps repeat many times until the termination 
criteria are met. The following are the important steps to achieving the GP.

1.  Generate the initial population randomly from a predefined set of functions as f= (-, /, sin, cos etc) 
and termination function, t= (T, constant).

2.  Set the size of the initial population.
3.  Evaluate the programs by ramped half and half methods with some depth value. It creates disturbed 

and small trees.
4.  Perform the error analysis of each program using the error evaluation criteria.
5.  Perform the reproduction of the next generation in a probabilistic manner.
6.  Perform the crossover events using the standard GP crossover method by randomly choosing a 

node as the crossover point.
7.  Perform the mutation by applying the standard GP mutation by randomly selecting a particular 

program’s mutation point and constant probability distribution.
8.  Remove and replace another tree from the mutation point.
9.  Repeat 3 to 8 steps until the termination criteria are satisfied.

Several correlations develop for the stability conditions of gas hydrates using genetic programming 
(Table 1). These correlations obtain by performing the genetic algorithm on the data sets.

Various researchers applied the Genetic Algorithm with the Artificial Neural Network and LSSVM 
model to find a new correlation for predicting stability conditions of gas hydrates. The combination of 
Genetic Algorithms can enhance the capability of ANN and LSSVM models. Various points consider 
during the development of GA-ANN and GA-SVM models, such as diversity in data points, selection of 
variables, and optimizing parameters. Modeling gas hydrate formation conditions can be improved by 
considering the operational requirements and various optimization algorithms. This adaption can give 
the method better accuracy than the available methods.

DISCUSSION

The above-discussed algorithms have some advantages and disadvantages for determining the stability 
conditions of gas hydrates. The LSSVM is considered the most powerful and reliable algorithm. The 
following points are some benefits of LSSVM over ANN.

1.  The LSSVM model has better chances of convergence to the optimum value.
2.  LSSVM is a standard algorithm that obtains a relatively quick estimation of the solution.
3.  There is no requirement to know the network topology in advance like for ANN.
4.  LSSVM is less prone to overfitting.
5.  There is no requirement to select the number of hidden nodes.
6.  LSSVM has acceptable generalization performance.
7.  LSSVM has a smaller number of adjustable hyperparameters.
8.  The LSSVM model follows convex optimization procedures. (Mohammadi et al., 2012)
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Table 1. Available correlations developed with the genetic algorithm for the prediction of the stability 
condition of gas hydrates

S.No. Correlation References
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The temperature is in 0F, and the pressure is in psia.
The molecular weight (Mw) ranges obtain by performing the genetic algorithm. These data depend 
on the minimum value of error obtained from each set. 
In these equations, the | represents the absolute operator.

(Abooali & 
Khamehchi, 2017)
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The temperature in 0F, and the pressure in psia.
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Shamohammadi, & 
Yousefi, 2013)
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The genetic algorithm can be developed alone or in combination with LSSVM and ANN for better 
performance of the models. The genetic algorithm can be used as an optimization process to minimize 
the error obtained in applying the LSSVM and ANN model.

EXPERIMENTAL DATA

The experimental data points for predicting the phase equilibrium of gas hydrate used for the modeling 
are from the Katz chart (D. L. Katz, 1945; D. L. V. Katz, 1959) and Sloan (E. Dendy Sloan & Koh, 
1998). The temperature and pressure range for the modeling was 273.7 K to 303.1 K and 0.6 MPa to 
62.85 MPa, respectively, and the range of gravities of gas was between 0.57 to 0.86.

The radial basis function (RBF) was applied as the kernel function to develop the LSSVM model. The 
results of the LSSVM model are further optimized by the added genetic algorithm in the LSSVM model.

The following table 2 shows the error obtained in developing LSSVM, ANN, and GA algorithms to 
predict stability conditions of methane gas hydrates. Several data points are used from the literature to 
see the applicability of these algorithms. The error obtained after applying the LSSVM model is minimal 
compared to the ANN and Genetic Algorithm.

CONCLUSION

This chapter discussed different models for predicting formation conditions of natural gas hydrates de-
pendent upon the pressure and molecular weight of the gas. A compelling new model created by genetic 
programming seems to be one of the most effective mathematical-statistical methods for this problem 

Table 1. Continued
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The temperature in K and Pressure in MPa.

(S. H. Khan et al., 
2020)

Where 
    Mw – Molecular weight of the gas
    T- Temperature 
    P- Pressure 
    𝛾 g- Specific Gravity of Gas

Table 2. AAD (%) obtained by different methods

(Abooali & 
Khamehchi, 

2017)

(Sun et al., 
2003)

(Chavoshi et 
al., 2018)

(Khamehchi et al., 
2013)

(S. H. 
Khan et 
al., 2020)

ANN LSSVM

AAD (%) 0.9439 0.9813 0.8791 0.9609 0.32 0.9782 0.2134
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domain. The wide ranges of pressure, temperature, and molecular weight can increase the prediction 
ability of the developed models. Applying genetic programming to estimate phase equilibrium condi-
tions can help design an economical technology for the dissociation of gas hydrates. Exploring gas from 
gas hydrates can fulfill the world’s energy requirement for many centuries. This technique applies to 
the gas hydrate system containing salts, inhibitors, and promoters. There is scope for expansion of the 
application of genetic programming for the gas hydrate system with inhibitors, promoters, and many 
more. The solutions discussed in this chapter can help alleviate the problem of hydrate formation in 
pipelines of oil and gas industries.
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KEY TERMS AND DEFINITIONS

γg: Gas-specific gravity.
AARD%: Average absolute relative deviation.
ANN: Artificial neural network.
ARD%: Absolute relative deviation.
GA: Genetic algorithm.
GP: Genetic programming.
HFT: Hydrate formation temperature.
LSSVM: Least-squares support vector machine.
R2: Squared correlation coefficient.
RBF: Radial basis function.
RMSD: Root mean square deviation.


	Prediction of Formation Conditions of Gas Hydrates Using Machine Learning and Genetic Programming
	Recommended Citation

	tmp.1670273643.pdf.NQ3W3

