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A B S T R A C T   

The correct determination of artificial and natural radionuclides like 152Eu, 137, 134Cs, 60, 57Co, etc., and 234, 

228Th, 228, 226Ra, 210Pb and 40K, respectively, is essential for many environmental science fields. For this, a 
general function was obtained for the full-energy peak efficiency (FEPE) by gamma-ray spectrometry using co
axial Ge detectors. Then, the experimental FEPE values, obtained fixing the energy, Eγ , were fitted varying the 
thickness, h, of cylindrical standards. The parameters resulted from these fittings were fitted, in turn, versus Eγ , 
obtaining a general efficiency function, εc (Eγ , h). εc (Eγ , h) was validated, obtaining very good zscore, except for Eγ 

affected by TCS effects. Consequently, a practical and general method was developed, recalibrating the detector 
by varying the sample-detector distance, d. εc (Eγ , h, d) was obtained, achieving very good zscore. Furthermore, 
this practical method was also employed to correct high self-absorptions and high dead times.   

1. Introduction 

There are several natural and artificial radionuclides of interest 
within the field of the environmental radioactivity, such as 234, 228Th, 
228, 226Ra, 210Pb and 40K, as well as 241Am, 152Eu, 137, 134Cs, 133Ba, 60, 

57Co. In order to determine these radionuclides by gamma-ray spec
trometry, it is of vital importance to use different types of detector ef
ficiency corrections. Among the most important efficiency corrections, 
there are the following: true coincidence summing (TCS), self- 
absorption and dead time corrections. 

Regarding the former correction type, they are often applied to 
determine artificial radionuclides, given that the majority of artificial 
radionuclides have TCS effects (152Eu, 137, 134Cs, 60, 57Co, etc.). How
ever, some natural radionuclides like 214Bi and 208Tl, which are 
daughters of 226Ra and 228Th corresponding to the 238U- and 232Th-se
ries, respectively, also suffer TCS effects [1–3]. Therefore, this type of 
correction is indispensable to be considered in order to know the 
radionuclide activity concentrations in a proper way. Furthermore, it is 
necessary to clarify that there are two kinds of TCS effects: “summing in” 
and “summing out” effects. The former takes place when two photons 
are detected simultaneously and they are added to a specific full-energy 
peak, where those two photons have energies that do not belong to that 
specific peak. The second type consists in the opposite phenomenon, 
that is, one of those two simultaneous photons is taken away from that 

specific peak and included in another peak. 
In the case of the TCS corrections, nowadays the corrections pro

vided by MCNP, GEANT4, PENELOPE or FLUKA simulation codes have 
become generalized [4–11]. However, in order to carry out these cor
rections by using simulation software, it is necessary to characterize the 
detector parameters and, consequently, expensive costs and several 
months are required, being the detector inoperative during the time 
taken to carry out the detector characterization procedure. 

With respect to the self-absorption corrections, they are very useful 
to be employed due to the possible chemical composition and density 
differences between the samples used to calibrate the detectors and the 
other samples, which are called as problem samples. The reason is 
because when the composition and density of the calibration and 
problem samples are very different from each other, the photons are 
attenuated differently and, consequently, a self-absorption correction is 
required to introduce these differences in the detector efficiency calcu
lation when this is obtained in the problem sample matrices [12–14]. 
Besides that, self-absorption corrections are essential in the cases of the 
radionuclides whose gamma emissions belong to the low energy range, 
that is, energies less than 150 keV, since the self-absorption effects are 
much more relevant for that energy range [15–17]. 

On the other hand, regarding the dead time corrections, they are 
usually employed in the cases for which samples, whose radionuclides 
have very high activity concentrations, are measured. In these cases, 
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given that there is a large number of disintegrations per second, the 
detector is not able to detect all photons that reach the detector. 
Consequently, a great number of events are not considered and, there
fore, not included in the activity concentration calculations, deter
mining the radionuclides in an improper way. 

For all reasons previously mentioned, this study aims to develop a 
new and simple methodology to correct TCS and self-absorption effects, 
as well as high dead times. For this, a recalibration of the detector was 
accomplished, obtaining a general efficiency function in the calibration 
matrix, εc (Eγ, h, d), based on the full-energy peak efficiency (FEPE), and 
which depends on the gamma emission energy (Eγ), the sample thickness 
(h) and the distance (d) existing between the bottom of the selected 
geometry (cylindrical in our case) and the detector window. 

2. Materials and methods 

2.1. Materials 

In order to carry out this study, an extended range high purity 
germanium detector (XtRa) was employed. The XtRa detector has a 
relative efficiency of 38.4% in relation to a 3′′ × 3′′ NaI (Tl) detector, a 
full width at half maximum (FWHM) of 1.74 keV and 0.88 keV at 1332 
keV and 122 keV, respectively, and a peak-Compton relation of 67.5:1. 
The XtRa detector is connected to a FET preamplifier whose model is 
2002 CSL, where the bias voltage value used for this detector was 3500 
V. In order to proceed with the cooling of this detector, LN2 was 
employed for it. 

On the other hand, to accomplish the corrections related to TCS ef
fects and high dead times, a simple and general mechanism was 
designed, which consists in a cylindrical polyvinyl chloride (PVC) tube 
that was pierced from two opposite sides. Therefore, trough the holes 
made on the surface of the hollow tube, it is possible to introduce screws 
that are thick and long enough to properly hold the sample support, 
allowing us to place the samples at a distance from the detector window 
(see Fig. 1). As can be seen in Fig. 1, the PVC tube was attached to a base, 
which is also composed of PVC, making the tube more stable. Regarding 
the holes made on the tube surface, it is necessary to clarify that the first 
hole is placed at 25 mm of height from the detector window and the 
second one is 10 mm above the first one, being this height the same one 
between two consecutive holes. 

Regarding the samples selected to accomplish this work, certified 
standards provided by the IAEA (International Atomic Energy Agency) 
were employed to proceed with the detector calibration, whose codes 
and reference activity concentrations are RGU-1, RGTh-1 and RGK-1, 
and 4940(15) Bq kg− 1 3250(45) Bq kg− 1 and 14000(200) Bq kg− 1, 
respectively. These calibration standards contain radionuclides 
belonging to the 238U- and 232Th-series, as well as 40K, respectively, 
being all radionuclides in secular equilibrium in the two series. For 
further information about RGU-1, RGTh-1 and RGK-1 standards, see 

[18,19]. Then, several problem NORM (Naturally Occurring Radioactive 
Materials) samples were also chosen which are characterized by having 
a very wide variety of chemical compositions and densities, allowing us 
to do a much more complete study. These problem samples can be 
classified into two groups: samples whose activity concentrations are 
known and not known. See [20–23] for further information about 
NORM samples. 

With respect to the former type, they are the following: a soil sample 
(Soil-1), a milk powder sample (Milk powder), two water and furnace 
slag samples (Furnace slag, Water-1 and Water-5), as well as another soil 
sample (Soil-2), that were employed in the Inter-comparison – CSN/ 
CIEMAT exercises carried out in 2016, 2018, 2019 and 2020, respec
tively. In addition, samples used in the Inter-comparison – IARMA ex
ercise carried out in 2020 were selected, which were a seaweed sample 
(IARMA-097) and three water samples (IARMA-098, IARMA-099 and 
IARMA-100). Besides that, three soil samples provided by the IAEA were 
chosen (IAEA-326, IAEA-327 and IAEA-375), as well as a potassium 
carbonate sample (K2CO3) and a tin concentrate sample (Sn-Sample). 
Regarding CSN, CIEMAT and IARMA, they are the acronyms for the 
Spanish Nuclear Safety Council (“Consejo de Seguridad Nuclear”), the 
Centre for Energy, Environment and Technology Research (“Centro de 
Investigaciones Energéticas, Medioambientales y Tecnológicas”) and the 
International Atomic Reference Material Agency, respectively. 

Then, regarding the latter sample kind (samples whose activity 
concentrations are not known), the following samples were selected: 
three industrial wastes known as scales (Scale-A, Scale-B and Scale-C). 
See Table A.11 in Supplementary Material for further information 
about all samples chosen in this study. Furthermore, it is necessary to 
clarify that in this study, there is not any sample whose radioactive index 
is higher than the thresholds defined for radioactive facilities. 

2.2. Methods 

In order to obtain the εc (Eγ, h) function, that is, the efficiency 
function without incorporating TCS corrections, the results obtained in a 
previous work [24] was used. In [24], a methodology to calibrate in 
efficiency varying the sample thickness was developed without studying 
any correction type in depth. However, in the present study, TCS and 
self-absorption effects, as well as high dead-times were studied in depth, 
developing an exhaustive methodology in order to correct them. To 
proceed with the obtaining of εc (Eγ, h), the calibration standards were 
compacted until reaching the desired thickness values (h), where h 
values were ranged from 5 mm to 45 mm in the case of RGU-1 standard, 
from 5 mm to 50 mm in the cases of the RGTh-1 and RGK-1 standards. 
For the three standards, an apparent density about 1.63(2) g cm− 3 was 
measured. Then, the experimental values of the full-energy peak effi
ciency (FEPE) were calculated for the different selected h and Eγ values. 
Finally, a function was chosen to fit the experimental FEPEs varying h 
and fixing Eγ, εc(h). 

Fig. 1. Several perspectives of the system employed, a PVC tube, in order to proceed with the efficiency corrections: 1A) Profile; 1B) Side used to fit the PVC tube 
with the detector; 1C) Top. 
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Once the experimental FEPE values were fitted by εc(h), varying h 
and fixing Eγ, the parameters resulted from these fits, pri(Eγ), were also 
fitted versus Eγ. It is necessary to clarify that in order to carry out the fits 
for pri(Eγ), only high energies were selected, that is, Eγ > 150 keV (see 
Table A.3 in Supplementary Material for further information about the 
Eγ chosen in this study). Let us call this efficiency function as εc(Eγ > 150 
keV, h). The reason why only Eγ values belonging to the high energy 
range were selected was because there were only a few Eγ values of 
interest less than 150 keV. Therefore, a general efficiency function was 
obtained for any h and Eγ values found between 5 mm and 50 mm, and 
186 keV and 1765 keV, respectively. After determining the general εc(Eγ 

> 150 keV, h) function, it was necessary to introduce the self-absorption 
corrections, in order to calculate the detector efficiency in any problem 
sample matrix. Note that this general function, which has been obtained 
by using calibration standards that contain only natural radionuclides, 
can also be employed to determine artificial radionuclides. 

On the other hand, to introduce the TCS corrections in the obtained 
efficiency function, a PVC tube was employed which was previously 
described. Several values of the distance between the geometry bottom 
and the detector window, d, were chosen: 0, 25, 35, 45, 55 and 65 mm. 
In this case, to carry out the detector calibration in efficiency, only the 
RGU-1 standard was used. This standard was prepared for a fixed h value 
of 25 mm, and it was measured for each one of the d values mentioned. 

Then, there are several methods to determine and correct the dead 
time, among which is the method called as the two sources method. This 
method consists of comparing the counting rates obtained from two 
individual point sources and the ones obtained in a combination of the 
two sources [25–28]. An alternative method, which does not need for 
any source combinations or tedious procedures, as well as it has not been 
studied in previous works, will be employed in this study in order to 
correct the dead time. The method proposed in this study for the high 
dead time corrections (see Section 3.5) is analogous to the one previ
ously described for TCS corrections. The dead time depends on the 
resolution time of the Ge detector and on the electronics (preamplifier, 
amplifier, Analog-to-Digital Converter (ADC), etc.). Therefore, the dead 
time has a strong dependence on the total efficiency and the sample 
activity for a specific detection system. In applications involving a high 
rate of incoming radiation, detection systems can lose a significant 
amount of data. Consequently, increasing the source-detector distance, 
the particle rate that reach the detector is reduced and, therefore, the 
dead time of the system will be reduced, being our methodology to 
correct the dead time based on this idea. In this case, the same d values 
were also selected to carry out the dead time corrections (0, 25, 35, 45, 
55 and 65 mm). 

3. Results and discussion 

3.1. Obtaining of the εc(Eγ > 150 keV, h) function 

Firstly, it is necessary to define the equation used to calculate the 
experimental FEPE values, given that they are required in order to obtain 
the εc(Eγ, h) function: 

εexp
c =

G − B − F − I
Pγ a mc t

(1)  

where G, B, F, and I are the total number (gross) of counts for the 
photopeak of interest whose gamma emission energy is Eγ, the Compton 
continuum, the background and the interference term, respectively. 
Then, each Eγ is characterized by having a probability of gamma emis
sion, Pγ, which were taken from [29]. On the other hand, a and mc are 
the activity concentration and mass of the standard, respectively, used in 
the calibration procedure, being t the measurement time. 

Regarding the Pγ value obtained for 186 keV (226Ra), secular equi
librium between 238U and 226Ra was considered. Let us call the emission 
probability resulted from this case as P*

γ , where P*
γ = Pγ(226Ra) +

235U/238U Pγ(235U) = 6.14(6)%, being Pγ(226Ra) = 3.51(6)% and 
Pγ(235U) = 57.2(5) % at 186 keV, and 235U/238U = 0.046 [30]. Besides, 
the emission probability value related to this case, as well as the ones 
corresponding to the other energies selected for natural radionuclides 
have been shown in Table A.3. 

Once the experimental FEPEs have been calculated, they can be fitted 
by a semi-empirical function. In our case, it has been checked that the 
function which provides the best fits for the experimental FEPEs is the 
one given by the following equation: 

εc(h) = pr1exp(pr2h)+ pr3 (2)  

where pri (with i = 1, 2, 3) are parameters resulted from the fits of the 
experimental FEPEs versus h (standard thickness) for each Eγ (gamma 
emission energy) value, being possible to find the pri values resulted 
from the fits at each Eγ value in Tables A.1 and A.2 (see Supplementary 
Material). See [24] for further information about the obtained experi
mental FEPEs and the fits carried out for them. 

After obtaining the pri values, they have been plotted versus Eγ (see 
Fig. 2). Furthermore, in Fig. 2 it is also possible to see the fits carried out 
for pri versus Eγ. It is easy to realize that pri values can be fitted by using a 
lineal function, which can be written by the following equation: 

ln(|pri(Eγ)| ) = pri1 + pri2 ln(Eγ/E0) (3)  

where prij (with j = 1, 2) are the parameters resulted from the fits and E0 
= 1 keV. 

Besides, the prij parameter values have been shown in Fig. 2, as well 
as the relative average residuals, <Residual> (%), and R2 values resul
ted from these fits, where the obtained <Residual> and R2 values were 
3.7%, 4.6% and 4.1%, and 0.994, 0.91 and 0.990 for pr1, pr2 and pr3, 
respectively. Therefore, the fitting functions agreed very well with the 
pri values. 

If pri
(
Eγ
)

function given by Eq. (3) is inserted in Eq. (2) for each i 
value, it is possible to rewrite Eq. (2) in the following way: 

εc
(
Eγ , h

)
= exp

[
pr11 + pr12ln

(
Eγ/E0

) ]
exp

(
exp

[
pr21 + pr22ln

(
Eγ/E0

) ]
h
)

+ exp
[
pr31 + pr32ln

(
Eγ/E0

) ]
(4)  

where εc
(
Eγ, h

)
is the general efficiency function obtained varying the 

gamma emission energy, which can be called as εc(Eγ > 150 keV, h) if 
only high Eγ values are taken. 

On the other hand, it is necessary to clarify that not all gamma en
ergies selected in the detector calibration were employed to carry out 
the pri fits. In Table A.3, a specification was made on which Eγ values 
were chosen in order to fit pri. Furthermore, in Table A.3, it is interesting 
to observe that the majority of the Eγ values that have been discarded to 
fit pri, having checked that they were outliers, are gamma energies 
belonging to 214Bi (such as 609 keV, 768 keV, 1120 keV and 1238 keV) 
and 208Tl (583 keV). The data considered as outliers were those for 

which 
(

yexp − yfit

)/
σexp > 3, where yexp, σexp and yfit are the experimental 

value and its uncertainty at 2 sigma level, and the value provided by the 
fitting function, respectively. Note that they are energies clearly affected 
by TCS effects, and this will be demonstrated in this Section and in 
Section 3.2. Consequently, the pri values corresponding to those energies 
do not usually follow the same behaviour than the ones obtained for the 
other energies, this occurring more clearly for pr1 since this parameter is 
characterized by having more dependence on Eγ, while this dependence 
is much less significant in the pr2 case. 

Once the εc(Eγ > 150 keV, h) function has been obtained, applica
tions of εc(Eγ > 150 keV, h) to problem samples, as well as validations of 
this function have been carried out. For this, it is necessary to transform 
it to the detector efficiency obtained in any problem sample matrix. For 
this, it is required to apply the self-absorption correction factor given by 
the Cutshall’s model [31,32]: 
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f C
a (Eγ , h, η, ηc, ρ, ρc) =

ηcρc(1 − exp( − ηρh) )
ηρ(1 − exp( − ηcρch) )

(5)  

where h and Eγ are the problem sample thickness and the energy for 
which the self-absorption correction is being applied, respectively, ρ and 
ρc are the apparent densities corresponding to the problem and cali
bration samples, respectively. Then, η and ηc are the mass attenuation 
coefficients for the problem and calibration samples, respectively, which 
depends on their respective chemical compositions. Besides, in Eq. (5), it 
has been considered that the thicknesses of the calibration and problem 
samples are the same, that is, h. 

Furthermore, in Eq. (5) only the photons parallel to the symmetry 
axis are detected. However, the non-coaxial photons are also considered, 
being the angle between the photon trajectory and the coaxial axis of the 

detector very small. See [15,31,32] for further information about the 
conditions required in order to properly apply Eq. (5). 

Therefore, the efficiency function calculated in the problem sample 
matrix, ε (Eγ > 150 keV,h,η), would be given in the following way: 

ε
(
Eγ > 150 keV, h, η

)
= f C

a

(
Eγ > 150 keV, h, η

)
εc
(
Eγ

> 150 keV, h
)

(6)  

where εc
(
Eγ > 150 keV, h

)
and fC

a
(
Eγ > 150 keV, h, η

)
are the effi

ciency in the calibration matrix and the self-absorption correction fac
tor, respectively, which are calculated for gamma energies higher than 
150 keV. 

Taking Eqs. (1) and (6), it is possible to determine both artificial and 
natural radionuclides contained in problem samples. Therefore, in 

Fig. 2. Fits carried out for the pri parameters in order to obtain the general efficiency function at high energies, εc(Eγ > 150 keV, h): 2A) pr1; 2B) pr2; 2C) pr3. 
Furthermore, relative average residuals and R2 values have been calculated for each fit of ln(pri) versus ln(Eγ/E0). 

Table 1 
External validation procedure of the general εc(Eγ > 150 keV, h) function in the case of artificial radionuclides contained in a soil sample (Soil-1), a milk powder sample 
(Milk powder), two water samples (Water-1 and Water-5), as well as another soil sample (Soil-2), that were employed in Inter-comparison – CSN/CIEMAT exercises 
carried out in 2016, 2018, 2019 and 2020, respectively.    

Water-1  Water-5  Milk powder 

RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore  a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore  a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore 

54Mn 834.8 4.6(4) 4.3(2) 0.5  3.0(4) 2.50(12) 1.1     
59Fe 1099.25 12.0(9) 9.9(1.0) 1.6  5.4(9) 5.9(5) − 0.5     
60Co 1173.20 5.0(4) 4.79(18) 0.5  2.0(4) 2.10(7) − 0.2  29.0(8) 26.8(1.0) 1.7 
65Zn 1115.60 8.1(7) 6.8(3) 1.7  5.6(8) 5.9(4) − 0.3     
134Cs 795.8 1.9(4) 1.92(19) − 0.2  1.7(4) 1.8(2) − 0.1  49.5(1.1) 48(2) 0.7 
137Cs 661.8 3.4(3) 3.3(2) 0.5  1.2(4) 1.55(7) − 0.9  14.9(5) 14.0(6) 1.2   

Soil-1  Soil-2     

RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore  a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore     

54Mn 834.8 10.9(4) 10.3(6) 0.8         
59Fe 1099.25     2.1(8) 2.1(5) 0.0     
60Co 1173.20 8.8(3) 9.6(6) − 1.1  7.2(4) 7.5(8) − 0.3     
134Cs 795.8 6.2(3) 5.4(3) 2.0  9.3(5) 6.7(9) 2.5     
137Cs 661.8 5.3(2) 4.8(3) 1.4  5.3(4) 4.9(7) 0.5      
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Tables 1–3, the validations related to εc
(
Eγ > 150 keV, h, η

)
have been 

carried out. For this, samples that contain artificial and natural radio
nuclides have been selected, where the results for the former radionu
clide type have been shown in Table 1, while the ones corresponding to 
the latter type can be found in Tables 2 and 3. Therefore, as can be seen 
in Table 1, for all samples chosen, that is, Water-1, Water-5, Milk 
powder, Soil-1 and Soil-2, the obtained |zscore| values were less than 2 in 
general, achieving a very good validation in the case of artificial ra
dionuclides. Regarding the artificial radionuclides, decay corrections 
have been considered to calculate their activity concentrations, and 
information about their half-lives, T1/2, as well as their gamma emission 
probabilities can be found in Table A.4 (see Supplementary Material). 

In order to proceed with the previous validations, it was necessary to 
use the following equation to calculate the zscore values: 

zscore =
a − ar
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2

a + σ2
ar

√ (7)  

where a and ar are the calculated and reference activity concentrations, 
respectively, whose uncertainties given at 1 sigma level are σa and σar , 
respectively. zscore values in the range from − 2 to 2 are considered good. 

On the other hand, regarding the results obtained for natural ra
dionuclides, in Tables 2 and 3, two cases have been distinguished. The 
case corresponding only to 40K for which the K2CO3 sample was chosen. 
Given that 40K has an only gamma emission (1460.83 keV), the K2CO3 
sample thickness was varied, getting three K2CO3 samples whose h 
values are well distributed throughout the h range (h = 9.1 mm, 23.2 
mm and 46.4 mm), achieving to accomplish both external and internal 
validations at the same time. Furthermore, the calculations resulted 
from εc(Eγ > 150 keV, h) have been compared with the ones obtained by 
the efficiency function, εRGK− 1

c (h). εRGK− 1
c (h) is the function obtained in 

[24] which resulted from the calibration in efficiency fixing Eγ and 
varying h by using the RGK-1 standard, while εc(Eγ > 150 keV, h) was 
obtained varying Eγ as was previously explained. As can be seen in 
Table 2, similar zscore values were obtained for both efficiency functions. 

There is only one case (h = 46.4 mm) where |zscore| was > 2. However, 
this is consistent since that h value was very close to the upper limit of 
the selected h range, that is, 50 mm. Therefore, a very good validation 
was achieved in the case of 40K by εc(Eγ > 150 keV, h). 

Then, in Table 3, the validation cases corresponding to the two soil 
samples (IAEA-326 and IAEA-327), as well as the one related to the 
furnace slag sample (Furnace slag), can be found. It is easy to realize that 
for all gamma energies, very good zscore values were obtained excepting 
three Eγ cases: 583 keV, 609 keV and 1120 keV. These three energies, 
where the first two energies belong to 214Bi and the third one corre
sponds to 208Tl, are clearly affected by the TCS effects and, conse
quently, TCS corrections are required. This is very consistent with the 
dissimilarities existing between the behavior of the pri parameters ob
tained at these energies compared with the one related to the pri values 
resulted from the fits done at other energies, this having been previously 
proven in Section 3.1. Therefore, in Section 3.2, a novel and simple 
methodology has been carried out in order to correct the TCS effects. 

3.2. Corrections of the εc(Eγ, h) function varying the distance: εc(Eγ ,h,d)

Since TCS corrections are needed when the efficiency is calculated as 
a function on the energy, in this Section a practical and general method, 
which was previously described in Section 2.2, has been proposed for 
this correction type. Therefore, firstly, it is necessary to define the 
equations that have been employed to accomplish the proposed meth
odology. The efficiency function given by Eq. (4), εc(Eγ, h), needs to be 
corrected by several correction factors when the distance, d, between the 
geometry bottom and the detector window is varied. Therefore, the 
resulted efficiency function, εc(Eγ ,h,d), can be calculated in the problem 
sample matrix, that is, ε

(
Eγ , h, d, η

)
, which is given by the following 

equation: 

ε
(
Eγ, h, d, η

)
= faεc

(
Eγ , h, d

)
= fT ε’

c

(
Eγ , h, d

)
= fgfsfaεc’

(
Eγ, h, d

)
(8)  

where fg is the correction factor related to the geometry which only 
depends on the distance d, fs is the correction factor due to TCS effects, 
which depends on the energy, Eγ, problem sample thickness, h, the 
distance, d, and the density and mass attenuation coefficient of the 
calibration standard, ρc and ηc, respectively, fa is the correction corre
sponding to the self-absorption effects, whose dependence was studied 
in Eq. (5), and fT is the total correction which involves the other three 
previous corrections. On the other hand, εc’(Eγ, h, d) is obtained from 
εc(Eγ, h) for each d value, since the h range covered by εc(Eγ, h) goes from 
5 mm to 45 mm in the case of the RGU-1 standard. 

Then, two types of samples were chosen to carry out a much more 
complete study on the TCS corrections varying the distance (d). The 
RGU-1 standard and a tin concentrate sample (Sn-Sample) were selected 
for this study since their chemical compositions and densities are very 
different from each other, and their average atomic numbers, <Z>, 

Table 2 
External validation procedure of the general εc(Eγ > 150 keV, h) function in the 
case of natural radionuclides (40K) contained in K2CO3 sample, where the 
reference value for the 40K activity concentration is (17800 ± 255) Bq kg-1. 
Besides, an internal validation was carried out varying the K2CO3 thickness (h). 
Besides, these results were compared with the ones obtained by the efficiency 
function, εRGK− 1

c (h), which resulted from the calibration in efficiency fixing Eγ 

and varying h using the RGK-1 standard.   

εc(Eγ > 150 keV, h) εRGK− 1
c (h) 

h (mm) a (Bq kg− 1) zscore a (Bq kg− 1) zscore 

9.1 18,228 ± 499 0.8 17,462 ± 478 − 0.6 
23.2 17,486 ± 415 − 0.6 17,472 ± 415 − 0.7 
46.4 16,815 ± 400 − 2.1 16,767 ± 399 − 2.2  

Table 3 
External validation procedure of the general εc(Eγ > 150 keV, h) function in the case of natural radionuclides contained in the soil samples IAEA-326 and IAEA-327, and 
a furnace slag sample which was used in an Inter-comparison – CSN/CIEMAT exercise carried out in 2019.    

IAEA-326 IAEA-327 Furnace slag 

RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore 

226Ra 185.96 35(3) 

33(3) 

0.6 38(5) 

34(3) 

0.7 107(8) 106.3(1.7) 0.1 
214Pb 295.22 29.8(9) − 0.9 35(2) 0.3 103(3) − 0.9 

351.93 30.1(8) − 0.8 36(2) 0.5 104(3) − 0.7 
214Bi 609.31 25.5(7) − 2.2 26.3(1.1) − 1.9 86(2)  − 7.1 

1120.29 26.3(1.4) − 1.8 31(3) − 0.3 79(4)  − 6.5 
228Ac 338.42 40(7) 

40(2) 
0.0 43(8) 

39(3) 
0.5 131(22) 130(5) 0.0 

911.16 38.8(1.2) − 0.5 42(2) 1.0 134(4) 0.8 
212Pb 238.63 38.2(9) 

39.1(1.7) 
− 0.5 37.7(1.1) 

38.2(1.8) 
− 0.2 140(3) 1.7 

208Tl 583.19 30.5(9) − 4.5 30.1(1.5) − 4.0 109(3) − 3.6 
40K 1460.83 591(13) 580(28) 0.4 660(17) 621(27) 1.2 148(5) 161(6) − 1.6  
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belong to the low and high <Z> range, that is, <Z>≤ 26 and <Z>> 26, 
respectively. The apparent density and <Z> values were approximately 
1.63 g cm− 3 and 3.54 g cm− 3, and 13 and 50 in the cases of RGU-1 and 
Sn-Sample, respectively. See [15] for further information about the 
criteria followed in order to establish the limits of each <Z> range. 

On the other hand, since RGU-1 and Sn-Sample are samples whose 
activity concentrations are known, the corrected efficiencies given by 
Eq. (8) can be calculated for each selected d value (0, 25, 35, 45, 55 and 
65 mm) using Eq. (1), where the sample thickness has been fixed at h =
25 mm. Consequently, the corrected efficiencies, provided by Eq. (8), 
can be given by the following functions: εc

(
Eγ, d

)
and ε

(
Eγ , d, η

)
for the 

calibration and problem sample matrices, respectively, since h is fixed. 
Besides, the non-corrected efficiency, which was also shown in Eq. (8), 
that is, εc’(Eγ,h,d), can be given by the ε’

c
(
Eγ , d

)
function because of the 

same previous reason. Then, it is necessary to clarify that Sn-Sample has 
been considered as a sample whose activity concentrations are known 
because it was measured by the XtRa taking five aliquots of this sample. 
Therefore, since the XtRa calibration has been fully validated [24], it is 
possible to classify Sn-Sample as a sample whose activity concentrations 
are known. The reference activity concentration values are 4989(58) Bq 
kg− 1 and 1270(17) Bq kg− 1 for all radionuclides belonging to the 238U- 
and 232Th-series, respectively, because it has been checked that they are 
in secular equilibrium. 

As can be seen in Fig. 3, two cases have been considered to carry out 
the εc’(Eγ, d) corrections: graphics from 3A to 3C show the corrections 
done using the RGU-1 standard, and from graphics 3D to 3G, the ones 
corresponding to the case employing the Sn-Sample can be found. For 
the first case, it is possible to observe that all Eγ values that were not 
affected by TCS effects (let us call N-TCS energies), that is, 46 keV, 63 
keV, 186 keV, 242 keV, 295 keV and 352 keV, can be corrected by a very 
similar factor value, that is, the geometrical correction factor, fg (see 

graphic 3A). Therefore, the correction provided by fg function is 
completely known since it only depends on d. 

On the other hand, in Fig. 3 (graphic 3B), it is possible to observe that 
the total corrections, that is, fg × fs, done for all energies different from 
N-TCS energies, which let us call TCS energies, were dissimilar. This is 
very consistent because the TCS energies (609 keV, 768 keV, 934 keV, 
1120 keV and 1238 keV which all belong to 214Bi) are affected by TCS 
effects and, consequently, each one of those energies is corrected by a 
different fs value. Besides, it is interesting to realize that some energies 
such as 1120 keV and 1238 keV can be corrected more easily than other 
energies like 609 keV and 934 keV. This makes that this TCS correction 
method is very useful to identify which Eγ are affected more significantly 
by TCS effects. Moreover, in graphic 3B, note that as d increases, the TCS 
effects are less significant and, consequently, the TCS energies become 
N-TCS energies, making the correction given by fs tend to be 1 at d = 65 
mm. This is very consistent since as d increases, the absolute efficiency 
(εab) decreases and, consequently, a diminution of the TCS effects is 
occasioned because εab and TCS are related to each other [32]. On the 
other hand, as can be seen in graphics 3A and 3B, fits of the corrections 
were provided to prove the physical meaning of them: 
(
fg × fs

)k
= ak

T1exp
(
ak

T2d
)
+ ak

T3 (9)  

where ak
Tj (with j = 1, 2, 3) are the parameters resulted from the 

(
fg × fs

)k 
fits versus d, and k = low <Z> or high <Z> to distinguish 

between the parameters obtained after the correction fits provided for 
the low <Z> and high <Z> sample cases, that is, RGU-1 and Sn-Sample, 
respectively. In Table A.5 (see Supplementary Material), the alow<Z>

Tj 

parameters have been shown, where the relative average residual 
values, <Residual> (%), obtained after each fit were less than 2.4% in 

Fig. 3. From 3A to 3C: fg and fs factors corresponding to the N-TCS and TCS energies when the sample <Z> is low; From 3D to 3G: fg , fs and fa factors corresponding 
to the N-TCS and TCS energies when the sample <Z> is high, and 3H is a comparison between f low<Z>

s and f high<Z>
s . This study has been done varying the distance 

between the geometry bottom and the detector window, d, and fixing the sample thicknesses at h = 25 mm. 
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general. Therefore, very good fits carried out for 
(

fg × fs
)low<Z>

were 

done. 
Then, regarding the graphic 3C, the correction given by the fs factor 

has been plotted versus d for TCS energies. It was possible to determine fs 

function for RGU-1 standard since the 
(

fg × fs
)low<Z>

and fg functions 

were previously obtained. The differences explained above with respect 
to the dissimilar TCS corrections depending on Eγ can be seen more 
clearly in graphic 3C. 

Once the cases corresponding to the low <Z> sample (RGU-1 stan
dard) have been analyzed, the resulted corrections for the high <Z>
sample (Sn-Sample) were considered below, which have been shown in 
Fig. 3 (graphics from 3D to 3G). In graphics 3D and 3E, it is possible to 
observe the total corrections provided for N-TCS and TCS energies, 

respectively. In graphic 3D, the corrections given by 
(

fg × fa
)high<Z>

for 

N-TCS energies were clearly very similar at all these energies excepting 
for 46 keV and 63 keV, being this difference greater as d decreases. 
Therefore, given that in order to calculate the activity concentrations for 
each d value, the self-absorption corrections provided by the Cutshall’s 

model have been considered, 
(

fg × fa
)high<Z>

values should be very 

similar regardless of the selected N-TCS energy and they should tend to 
be 1. In other words, the fa function, shown in Eq. (8), can be written in 
the following way: 

fa =
f real
a

f C
a

(10)  

where fC
a is the self-absorption correction provided by the Cutshall’s 

model, which was given by Eq. (5), and f real
a is the self-absorption 

correction that should be obtained, that is, the real correction which 
needs to be considered in order to properly correct the self-absorption 
effects. 

To observe more clearly the fa function behavior, fa values have been 
plotted versus d in Fig. 3 (graphic 3F). As can be seen in this graphic, the 
self-absorption corrections provided by the Cutshall’s model are not 
good for 46 keV and 63 keV at d = 0 and, consequently, for this d value, 
fC
a function is not working at low energies for high <Z> samples. This 

fact is very consistent, since one of the requirements for fC
a is the need for 

parallelism between the travel direction of the emitted photons and the 
coaxial detector axis [31–33]. Therefore, for high <Z> samples and low 
energies at d = 0, this requirement is not being fulfilled. However, note 
that in graphic 3F, as d increases, the fa values obtained for low energies 
were closer to 1. This is very reasonable because as d increases, the solid 
angle decreases and, therefore, the previous parallelism condition is 
easier to be fulfilled. Consequently, the methodology proposed in this 
work to correct TCS effects is very useful to be employed in order to 
make the fC

a function work properly. In Section 3.4, this methodology 
proposed to use fC

a in a proper way has been studied in depth. 
On the other hand, regarding the corrections carried out by the 

(
fg × fa

)high<Z>
function, previously mentioned in Fig. 3 (graphic 3D), 

fits were accomplished for these corrections, having employed the 
function described in Eq. (9). Besides, the parameters, ahigh<Z>

Tj (with j =
1, 2, 3), and the <Residual> values resulted from these fits for N-TCS 
energies can be found in Table A.6 (see Supplementary Material), where 
the obtained <Residual> values were less than 4.5%. 

With respect to the cases corresponding to the TCS energies for Sn- 
Sample, the corrections were shown in Fig. 3 (graphics 3E and 3G). In 
graphic 3E, the total corrections can be found, which were given by 
(

fg × fs
)high<Z>

. Note that in this case, fa was considered to be 1 in order 

to make easier the obtaining of the fhigh<Z>
s function. This approximation 

for fa is very reasonable because in graphic 3F, it is possible to observe 

that fa was very close to 1 at Eγ = 352 keV. Consequently, since the 
lowest Eγ value belonging to the TCS energies is 609 keV, considering fa 

1 is a very good approximation in this case (relative differences of fa 

from 1 less than 5%). By using the 
(

fg × fs
)high<Z>

function, which was 

shown in graphic 3E, it was possible to calculate the corrections pro
vided by fhigh<Z>

s , which were plotted versus d in graphic 3G. As can be 
seen in graphic 3G, the corrections carried out by fhigh<Z>

s were not the 
same than the ones resulted from the case studied in graphic 3C, being 
these differences more significant for 768 keV, 934 keV and 1120 keV. 
The reason is because for these Eγ, energies lower than 150 keV are 
involved in the TCS effects and, consequently, the chemical composition 
of the selected sample is influencing the correction provided by fs, which 
can be easily checked in graphic 3H where f low<Z>

s /fhigh<Z>
s was plotted 

versus d. This agrees with previous studies [34,35]. However, note that 
as can be seen in graphics 3C and 3G, these differences between the TCS 
corrections accomplished for the two samples (RGU-1 and Sn-Sample) 
became less significant as d increases (see graphic 3H). This occurs in 
this way because since as d value increases, TCS effects are less relevant 
and, consequently, the fs dependence on chemical sample composition 
can be neglected. 

On the other hand, it is very interesting to realize that in graphics 3C 
and 3G, the TCS corrections obtained for 609 keV were higher than the 
ones resulted for the cases corresponding to 1120 keV. This agrees very 
well with the zscore values shown in Table 3 (see Section 3.1), where the 
|zscore| values obtained for 609 keV were worse than the ones resulted for 
1120 keV, which is due to the TCS effects being more relevant for the 
first gamma emission energy than for the second one. 

Regarding the fits done for the obtained 
(

fg × fs
)high<Z>

values, the 

function previously defined by Eq. (9) was chosen. In Table A.7 (see 
Supplementary Material), the ahigh<Z>

Ti parameter values resulted from 

the 
(

fg × fs
)high<Z>

fits can be found, as well as their obtained 

<Residual> values, which were less than 3.6% (see [34] for further 
information about the equation employed to obtain <Residual>). 

After this comprehensive study carried out in Section 3.2, the 
methodology is used to determine a general efficiency function, 
εc
(
Eγ , d

)
, which will be employed to correct TCS effects. Then, the 

methodology proposed in Section 3.2 is also employed to properly cor
rect self-absorption effects by fC

a (Section 3.4). 

3.3. TCS corrections varying the d distance: obtaining and validation of 
the εc(Eγ , d) function 

In this Section, a study on the TCS corrections varying the d distance 
has been accomplished. For this, the methodology previously described 
in Section 2.2 (methods) has been employed, which consists of cali
brating the XtRa detector varying the d distance in this case. The RGU-1 
standard was selected and compacted until reaching a thickness value, h, 
of 25 mm, and it was measured at each selected d value: 0, 25, 35, 45, 55 
and 65 mm, the h value being 25 mm for all cases. In this efficiency 
calibration, the following gamma emission energies were chosen: 46 
keV, 63 keV, 186 keV, 242 keV, 295 keV, 352 keV, 609 keV, 768 keV, 
934 keV, 1120 keV and 1238 keV. 

Therefore, once the εc’(Eγ, h, d) corrections were accomplished by 
the corrections previously provided in Eq. (8), the corrected experi
mental FEPE values were plotted versus Eγ for each d value in order to 
obtain a general efficiency function in the calibration matrix, εc(Eγ , d)
(see Fig. 4). As can be seen in Fig. 4, the corrected experimental FEPE 
values as well as their fits were shown versus Eγ for each d distance, 
where the fitting function proposed in this case is given by the following 
equation: 
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ln
(
εc
(
Eγ , h, d

) )
=

∑4

i=1
bi ln

(
Eγ
/

E0
)i− 1 (11)  

where bi are the parameters resulted from the corrected FEPE fits, E0 = 1 
keV, Eγ is the gamma energy, h is the standard thickness which was fixed 
at 25 mm for all cases and d is the distance between the geometry bottom 
and the detector window. Note that in Fig. 4, the energies belonging to 
low energy range (46 keV and 63 keV) were considered in order to fit the 
corrected experimental FEPE values. The reason was because of having 
an adequate number of FEPE values and, consequently, proper fits were 
provided by εc(Eγ, d). On the other hand, it is necessary to clarify that 
since the obtention of εc(Eγ > 150 keV, h) (see Section 3.1) was carried 
out at d = 0, it is possible to calculate the efficiency values at 46 keV 
(210Pb) and 63 keV (234Th) by using the other efficiency function εc(h), 
which was obtained by varying h and fixing Eγ for natural radionuclides. 
Consequently, in the case of the εc(Eγ > 150 keV, h), it was not necessary 
to consider the 46 keV and 63 keV points to proceed with the fits, since 
at these energies, the efficiency values can perfectly be provided by 
εc(h). 

Therefore, after obtaining the εc(Eγ , d) function at each d value, 
where the resulted bi parameter values for each d value can be consulted 
in Table A.9 shown in Supplementary Material, it was necessary to 
decide on what d distance was the optimum value for εc(Eγ ,d). For this, 
an analysis on the relative residual and reduced chi-square (χ2

R) values 
obtained after each fit was carried out. In Fig. 4, it is possible to observe 
the relative residuals calculated for each Eγ and d values. Furthermore, 
when averaging the relative residuals obtained for each d over all Eγ 

values, the relative average residuals, <Residual>, can be known for 
each d. In Fig. 4, <Residual> and χ2

R values calculated for each d can also 
be found. In our case, the critical χ2

R value was 2.01 at 0.05 significance 
level, since 7 degrees were obtained (see [36] for further information 
about tabulated χ2

R values). Therefore, after analyzing the resulted χ2
R 

values plotted in Fig. 4, it was possible to reduce the number of the 
possible d values to three, that is, 25, 35 and 45 mm, which were the 

only cases whose χ2
R values were less than the one considered as critical. 

Consequently, in order to be able to decide on what d value is the most 
appropriate, <Residual> values were employed, d = 35 mm being the 
d value whose <Residual> was lower than the ones obtained for the 
other two d value. Therefore, d = 35 mm was considered as the optimum 
d value for the εc(Eγ , d) function. In Tables A.8 and A.9, it is also possible 
to find the corrected experimental efficiency values obtained, and the 
<Residual> and χ2

R values resulted from each fit provided by εc(Eγ , d) at 
each d value, respectively. 

On the other hand, validations of the εc(Eγ , d) function for d = 35 mm 
were carried out. For this, several problem samples were chosen: a 
seaweed sample (IARMA-097), three water samples (IARMA-098, 
IARMA-099 and IARMA-100), as well as mixtures of IAEA-375 with 
52.5% of Sn-Sample (IAEA-375 + 52.5% Sn-Sample). As can be seen in 
Table 4, very good zscore values were obtained for all artificial radionu
clides contained in those five samples. Besides, in the case of the natural 
radionuclides, all zscore values were also less than 2, even for 583 keV, 
609 keV and 1120 keV, for which the zscore values were − 1.7, − 0.9 and 
− 0.3, respectively, in the case of IAEA-375 + 52.5% Sn-Sample. For 
these two same energies, the zscore values obtained in Section 3.1.1 were 
bad because the TCS effects are much more significant when the εc(Eγ, h) 
function is employed. Consequently, the εc(Eγ , d) function obtained for d 
= 35 mm can be used for artificial and natural radionuclides to correct 
the TCS effects and obtain very good results for both radionuclide types. 

3.4. Methods to properly correct self-absorption effects by fC
a function 

when high <Z> samples are considered 

As explained in Section 3.2, the self-absorption corrections provided 
by fC

a (defined in Eq. (5)) do not work in an adequate way when these 
corrections are applied to determine radionuclides contained in high 
<Z> samples. Therefore, in this Section, several methods were proposed 
to make the corrections given by fC

a work in a proper way. For this, a Sn- 
Sample, whose apparent density and <Z> are high, was selected. 
Furthermore, to test the corrections provided by fC

a , a gamma energy 

Fig. 4. Fits of the corrected efficiency, εc, versus Eγ , using logarithmic scale, for each d value and fixing the thickness of the calibrating sample (RGU-1) at 25 mm. 
Then, the relative residuals and relative average residuals, as well as χ2

R values obtained for each d value have been shown. 
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belonging to the low energy range (< 150 keV) was selected, that is, Eγ 

= 63 keV (234Th). 
Firstly, several Sn-Sample thicknesses, h, were taken: 3, 6, 12, 24 and 

48 mm, which are well distributed throughout the thickness range used 
in the XtRa calibration. Besides, in this first case, the d value was fixed at 
0 mm, that is, right above the detector window. Therefore, it was 
possible to check for which Sn-Sample h range, the corrections given by 

fC
a were valid. To proceed with this test, zscore were calculated for each h 

value at Eγ = 63 keV, which can be found in Fig. 5 (graphic 5A). As can 
be seen in graphic 5A, the zscore values were very good for small h values, 
that is, h values less than 12 mm. From h = 12 mm, the self-absorption 
effects became very important and, consequently, the corrections pro
vided by fC

a are not valid. Therefore, it is recommendable to select small 
h values when samples, whose density and <Z> are very high, are 

Table 4 
External validation procedure of the general εc(Eγ , d = 35 mm) function in the case of artificial radionuclides contained in a seaweed sample (IARMA-097) and three 
water samples (IARMA-098, IARMA-099 and IARMA-100), that were employed in Inter-comparison – IARMA exercise carried out in 2020. Besides, external validations 
were applied in the case of the natural radionuclides, selecting for this, the mixture of IAEA-375 with 52.5% of the Sn-Sample (IAEA-375 + 52.5% Sn-Sample).    

IARMA-097 IARMA-098 IARMA-099 

RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore 

57Co 122.06 4.9(3) 4.8(3) 0.2 0.82(15) < 1 – 2.23(11) 2.70(14) − 1.7 
60Co 1173.20 8.4(4) 7.1(5) 1.9 2.53(18) 2.40(10) 0.5 3.9(2) 3.8(2) 0.1 
133Ba 356.0 7.8(3) 8.3(4) − 0.6 2.70(19) 3.20(13) − 1.6 4.5(2) 5.1(3) − 1.3 
134Cs 795.8 15.7(4) 14.8(7) 0.6 4.4(2) 4.3(2) 0.1 6.7(3) 6.6(3) 0.1 
137Cs 661.8 6.6(3) 6.3(3) 0.5 3.29(19) 2.90(12) 1.3 4.7(2) 4.2(2) 1.2 
152Eu 344.3 9.6(6) 9.0(4) 0.7 1.9(4) 1.90(10) 0.2 4.0(4) 3.7(2) 0.7 
241Am 59.54 9.1(3) 8.0(3) 1.3 4.1(2) 3.70(15) 1.2 8.6(3) 7.5(3) 1.5   

IARMA-100   IAEA-375 + 52.5% Sn-Sample  

RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore RN Eγ(keV) a 
(Bq kg-1) 

Reference values 
(Bq kg-1) 

zscore  

54Mn 834.8    234Th 63.29 2772(139) 2630(31) 1.0  
57Co 122.06 0.36(2) < 1 – 226Ra 185.96 3055(244) 2629(31) 1.7  
59Fe 1099.25    214Pb 295.22 2491(125) − 1.1  
60Co 1173.20 4.9(3) 4.8(2) 0.2 351.93 2461(123) − 1.3  
133Ba 356.0 8.1(3) 9.0(4) − 1.0 214Bi 609.31 2512(126) − 0.9  
134Cs 795.8 5.5(3) 5.1(2) 0.7 1120.29 2589(129) − 0.3  
137Cs 661.8 10.6(3) 9.5(4) 1.2 228Ac 338.42 620(31) 677(9) − 1.7  
152Eu 344.3 10.1(6) 9.2(5) 0.9 911.16 730(37) 1.4  
241Am 59.54 10.5(5) 10.0(4) 0.5 212Pb 238.63 745(37) 677(9) 1.8       

208Tl 583.19 622(31) − 1.7   

Fig. 5. 5A and 5B: Study on the validity of the self-absorption corrections. For this, the zscore value was obtained when the Sn-Sample thickness and the Sn-Sample 
proportion in the mixture with IAEA-375 are increased, respectively, where h was fixed at 25 mm in graphic 5B, d value being zero in both graphics; 5C: Study on the 
improvement of the self-absorption corrections when the distance d is increased. This study was done taking the mixture IAEA-375 with Sn-Sample fixing h at 25 mm, 
where the proportion of the latter is constant and equal to 52.5%. 
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measured by using gamma spectrometry, making the self-absorption 
effects much less significant. 

On the other hand, the Sn-Sample was mixed with a soil sample 
(IAEA-375) to test the validity of fC

a when the proportion of the Sn- 
Sample is varied. Several proportions (given in %) of Sn-Sample were 
chosen: 0, 7.5, 22.5, 37.5, 52.5 and 67.5. In these cases, the thickness 
value used to prepare the mixtures between Sn-Sample and IAEA-375 
was h = 25 mm, where d is zero for all of them. In Fig. 5 (graphic 5B), 
the zscore values were obtained for each Sn-Sample proportion. There
fore, as can be seen in graphic 5B, the validity of fC

a was not good when 
the Sn-Sample proportion began to be relevant, that is, from 37.5%. 
Besides, since the fC

a function depends on the sample mass attenuation 
coefficient, η, it was calculated to find the η value for which the cor
rections provided by fC

a start to be improper. The obtained η value was 
1.59 cm2 g-1, this η value being very similar with the one calculated in 
previous works on well-type Ge detectors, where the validity of the self- 
absorption corrections was also tested [34]. In the case of the well-type 
Ge detectors, the self-absorption corrections provided by the Appleby’s 
model were taken [37], obtaining a critical η value of 1.52 cm2 g− 1 at Eγ 

= 63 keV (234Th), which proves that both self-absorption correction 
models, Cutshall’s and Appleby’s models, have behaviors very similar. 

Then, one of the mixtures previously employed in graphic 5B was 
selected for the study of the validity of the corrections given by fC

a 
varying d. For this, the mixture characterized by having 52.5% of Sn- 
Sample was used, where h was fixed at 25 mm (h value used in Sec
tion 3.3). This Sn-Sample percentage was selected instead of, e.g., 
37.5%, in order to check in a more appropriate way how the d distance 
variation influence the validity of the self-absorption corrections pro
vided by the Cutshall model. In Fig. 5 (graphic 5C), it is possible observe 
what happens when d is varied. Therefore, as can be seen in graphic 5C, 
as d value was increased, the zscore values were better, achieving zscore 
values less than 2 from d = 35 mm. Consequently, the conditions, that 
are required to properly use fC

a , are fulfilled from d = 35 mm. This agrees 
with the results previously obtained in graphic 3F (see Fig. 3), which was 
shown in Section 3.2. 

3.5. Dead time corrections by varying the d distance 

After having proved that εc (Eγ, d = 35 mm) is the function that best 
corrects TCS effects, a study on the dead time corrections was accom
plished in this Section by using the same methodology which was 
employed in Section 3.3 in order to correct TCS effects. Three scale 
samples (Scale-A, Scale-B and Scale-C) were selected for this study, 
which were characterized by being very active and whose thicknesses 
were 25 mm for the three cases. The reason why very active samples 
were chosen was because as the activity concentration of a sample in
creases, the dead time increases, since a larger number of events are not 
detected. Considering this reasoning, it is possible to define the equation 
for the dead time, td, which can be experimentally calculated in the 
following way: 

texp
d (%) = 100(tr − tl)/tr (12)  

where texp
d is the dead time obtained experimentally by Eq. (12), and tr 

and tl are the real and live times, respectively, the former being the total 
time interval during which the events should be recorded, and the latter 
is the time interval for which the events have been truly recorded. 

In order to carry out this study, the dead time values resulted from 
each scale sample, were plotted versus d in Fig. 6. In this figure, it is 
possible to observe how the experimental dead time, texp

d , was reduced as 
the d distance was increased. As can be seen in this figure, Scale-B was 
clearly the most active sample since the texp

d values for this scale were the 
highest ones obtained for all selected d values, where the texp

d values were 
reduced from approximately 60% (d = 0) to 10% (d = 65 mm). Making 
use of this same reasoning in order to deduce which scale sample 

contains radionuclides whose activity concentrations are higher, it is 
possible to realize that Scale-C and Scale-A were the second and third 
most active scales, respectively, for which the texp

d values were reduced 
approximately from 47% (d = 0) to 6% (d = 65 mm) and from 32% (d =
0) to 4% (d = 65 mm), respectively. Besides, it is necessary to clarify that 
the uncertainties associated to texp

d were not taken into account because 
of being completely negligible. In order to correct the dead time, the 
method proposed in this Section has been successful, obtaining texp

d re
ductions of up to 50% for the three selected scale samples. 

Taking the texp
d values plotted versus d in Fig. 6, it is possible to 

observe that they have a clear tendence, proving their physical meaning. 
Therefore, fits of texp

d versus d was carried out for each scale type in order 
to verify their physical meaning. For this, the following equation was 
selected: 

td(%) = c1exp(c2d)+ c3 (13)  

where ci (with i = 1, 2, 3) are the parameters resulted from the fits 
provided by the theoretical dead time function, td, versus the d distance, 
which were shown in Table A.10 (see Supplementary Material), where 
the <Residual> values obtained for each fit were less than 2%. 

4. Conclusions 

In the present work, a general efficiency function, εc(Eγ, h), has been 
obtained in order to determine artificial and natural radionuclides. For 
this, a novel method has been proposed in this study which consists of 
calibrating the detector (in our case, XtRa), fixing and varying the 
selected gamma energies (Eγ) and standard thicknesses (h), respectively. 
Taking the parameters resulted from fitting the experimental FEPE 
versus h, pri(Eγ), they are fitted, in turn, versus Eγ. To proceed with the 
method proposed to obtain εc(Eγ, h), standards which contain only 
natural radionuclides were used for the calibration. This makes this 
method be very useful given that it allows us to determine artificial 
radionuclides without needing to calibrate by using point sources that 
contain the desired artificial radionuclides. 

The εc(Eγ, h), considering only high energies, that is, εc(Eγ > 150 keV, 
h), was validated for several sample types which contain artificial and 
natural radionuclides. Regarding the validations carried out for samples 
that contain only artificial radionuclides, very good |zscore| values were 
obtained which were less than 2 for all cases. For the other samples that 
contain natural radionuclides, very good zscore values were obtained for 
all radionuclides, except for 214Bi (609 keV and 1120 keV) and 208Tl 
(583 keV). Since those three gamma energies are affected by TCS effects, 
a method was proposed in order to carry out TCS corrections. This 
method consisted of recalibrating the XtRa detector varying the sample- 
detector distance, d, and fixing the thickness standard, h, obtaining a 

Fig. 6. Dead-time corrections carried out varying the distance d from 0 to 65 
mm for three scale samples (Scale-A, Scale-B and Scale-C), whose thicknesses 
have been fixed at 25 mm, including fits done for these dead-time corrections. 
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general efficiency function, εc(Eγ ,d). For this, it was necessary to check 
the behavior of the efficiency corrections depending on the sample type 
in order to assure how different these corrections are depending on the 
selected sample. Therefore, two samples were chosen (RGU-1 and Sn- 
Sample), whose densities and chemical compositions are very different 
from each other. It was possible to observe that for those two samples, 
the TCS effects were corrected as d increased. Moreover, it was found 
that the TCS corrections were different in the cases of RGU-1 and Sn- 
Sample, since sometimes Eγ values less than 150 keV are involved in 
the TCS effects. However, these differences were decreased as 
d increased, since as d increased, the TCS effects were less significant. 

Regarding the method proposed to correct the TCS effects, several 
d values were chosen (from 0 to 65 mm), and the RGU-1 standard was 
employed whose thickness was fixed at 25 mm. The corrected experi
mental FEPEs were fitted versus Eγ for each d, demonstrating that for d =
35 mm, the fitting function, εc(Eγ, d = 35 mm) provided the best fit. 
Then, εc(Eγ, d = 35 mm) was validated for several samples, achieving 
very good zscore for artificial and natural radionuclides, even in the cases 
of Eγ = 583 keV, 609 keV and 1120 keV. Regarding the possible sys
tematic errors associated to the results provided by εc(Eγ, d = 35 mm), 
we can conclude that there is no relevant systematic error since all 
|zscore| values resulted from using this function were less than 2. 

It was also possible to prove that the self-absorption corrections 
provided by the Cutshall’s model (fC

a ) does not work properly at low 
energies when selecting samples whose densities and <Z> are very high. 
Consequently, several methods were proposed in order to make the 
corrections provided by fC

a be valid. One of these proposed methods 
consisted of varying h, proving that as h decreased, the fC

a validity 
increased. Regarding the other method, it consisted of placing the 
sample at different d values (from 0 to 65 mm) and fixing h at 25 mm. 
The fC

a validity increased as d increased, which is very consistent since as 
d increases, the parallelism requirements established by the Cutshall’s 
model are fulfilled better. Finally, the same method employed to correct 
the TCS effects and make the fC

a validity be good, was used in order to 
correct the dead time, td. For this, three very active scales were chosen, 
achieving td reductions up to 50%, which demonstrated the good val
idity of the proposed method. 
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Experimental HPGe coaxial detector response and efficiency compared to Monte 
Carlo simulations, Appl. Radiat. Isot. 108 (2016) 64–74, https://doi.org/10.1016/ 
j.apradiso.2015.12.001. 

[9] E. Sahiner, N. Meriç, A trapezoid approach for the experimental total-to-peak 
efficiency curve used in the determination of true coincidence summing correction 
factors in a HPGe detector, Radiat. Phys. Chem. 96 (2014) 50–55, https://doi.org/ 
10.1016/j.radphyschem.2013.08.013. 
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