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Abstract—Understanding the biological-electrical transduction
mechanisms is essential for reliable neural signal recording and
feature extraction. As an alternative to state-of-the-art lumped-
element circuit models, here we adopt a multiscale-multiphysics
finite-element modeling framework. The model couples ion trans-
port with the Hodgkin-Huxley model and the readout circuit, and
is used to investigate a few relevant case studies. This approach
is amenable to explore ion transport in the extracellular medium
otherwise invisible to circuit model analysis.

Index Terms—neural recording, extracellular sensing, FEM,
neural signal transduction, Hodgkin-Huxley

I. INTRODUCTION

The interaction of complementary metal-oxide-
semiconductor (CMOS) electronics with biological entities
[1], [2] represents today a challenging multiphysics and
multiscale case study in the field of neuroscience, given the
different nature, scales, and physical properties of the system
components. Multiscale-multiphysics finite-element modeling
(FEM) and simulation platforms [3], [4] perfectly serve the
aim of estimating the neuron/electrode interaction in well
defined physical conditions. They allow to gain insight on
the transduction processes and derive more accurate and
physics-based lumped-element circuit models [5]–[8].

In previous works [9], [10], we developed a simulation
methodology to study sensing devices coupled to neurons us-
ing a mixed-mode device-circuit simulator for semiconductor
devices [3]. Here we extend and improve our approach and
embrace a general purpose multiphysics FEM platform [4]
that naturally includes distributed time-dependent transport of
ionic and electronic carriers.

II. METHODOLOGY AND VALIDATION

In our work we used [4] which enables the physical de-
scription of the domains of interest: the intra- and extracelluar
electrolytes, the neuron membrane, the metallic/semiconductor
electrode and the related readout circuitry, as showcased in
Fig. 1 where the model equations are also defined.

An electrolyte region is described via its relative permittiv-
ity, and the number, valence, and diffusivity of the soluted ion
species. It is described with the Poisson-Nernst-Plank (PNP)
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transport model [13] (Eqs. 1-3), implemented via a multiphysi-
cal coupling between the electrostatics and transport of diluted
species interfaces from the AC/DC and electrochemistry mod-
ules [4], respectively. A reference electrode (RE in Fig. 1) is
inserted in the simulation to set the ground potential reference
in the bulk of the extracellular fluid.

The neuron membrane is treated as an insulator using a
thin layer approximation instead of a fine mesh, enforcing
the continuity of the normal component of the displacement
field vector across the intra- and extracellular boundaries (Eq.
8) so that electrical double layers (EDLs) build up at these
interfaces. The dynamics of the ionic channels embedded
at each grid point of the membrane are described via the
Hodgkin-Huxley (HH) formalism [12], [14] assuming rest
membrane potential Vr=-65 mV. The HH’s gating variables
are computed solving a set of ordinary differential equations
(ODE) at each membrane mesh point (Eq. 6); consequently,
the corresponding currents of the ionic channels are updated
as in Eq. 7, and applied as boundary fluxes to the electrolyte
fluids according to Eq. 9. The transmembrane stimulus to elicit
action potentials (APs) is applied as additional Na+ boundary
flux as simplified model of excitatory synapses [15]. The
membrane potential, V in Eq. 4, is the voltage controlling the
non-linear conductances, whereas the reversal potentials for
the ions are either: i) directly included as constant parameters
in the ODEs (see caption of Fig. 1); or ii) updated by
sampling the ionic concentration at each time-step assuming
that changes in the concentrations instantaneously turn into
changes in potential through Eq. 5. The sampling is performed
at 6 nm from the cell membrane (i.e., more than than five
times the Debye length of the electrolyte [13]) to ensure an
almost complete decay of the EDL. Option (ii) entails that
we self-consistently account for the impact of extracellular
concentrations on the membrane potential. To the best of our
knowledge, this is a unique and novel feature of our approach
for the modeling of the neuron/electrode interface.

The sensing electrode is modeled as a metal with finite
conductivity and permittivity (Eq. 12) through the electric
current interface of the AC/DC module [4]. Assuming no red-
ox reactions at its interface, we include a Stern layer via the
thin layer approximation also used for the membrane, which
leads to the formation of a diffuse layer in the electrolyte
(Eq. 10). The displacement current entering the electrode from
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Fig. 1: Sketch of the modeling framework: neuron membrane, cellular fluids, sensing electrode, and readout circuitry. The
boxes represent different physics, mutually coupled by the equations on the connecting arrows. If not otherwise specified the
parameters of the PNP and electrode models (e.g., gold electrode conductivity) are taken from [11]. Those of the HH model
are taken from [12]. The ion concentrations at the reference electrode (RE) are set to typical extracellular values: [K+]=5 mM,
[Na+]=130 mM, [Cl-]=135 mM, while in the intracellular fluid they are computed to match the baseline reversal potentials
VK=-77 mV, VNa=50 mV, VCl=-54.4 mV. The fixed charges A- are set to yield electroneutrality. CStern=55.6 µF/cm2. T=23◦ C.
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Fig. 2: Comparison between the proposed simulation deck that naturally embodies a distributed description of the system and
an equivalent lumped-element circuit approach: (a) 2D cross-section (not to scale) of the 3D FEM domain with cylindrical
symmetry around the z-axis, modeling an ellipsoidal neuron in proximity of a planar sensing electrode that is connected to
the same Zamp of panel b. Default parameters are: hextra=dextra=aneu=40 µm, dneu=rse=10 µm, bneu=67 µm, dm=10 nm, hcleft=90
nm, hse=0.2 µm. (b) Lumped-element circuit model derived from [11] splitting the neuron into four compartments (yellow
boxes). Default values are: Rhd=510 MΩ, Chd=2.2 pF, Rspread=7.7 MΩ, Rseal1=600 kΩ, Rseal2=8 kΩ, Rhg=140 kΩ, Rmicro=14
µΩ, Chg=106 pF, Cshunt=4 pF, Zamp=Ramp=100 GΩ. (c) Waveforms of imposed transmembrane stimulus current (top panel),
resulting APs (middle panel) and sensed signal (bottom panel) from the models a and b, respectively.

the Stern layer originates from the normal current density
boundary condition (Eq. 11). The electrode is connected to the
input impedance of an ideal amplifier although our approach
can include readout circuits of any complexity.

To validate the proposed methodology we define a FEM
domain with physical properties and dimensions taken from
a reference model [11] that implements a lumped-element
circuit description of the neuron/electrode interaction and

action potential generation capability via HH circuits [16]. The
model accuracy in [11] is validated against literature data.

Fig. 2.a sketches a 2D cross-section of the 3D FEM domain
with cylindrical symmetry around the z-axis, representing
an ellipsoidal neuron in proximity of a planar electrode.
We account for the protein-glycocalyx layer at the bottom
of the neuron [5], [6], [11] by setting the ion diffusivities
in this domain so as to reproduce the resistivity reported



in [11]. Fig. 2.b illustrates the lumped-element equivalent
circuit obtained, as in [11], by partitioning the neuron into
four HH compartments, each with parameters proportional to
the respective membrane surface area. We neglect the series
resistances between adjacent HH compartments given that the
intracellular compartment behaves like an equipotential space
due to its large dimensions. All lumped-elements in the circuit
have been computed as in [11] except for Rseal1 and Rseal2 that
are adjusted so that the circuit’s waveforms match the FEM’s
ones, and Zamp which accounts for the presence of a readout
circuitry. Fig. 2.c compares the AP waveform elicited by a
transmembrane stimulating current (top panel) applied to the
compartment HH4 in Fig. 2.a and b. The resulting intracellular
(middle panel) and sensed (bottom panel) waveforms show full
agreement between our FEM model and [11] demonstrating
the credibility of the approach w.r.t. state-of-the-art results.

III. RESULTS AND CONCLUSIONS

We now analyze a few relevant case studies with the new
modeling framework. Fig. 3 collects the signal sensed by the
electrode during transient responses to action potentials (a)
for variations of one parameter at a time and constant reversal
potentials (b-d), and for default parameter values and sampled
reversal potentials (e). During each study, the other parameters
are kept at their default value (see caption of Fig. 2).

All the APs are elicited by means of the same transmem-
brane current stimulus (Fig. 2.c, top panel) applied to the
region HH4 of Fig. 2.b, thus yielding the same intracellular
potential profiles (Fig. 3.a). However, when the current stim-
ulus reaches the extracellular fluid it causes an artifact in the
recorded signal waveforms (i.e., the peak between 0-0.5 ms in
Fig.3 b-e). After that, the extracellular dynamics and the result-
ing waveforms (i.e., profiles, and peaks amplitude and location
in Fig.3 b-e) remain unaffected by the artificial stimulus but
only depend on the electrogenesis and electrodiffusion.

Fig. 3 shows the principal trends: b) the lower the cleft
thickness, the larger the amplitude of the recorded signal as
the neuron/electrode sealing increases (as in [11]); c) a too
small electrode entails weak coupling and sealing with the
neuron whereas a too large electrode entails strong coupling
with the grounded extracellular environment rather than with
the neuron, implying an optimal size of ≈10 µm in our study;
d) the larger the amplifier’s input impedance (i.e., large Ramp

or small Camp), the larger the sensed signal as the readout
strongly dominates the potential divider with the electrode
(and possibly the interconnects). In the aforementioned studies
the reversal potentials of the neuronal membrane are kept fixed
for the sake of a qualitative comparison with the circuit-level
modeling studies from literature.

Fig. 3.e shows the sensed signals induced by two consecu-
tive APs elicited 30 ms apart from each other. Differently from
the previous analyses, now the membrane reversal potentials
change consistently to the ion concentrations (Eq. 5), that in
general are time-dependent. In particular, VK drifts from -77
mV to -36.5 mV (not shown) due to the accumulation of K+

ions emitted in the protein-glycocalyx layer during the first
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Fig. 3: (a) Elicited action potential (AP) waveform; (b-e)
corresponding signals sensed by the electrode for constant
(b-d) and sampled (e) reversal potentials. The parameters
swept from the default values (in bold) for parametric studies
are: cleft thickness (b), radius of the sensing electrode (c),
amplifier’s input impedance (either a resistance Ramp or a
capacitance Camp) (d); the same signals are recorded for
repeated APs (not shown). The analysis with sampled reversal
potentials (e) has default parameters (see caption of Fig.
2) but depends on the previous stimulation pulses. The Vse

waveforms obtained by two consecutive pulses (at 0 and 30
ms) are shown superimposed for comparison.

AP, whose diffusivity is approximately 106 smaller than in the
extracellular fluid. Such a low diffusivity is consistent with the
high resistivity provided in [11], but the observed impact on
the Vse waveform highlights the importance of self-consistent
models and asks for further in-depth investigations to improve
the FEM model of the protein-glycocalyx layer, combining its
electrodiffusive effects with a more realistic ionic homeostasis.

In conclusion, the proposed simulation framework accu-
rately reproduces the results of state-of-the-art circuit mod-
els of the neuron/electrode interaction. It also enables the
investigation of fundamental hypotheses regarding macro-
scopic aspects of the model (e.g., the protein-glycocalyx layer
impedance). Finally, it helps shed light on the ion transport
phenomena that ultimately affects the transduced signals.
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