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Abstract: Network alignment, which is also known as user identity linkage, is a kind of network
analysis task that predicts overlapping users between two different social networks. This research
direction has attracted much attention from the research community, and it is considered to be one of
the most important research directions in the field of social network analysis. There are many different
models for finding users that overlap between two networks, but most of these models use separate
and different techniques to solve prediction problems, with very little work that has combined
them. In this paper, we propose a method that combines different embedding techniques to solve
the network alignment problem. Each association network alignment technique has its advantages
and disadvantages, so combining them together will take full advantage and can overcome those
disadvantages. Our model combines three-level embedding techniques of text-based user attributes,
a graph attention network, a graph-drawing embedding technique, and fuzzy c-mean clustering to
embed each piece of network information into a low-dimensional representation. We then project
them into a common space by using canonical correlation analysis and compute the similarity matrix
between them to make predictions. We tested our network alignment model on two real-life datasets,
and the experimental results showed that our method can considerably improve the accuracy by
about 10–15% compared to the baseline models. In addition, when experimenting with different
ratios of training data, our proposed model could also handle the over-fitting problem effectively.

Keywords: user identity linkage; network alignment; graph embedding; graph neural network;
graph attention network

MSC: 68T07; 68T30

1. Introduction

The first online social networking service appeared in 1995 with the introduction of
the Classmate page, which had the purpose of connecting classmates, followed by the
appearance of SixDegrees in 1997, which had the purpose of allowing people to make
friends based on interests. Currently, technology is becoming more and more developed, so
many social networking sites have also been born, such as Facebook, Instagram, Tiktok, etc.
Social networks help people eliminate all geographical distance. Users can post and share
statuses, update their profiles, and interact with others, and there are many other utilities
for selling goods and making money effectively. Due to the explosion in the number of
online social networks, as well as the enormous benefits that they bring, social networks
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have recently become ubiquitous in our daily social lives. There is much research that has
explored hidden information in such complex social networks, such as network representa-
tion learning [1–3], community detection [4,5], node classification [6,7], recommendation
systems [8,9], link prediction [1,10,11], etc., with the diversity and extensive popularity of
various social networks, such as Facebook, Instagram, Twitter, etc. Currently, each user can
simultaneously join multiple social networks for many different purposes. They can update
their daily status on Facebook, share their moments on Instagram, share their job status
on LinkedIn, share their opinions/feelings on Twitter, etc. Network alignment, which
uniquely identifies overlapping users on several social networks, has recently received
increasing attention due to its benefits in downstream tasks.

Link prediction [12]: This is one of the most important research topics in information
network analysis, and it involves predicting hidden/missing links between objects in a
social network. In some cases, not all relations in information networks are observable, as
they can be hidden by users to protect their personal privacy, or they can be missing due
to errors made in crawling, storage, or transmission of network data. Thus, overlapping
users in a secondary social network can be used in order to efficiently predict the missing
features/links in primary network.

Node classification [6]: Real-life information networks often have a very large number
of nodes. Labeling these nodes may take much time and effort, but sometimes does not
bring much efficiency because of privacy issues, so it is difficult or impossible for one to
label all nodes in information networks. For example, on social networks, many users do
not provide their demographic information, such as their gender, interests, beliefs, etc., due
to privacy concerns. In movie networks, a small fraction of movie genres would be labeled
and the rest should be labeled automatically. Therefore, the label and connection structures
of users who overlap on a secondary network can be used to efficiently infer the labels in
the primary network.

Enhancing friend recommendation [13]: Overlapping users between two networks can be
used in a friend recommendation system. For a person who used to participate in a social
network X, if that person continues to participate in social network Y, then we can use the
person’s friend information on social network X to be able to recommend friends to that
person on social network Y.

Information diffusion [14]: Distribution of information has generally been considered on
a separate social network. Usually, we will find influential spreaders in social networks and
spread information from these users so that the information can spread quickly and widely.
Simultaneously, spreading information on more than one social network will double the
spread rate, as well as the desired amount of information. Taking advantage of the overlap
of users between two networks will help spread information faster and more effectively
than just spreading information on one network.

In most cases, if a person joins many different social networks, their personal in-
formation on each network, such as their username, date of birth, gender, and interests,
will be the same. We can use this information to make predictions with relatively high
accuracy. However, for privacy reasons, this information is difficult to collect, or, in the case
of collection, the noise is quite high because it depends on the truthfulness of the user’s
declarations of information on the different networks. Thus, network alignment, which is a
task of finding overlapping users between two social networks, is a major challenge and
has attracted much attention from the scientific community because of its applications.

In early studies, a naive method for aligning user identity between two networks
was that of exploiting the similarities of users on their social networks by using self-
reported user profiles and user-generated content [15–20], such as username, gender, etc.
However, different online social networking sites have different structures and schemes
for presenting user profiles, and for privacy reasons, they may also provide users with a
setting that allows them to choose which information should be public and which should
be private. Even if there are no differences in the profile schemes, users may not provide
their profiles consistently on different social networks. This problem can lead to uncertainty,
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inconsistency, and ambiguity in the exploration of user profiles. Therefore, more modern
methods have been proposed to solve the limitations of methods based on user profiles
and user-generated content. Some methods [21–25] use network embedding techniques
to separately learn the low-dimensional embedding of each vertex in source and target
information networks by using the network topology. The authors of [26] used the graph
attention network, a state-of-the-art graph neural network, to embed information from
the network. These embeddings were then trained by a machine learning model by using
known overlapping users to perform the alignment. However, there are many studies on
the prediction of overlapping users to achieve a certain result. Most of these works used a
single technique to perform the alignment, and very few works have performed alignment
based on a combination of multiple techniques. Each network alignment technique has
its own advantages and disadvantages; combining them will enhance their advantages
and overcome their disadvantages. The MAUIL model [27] used a combination of different
levels of embedding techniques to increase the accuracy of the network alignment algorithm.
They combined three-level embedding techniques to extract attribute information and a
one-level network embedding technique to preserve the network structure. This method
achieved great results, which was demonstrated by the fact that the experimental results
were much better than those of other solutions. However, it also exposed some limitations
in terms of performance.

Inspired by the MAUIL model [27], in addition to graph attention neural network
embedding [28], fuzzy c-mean clustering [29], and graph-drawing embedding using high-
dimensional drawing [30], we propose a network alignment solution that combines multiple
embedding techniques to improve the performance of this model. Similarly to the MAUIL
model, we use a three-level embedding technique to extract features from text-based
attribute information of the vertices in the network and then apply a correlation analysis
technique (RCCA) to project the extracted features onto the same representation space.
However, unlike in the MAUIL model, we use some more advanced embedding techniques,
such as the graph attention network, graph-drawing embedding technique, and fuzzy
c-mean clustering embedding technique to preserve more information about the local
perspective, high-order perspective, and global perspective of the network. The benefits of
each component embedding technique that we use in this study will be analyzed in more
detail in the experimental section. The following is a summary of our contributions.

• We propose a network alignment method by using a combination of multiple em-
bedding techniques to improve the accuracy of the MAUIL model. Our method
substitutes the embedding of the network structure in MAUIL with a state-of-the-art
graph attention network that assigns different attention coefficients for neighborhoods
at the aggregation step. By using the GAT, the learned network representation quality
can be extremely enhanced and converted into more predictive embedding spaces.
Unlike the GAT-based model used in [26], in this study, we combine the GAT-based
embedding technique with other embedding techniques to improve the predictive
performance of the embeddings and increase the efficiency of the network alignment
model.

• We apply graph-drawing embedding techniques in order to embed each network in a
representation space by using the known overlapping users between two networks as
pivot vertices that represent the network in a common representation space without
losing featured information on each network.

• We also apply fuzzy c-mean clustering as an embedding method that preserves the
information of the network community, and maximization preserves the original
structure of the network.

The rest of this paper is arranged as follows. We review the related work in Section 2.
We formulate the problem in Section 3. We propose our network alignment method in
Section 4. We present the experimental results and the baselines in Section 5. Finally, we
present the conclusions and future work in Section 6.
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2. Related Work

Network alignment problems have many different methods that can be broken down
into three different approaches.

Supervised approach: Almost all publications related to this approach solve the prob-
lem of network alignment by using pre-aligned data, as well as the attribute information
and the structure of the network, to make predictions. A deep learning method called
Learn2Link [16] was proposed, and it used a combination of text content, network struc-
ture, and profile names to address the problem of network alignment. The authors of [31]
proposed an efficient two-stage algorithm called NR-GL, which was a unified framework
for aggregating global and local features together in order to reconcile network alignment.
The authors of [32] proposed a reinforcement learning model named RLINK to optimize
the linkage strategy from a global perspective. This method transformed the network
alignment problem into a sequence decision problem and made full use of both the social
network structure and the pre-aligned identities to make predictions. The authors of [33]
considered the network alignment problem as a classification problem using the ego net-
works of two users as input. This method used a graph neural network model (MEgo2Vec)
to embed the network into a low-dimensional representation to align users across online
social networks.

Unsupervised approach: This approach solves the problem of network alignment
without using any pre-aligned data, and it only uses the attribute information and the struc-
ture of the network to make predictions, so it saves time and effort in collecting sufficient
aligned users as the initial seed set. Following this strategy, the authors of [34] proposed an
unsupervised program called “Friend Relationship-Based User Identification Algorithm
without Prior Knowledge” (FRUI-P) using a Friend Feature Vector Model (FFVM), which
utilizes the power of a random walk instead of the traditional Word2Vec method. The
authors of [35] proposed a framework named REGAL that employed a low-rank matrix ap-
proximation of the alignment matrix using Cross-Network Matrix Factorization (xNetMF)
to reduce the computational effort. The authors of [36] proposed a novel model for the
UUIL problem, which minimized the Earth Mover’s Distance through two optimization
methods: a generative adversarial network and an orthogonal matrix transformation model.
The authors of [37] proposed a novel unsupervised network alignment named NWUIL
that used a Gaussian distribution to embed each vertex in the network and to preserve
both the network topological information and the uncertainties of vertex representation.
The authors of [22] proposed a fully unsupervised network alignment framework named
GAlign. This method used a graph convolutional neural network to learn how each vertex
was embedded and to maintain a multi-order proximity in the network. It also used a
data augmentation methodology and a refinement mechanism to make the model more
adaptive in order to avoid noise.

Semi-supervised approach: This approach is a machine learning method that solves
the disadvantages of supervised and unsupervised learning models by combining a small
amount of labeled data with a large amount of unlabeled data during training. The
authors of [38] proposed a semi-supervised learning framework named UMAH, which
combinesd the network structure and user attributes to align overlapping users between
social networks. The authors of [25] proposed a model named IONE, which used a uni-
fied optimization framework to solve the network embedding problem and the network
alignment problem simultaneously. The authors of [39] proposed a framework named
MFRep (Matrix-Factorization-Based Representation Learning) to align users and employers
across heterogeneous networks using the network structure, user attributes, and employer
property information.

3. Problem Formulation

Assume that we have two distinct social networks denoted as G1(V1, E1) and
G2(V2, E2), in which V1 = {v1

1, v1
2, . . . , v1

m} is a set of vertices of the network G1 and
E1 = {u1

ij} is the set of edges connecting the vertex i and the vertex j in the network G1.
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Similarly, V2 = {v2
1, v2

2, . . . , v2
n} is the set of vertices of the network G2, and E2 = {u2

ij} is

the set of edges that connect the i and j vertices in the network G2. A = {(v1
i , v2

j )} is a set

of known overlapping vertices between two networks G1 and G2 in which v1
i is a vertex

belonging to G1 and v2
j is a vertex belonging to G2. The problem of network alignment

between two social networks G1 and G2 is that of discovering a set of unknown overlapping
vertices: A∗ = {x = (v1

i , v2
j ), x ∈ A}.

Figure 1 is a demonstration of network alignment between two networks G1 and
G2. The red lines connecting the vertex in G1 to the vertex in G2 are known overlapping
vertices, and the red dashed lines connecting the vertex in G1 to the vertex in G2 are the
unknown overlapping vertices that we need to align.

Figure 1. A demonstration of the network alignment problem.

4. Proposed Method

Our proposed model contains four components (text-based attribute embedding, GAT-
based embedding, graph-drawing embedding, fuzzy c-mean clustering embedding) to
embed network information and one component (RCCA) for a correlation analysis that
projects the embedding of each network into a common representation space. Figure 2
shows an overview of the framework of our model. In general, it can be divided into the
following five steps:

• First, we use a three-level text-based embedding component to embed user attributes,
such as the author’s username, the author’s affiliation, and the author’s publications.
This process will generate the features of the vertices that represent the user profiles
and the user-generated content in each network.

• Second, we feed the feature vector generated in the previous step and the network
structure into the graph attention neural network to generate the second network em-
bedding. This process takes advantage of the neighboring vertices in the aggregation
step by assigning different attention coefficients to each neighbor.

• Third, we use the network structure along with known overlapping users between
two networks as the input for the graph-drawing embedding technique to generate
the third network embedding. This process utilizes the known alignment to represent
each vertex in the network by the anchor vertices. By representing every vertex in the
network based on anchor vertices, two network representations can be aligned in a
common space.

• Fourth, we use fuzzy c-mean clustering to generate the fourth network embedding.
This technique will enhance the embedding process by preserving the network com-
munity properties.

• Finally, we project the embedding of two networks into a common embedding space
using the canonical correlation analysis technique. Then, we calculate the similarity
matrix between them using the distance between two vertices in the first and second
networks.
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Figure 2. Overview of the framework of our network alignment method.

4.1. Feature Extraction

In this study, we apply three different natural language processing techniques to
embed information on user attributes. Each embedding technique will preserve the user
attributes in different ways, so when they are combined, we will learn the final embedding
of the user’s attributes that best represents the user’s features.

4.1.1. Character-Level Feature Extraction

This embedding approach is intended to extract the features of vertices at the character
level by using similarities in usernames in the network. The character-level feature of
user vi in a social network G with n users is denoted by ac

i , and it may contain characters,
spaces, and special symbols. We can represent the list of characters in the username using
a series of m unique tokens t = t1, t2, t3, . . . , tm. Then, we calculate the frequency of each
unique token in the whole username: t = {t1 : f req1, t2 : f req2, t3 : f req3, . . . , tm : f reqm}.
This study constructs a count-weighted expression by performing a simple bag-of-words
vectorization calculation. Finally, the corresponding count-weighted vector for user vi is
xc

i = [ f reqt1 , f reqt2 , . . . , f reqtp ], where ti is the ith character/token in the whole character
dictionary, and f reqti is the frequency of the ith character in the whole character dictionary
that occurs in the username.

We apply the auto-encoder method to reduce the dimensions of the feature ma-
trix for all vertices in each network Xc = [ ~Xc

1, ~Xc
2, . . . , ~Xc

n] ∈ Rn∗d′ . This method em-
ploys a one-layer auto-encoder to embed the count-weighted vectors into distributed
representations. After optimization, we obtain the feature matrix at the character level,
Pc = [~Pc

1 , ~Pc
2 , . . . , ~Pc

n] ∈ Rn∗d, where Rn∗d′ is the representation space of the original network
and Rn∗d is the representation space of the extracted feature.

4.1.2. Word-Level Feature Extraction

The purpose of this embedding technique is to extract the features of the vertex at the
word level by using similarities in phrases or short sentences, such as gender, locations,
affiliations, and educational experiences. Many models have been developed to embed
words into vectors; in this study, we use one of the most popular models, which is named
word2vec [40], to convert text-format data into the vector format while preserving the
initial features of the text. This is a two-layer neural network with only one hidden layer. It
takes a large corpus as the input and generates a vector space, with each unique word in
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the corpus being associated with a corresponding vector in the embedding space. The basic
idea of word2vec can be encapsulated in the following ideas: (i) Two words that appear
in similar contexts are often close to each other; (ii) we can guess a word if we know the
words surrounding it in a sentence.

Pw
i = (1− λ)Zi + λ

1
|Ni| ∑

j∈Ni

Zj (1)

To enhance the context of words, as well as the correlations between words, we use
Equation (1) to smooth the word2vec feature vector of each vertex with its neighbors.
Here, λ ∈ [0, 1] is a real number that balances the degree of importance between a vertex
and its neighbors; Zi is the word2vec embedding vector of the ith vertex, and Ni are its
neighbor vertices.

4.1.3. Topic-Level Feature Extraction

Topic modeling is a type of statistical modeling that helps to uncover hidden topics in
datasets. There are two popular algorithms in topic modeling: Latent Dirichlet Allocation
(LDA) [41] and Nonnegative Matrix Factorization (NMF) [42]. LDA is based on a probability
distribution model, while NMF is based on a linear algebraic model. The mathematical
foundations of the two algorithms (LDA and NMF) are different, but the end result is
that both algorithms return documents belonging to a topic and words belonging to a
topic in the corpus. In this research, we use Latent Dirichlet Allocation (LDA) [41], which
is the most popular topic-modeling technique for discovering hidden topics in a given
dataset. The input to the algorithm is a bag-of-words matrix (that is, each document is
represented as a row, while each column is the number of words in the dictionary), which
is generated by using long sentences or paragraphs, such as posts, blogs, and publications.
The purpose of this method is to create two smaller matrices: one by document and one by
topic. When we multiply the two matrices together, we get the bag-of-words matrix with
the minimum error.

In this LDA process, we serve user-generated content as a document that may contain
many words. Firstly, we clean, preprocess, and tokenize the user-generated content (data
in the form of long sentences) into words. After preprocessing the documents, we get the
following document–word matrix, as shown in Figure 3. Here, Di is the document-/topic-
level attribute of the ith user, and Wi is the ith word in a document. LDA decomposes this
document–word matrix (bag-of-words matrix) into two other matrices: a document–topic
matrix and topic–word matrix, as shown in Figure 3.

Figure 3. An example of the LDA process.
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4.2. Graph Attention Network

We use the graph attention network [28], which is an improvement of the graph
convolutional network (GCN) model, to extract hidden information from the structure
and properties of the network. With the GCN, neighborhoods of a vertex have the same
importance. Obviously, the importance should not be the same because some vertices are
more important than others. Instead of treating the contributions of neighboring vertices
as the same, the GAT assigns each neighbor a different attention coefficient. In the step of
computing the hidden features in the next layer of a vertex, the features of its neighbors are
aggregated according to the different attention coefficients assigned above. These attention
coefficients will be learned and adjusted during the training process of the deep learning
model. We also deploy a multi-head attention mechanism to improve the noise and stability
of the prediction model.

ei,j =~oT [W~xi||W~xj] (2)

First, we use the feature vector extracted from the previous step (as proposed in
Section 4.1) as the input matrix for the first layer of the graph attention neural network.
We feed the initial feature of vertex vi, which is denoted as ~xi, and the initial feature of its
neighbors vj ∈ Ni, which is denoted as ~xj, into the first layer of the attention network. We
use Equation (2) to calculate the weight score ei,j between vertex vi and all of its neighbors

vj, 1 ≤ j ≤ |Ni| for the hidden layer. Here, W ∈ RD
′
D is the projection matrix,~o ∈ R2D

′
are

the model parameters that can be learned during the training process, D is the dimension
of the vertex in the input layer, D′ is the dimension of the vertex in the hidden layer, and ||
is a concatenate operation.

αi,j =
exp(LeakyReLU(ei,j))

∑
|Ni |
t=1 exp(LeakyReLU(ei,t))

(3)

Then, we use a softmax function to normalize the weight scores between the vertex
vi and its neighbor vj to calculate the normalized attention coefficient αi,j. In Equation (3),
the numerator exp(LeakyReLU(ei,j)) is the attention coefficient that vertex vj contributes
to vertex vi; then, it is normalized by a sum of the attention coefficient of all neighbor
vertices vt, as in the denominator of Equation (3), to compute the normalized attention
coefficient αi,j.

~zi = σ(
1
K

K

∑
k=1

|Ni |

∑
j=1

αk
i,jW

k~xj) (4)

Finally, we apply the multi-head attention mechanism to make the learning model
more stable. We use Equation (4) to aggregate the feature vector for the next hidden layer
of vertex vi. In this equation, K is the number of attention mechanisms and k ∈ [1, K] is the
kth attention mechanism. Figure 4 is an illustration at the aggregation step of the graph
attention neural network. The representation of vertex v3 at the (k + 1)th layer is computed
based on the representation of itself and its neighbor vertices v1, v2, and v4 at the kth layer
with the different attention coefficient values of e13, e23, and e43. These attention coefficients
could be learned during the training step of the graph neural network.
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Figure 4. An illustration at the aggregation step of the graph attention neural network.

4.3. Fuzzy C-Mean Clustering Technique

The FCM method (fuzzy c-means) [29] is a fuzzy clustering algorithm based on the
distance measure of the data objects in a cluster. This is a data-clustering technique in which
a dataset is grouped into N clusters with all data points in the dataset belonging to every
cluster to a certain degree. For example, a data point that lies close to the center of a cluster
will have a high degree of membership in that cluster, and another data point that lies far
away from the center of a cluster will have a low degree of membership to that cluster.
The difference between c-means and k-means clustering is that in the case of k-means, each
element is assigned to only a single cluster, while in the case ofcC-means, which is a fuzzy
clustering technique, each element is assigned to all of the available clusters with a different
degree of membership for each cluster.

The FCM method starts with a random initial guess for the cluster centers, that is, the
mean location of each cluster. Next, it assigns a random membership score for each cluster
to all data points. By iteratively updating the cluster centers and the membership grades
for each data point, it moves the cluster centers to the correct location within a dataset,
and, for each data point, it finds the degree of membership in each cluster. This iteration
minimizes an objective function that represents the distance from any given data point to a
cluster center weighted by the membership of that data point in the cluster.

After soft clustering of the vertices in the network into clusters with different degrees,
we obtain a probability matrix with a number of columns corresponding to the number
of clusters and a number of rows equivalent to the number of vertices in the network.
The value in a cell in the matrix (intersection between rows and columns) represents the
degree of dependency of a vertex on a cluster. We use this matrix as an embedding matrix
for the vertices in the network; the number of dimensions of this matrix is equivalent to the
number of clusters that we choose in the fuzzy c-mean clustering algorithm.

4.4. Graph-Drawing Embedding Technique

Taking the idea from graph drawing [30], a novel technique for drawing undirected
graphs, we designed a method for embedding network information. This technique has
two steps: First, it embeds the network with a very high dimension by using randomly
pivoted vertices, and then it projects these embeddings into a low-dimensional space by
using principal component analysis. Unlike the original graph-drawing technique, we use
the known overlapping vertices between two networks in the training dataset as pivot
vertices. The left vertices are embedded by using these pivot vertices.

Figure 5 shows an example of the graph-drawing technique used to find the low-
dimensional representation of the two networks G1 and G2. In this example, four pairs of
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vertices—(u1, v2), (u4, v3), (u7, v7), and (u8, v6)—are known overlapping vertices between
two networks, and the dashed lines that connect them together are called anchor links.
We use the anchor vertices u1, u4, u7, and u7 as pivot vertices to embed all vertices in
network G1 by calculating the distance from a specific vertex to all pivots. Similarly, we
use the anchor vertices v2, v3, v6, and v7 as pivot vertices to embed all vertices in network
G2 by calculating the distance from a specific vertex to the pivots. Lastly, we obtain the
representation matrix M1 ∈ Rm×|P| for G1 and M2 ∈ Rn×|P| for G2. Here, m is the number
of vertices in G1, n is the number of vertices in G2, and |P| is the number of known
overlapping vertices between two networks in the training dataset.

Figure 5. An example of a graph-drawing technique.

4.5. Canonical Correlation Analysis

We concatenate four embeddings together—emb1 extracted from user attributes based
on text, emb2 obtained from the GAT-based embedding technique, emb3 obtained from the
fuzzy c-mean clustering embedding technique, and emb4 obtained from the graph-drawing
embedding technique—to generate the final embeddings X ∈ Rd×n for network G1 and
Y ∈ Rd×m for network G2. Here, m is the number of vertices in G1, n is the number of
vertices in G2, and d is the dimension of the output embedding after concatenation.

p = max corr(hT
i X, mT

j Y)

= max
hT

i CXYmj√
(hT

i CXXhi)(mT
j CYYmj)

(5)

We project the concatenated embeddings X and Y into a common representation space
by using a canonical correlation analysis technique. We apply Equation (5) to find two
corresponding linear correlational projection matrices, H = [h1; h2; . . . ; hk] ∈ Rd×k and
M = [m1; m2; . . . ; mk] ∈ Rd×k, which maximize the correlation between X and Y when
projecting them into a common space. Here, H is the projection matrix for network G1, M is
the projection matrix for network G2, and k is the dimension of the projected representation
space. We calculate the canonical matrix of X by projecting it into the projection matrix H:
ZX = HTX ∈ Rk×n. Similarly, we calculate the canonical matrix of Y by projecting it into
the projection matrix M: ZY = MTY ∈ Rk×m. Finally, we calculate the similarity matrix
between ZX and ZY; the pair of vertices between G1 and G2 that has a high similarity
should form an anchor link.

5. Experiments
5.1. Datasets

We tested our network alignment model on two real-life datasets, which were the same
as those used in [27]. Table 1 shows their statistics.
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• Weibo vs. Douban: This dataset was collected from two popular Chinese social
networks, Weibo and Douban. First, the authors collected a list of seed users on the
Douban network who had published their Weibo accounts on their profiles. These
seed users on the Weibo platform and corresponding users on the Douban platform
can be seen as known overlapping users between two networks in the alignment task.
Second, the authors used these seed users to grow the network by crawling for user
attributes, such as age, sex, address, friends, and posts.

• DBLP17 vs. DBLP19. This dataset was collected from a computer science bibli-
ography website. In this study, the authors collected two instances of the DBLP
network in two different periods. The known overlapping users between two net-
works were determined from the authors who had the same identity in two different
instances of a network.

Table 1. Statistics of the real-life datasets.

# of
Vertices # of Edges Min.

Degree
Max.

Degree
Avg.

Degree
# of

Anchors

Weibo 9714 117,218 2 607 12.1 1397Douban 9526 120,245 2 608 12.6

DBLP17 9086 51,700 2 144 5.7 2832DBLP19 9325 47,775 2 138 5.1

5.2. Evaluation Metrics

In our experiments, we used Equation (7) to calculate the hit precision [15]. This
measurement was used to evaluate the accuracy of the proposed model. It counted the
number of correct alignments that appeared in the top k users.

h(x) =
k− (hit(x)− 1)

k
, (6)

where hit(x), when calculated using Equation (6), is the correct position of a predicted
user in the returned list of the top k candidates. Suppose that the ground truth of the
network alignment is (u1, v5), where u1 ∈ G1 and v5 ∈ G2, if the similarity scores of
the vertex u1 of G1 compared to all vertices of G2 are sorted from highest to lowest as
v3, v1, v6, v5, v2, v4, v7. Then, hit(u1) = 4 is the position of v5 in the sorted list of similarity
and h(u1) =

k−(4−1)
k = k−3

k .

Hit-precision =
n

∑
i=1

h(xi) (7)

5.3. Baselines

We compared the performance of our proposed model with the following recent
network alignment models.

• MAUIL [27] includes three components: multilevel attribute embedding (character-
level, word-level, and topic-level), network embedding, and regularized canonical
correlation analysis (RCCA)-based linear projection.

• MAUIL+ [43] is an extension of the MAUIL model by substituting the LINE method [44]
in MAUIL with the graph attention neural network. This method includes multilevel
text-based embedding to extract user features, network structure embedding, graph
attention neural network embedding, and regularized canonical correlation analysis
to project the network embedding of each network into a common representation
space.

• Our model is an another extension of the MAUIL model that adds more embedding
layers, including the graph attention neural network, graph-drawing embedding
technique, and fuzzy c-mean clustering technique.
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5.4. Performance Comparison

In our experiment, all parameter settings of the baseline models and our model
were tuned to obtain the best performance of each model. In our model, we used the
same D = 100 as the embedding dimension for each technique, and we used k = 80
as the number of canonical components and R = 1000 as the regulation for the RCCA
module. For the GAT-based embedding technique, we built a two-hidden-layer graph
neural network with D = 300 as the input layer dimension, D

′
= 200 as the hidden layer

dimension, and K = 8 as the number of heads in the multi-head attention mechanism.
Table 2 compares the results of the network alignment task between our model and

the baseline models on two different datasets: DBLP17-DBLP19 and Weibo–Douban. We
can observe that our model was persistently better by about 10–15% in comparison with all
baseline methods with the two different datasets.

Performance at different training ratios: We also evaluated our method with different
ratios of training and test data, which varied from 10% to 80%. Figures 6 and 7 show that
the Hit-precision@k measurement of our method was also better by about 10–15% in
comparison with all baseline methods on both of the different datasets. In addition, our
method was also better than the baseline methods in the case of handling the over-fitting
problem. As we can see, the performance of the baseline models converged and was
stable at the training ratio of 40%, which means that if we use more training data than this
threshold to train these baseline models, then the results are not significantly improved or
are even worse. However, our method had a better handling on this over-fitting problem;
when using more training data, our method consistently gave better results that were
proportional to the increase in training data.

(a) (b)

(c) (d)

Figure 6. Cont.
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(e) (f)

Figure 6. Precision@K comparison on the DBLP dataset with different training ratios. (a) Precision@5,
(b) Precision@10, (c) Precision@15, (d) Precision@20, (e) Precision@25, and (f) Precision@30.

(a) (b)

(c) (d)

(e) (f)

Figure 7. Precision@K comparison on the Weibo–Douban dataset with different training ratios.
(a) Precision@5, (b) Precision@10, (c) Precision@15, (d) Precision@20, (e) Precision@25, and (f) Preci-
sion@30.
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Table 2. Comparison on hit precision with a training ratio of 30%.

Metric Weibo vs. Douban DBLP-17 vs. DBLP-19

Our MAUIL+ MAUIL Our MAUIL+ MAUIL

Hit-precision@1 0.3242 0.2380 0.2310 0.8000 0.7720 0.7510
Hit-precision@3 0.3861 0.2913 0.2797 0.8499 0.8060 0.7810
Hit-precision@5 0.4227 0.3236 0.3099 0.8735 0.8224 0.7970

Hit-precision@10 0.4784 0.3774 0.3597 0.9020 0.8412 0.8213
Hit-precision@15 0.5148 0.4104 0.3920 0.9172 0.8543 0.8324
Hit-precision@20 0.5411 0.4326 0.4163 0.9269 0.8636 0.8379
Hit-precision@25 0.5612 0.4488 0.4361 0.9342 0.8695 0.8413
Hit-precision@30 0.5779 0.4615 0.4527 0.9397 0.8747 0.8435

5.5. Ablation Test

To clearly investigate the effect of each component of our model, we designed some
variants of our model:

• Our-1: We combined MAUIL with only GAT-based embedding.
• Our-2: We combined MAUIL with only FCM embedding.
• Our-3: We combined MAUIL with only graph-drawing embedding.

Table 3 presents the results of the ablation test on the hit-precision measurement.
The ablation test shows that our original proposed model outperformed its variants, thus
proving the power of our combination method in comparison with each single embedding
technique in the network alignment task.

Table 3. Ablation test using a comparison of hit precision with a training ratio of 30%.

Metric Weibo vs. Douban DBLP-17 vs. DBLP-19

Our Our-1 Our-2 Our-3 Our Our 1 Our 2 Our 3

Hit-precision@1 0.3242 0.2380 0.2352 0.2835 0.8000 0.7720 0.7612 0.7861
Hit-precision@3 0.3861 0.2913 0.2867 0.3401 0.8499 0.8060 0.7891 0.8201
Hit-precision@5 0.4227 0.3236 0.3188 0.3923 0.8735 0.8224 0.8073 0.8470

Hit-precision@10 0.4784 0.3774 0.3705 0.4377 0.9020 0.8412 0.8275 0.8643
Hit-precision@15 0.5148 0.4104 0.4042 0.4804 0.9172 0.8543 0.8397 0.8739
Hit-precision@20 0.5411 0.4326 0.4301 0.5032 0.9269 0.8636 0.8490 0.8997
Hit-precision@25 0.5612 0.4488 0.4410 0.5236 0.9342 0.8695 0.8517 0.9131
Hit-precision@30 0.5779 0.4615 0.4587 0.5398 0.9397 0.8747 0.8603 0.9253

In more detail, our original proposed model performed considerably better than the
individual embedding variants, Our-1, Our-2, and Our-3, which gave an explanation of the
necessity of information fusion. The accuracy of the graph-drawing embedding technique
in Our-3 gave the best results compared to all of the variants. This is easily explained
because this embedding technique is based on anchor nodes, which causes the embedding
space of the source and target networks to be naturally correlated and aligned. The accuracy
of the fuzzy c-mean clustering embedding technique in Our-2 was poor, as it only captured
the community membership of the vertices in this embedding; consequently, it was not
easy to differentiate the vertices in the same cluster. However, when we combined MAUIL
with fuzzy c-mean clustering embedding, we still obtained better results than those of the
original MAUIL model that did not use fuzzy c-mean clustering. This shows that fuzzy
c-mean clustering makes a contribution to the information enhancement of our model.

5.6. Discussion

As we saw in the comparison and evaluation of the experimental results in Section 5.4,
our network alignment model gave 10–15% better results than those of the baseline models.
In addition, when experimenting with different ratios of training data, our proposed
model also handled the over-fitting problem effectively. In this section, we will analyze
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and evaluate the aspects that make our proposed model more effective than the baseline
models.

• Most network alignment models are based on representation learning. Generally
speaking, it follows that a specific representation technique will be used to represent
nodes in an information network. This technique must be optimized to preserve
the maximum amount of information about the structure and properties of the net-
work. The embeddings of these vertices are then trained by a machine learning
model using known overlapping users as a training dataset to perform the alignment.
Although there are many studies on the prediction of overlapping users and the
achievement of a certain result, most of these works use a single representation learn-
ing technique to perform alignment, and there are very few works that have performed
alignment based on a combination of multiple techniques. Each network embedding
technique has its own advantages and disadvantages; our proposed method combines
multiple embedding techniques to enhance their advantages and overcome their dis-
advantages. This combination makes our model achieve better results than those of
the baseline models, as seen in the experimental section.

• The role of the GAT-based embedding technique helps remarkably enhance the qual-
ity of the final network embedding and allows the refinement of more predictable
embedding spaces for subsequent fine-tuning steps. The mechanism of multi-headed
self-attention in the graph attention neural network causes the output embedding of
our proposed model to be better at preserving both the local and high-order neighbor
structure of the information network. Thus, it can achieve better prediction results in
the network alignment task.

• The role of graph drawing using a high-dimensional embedding technique helps
the source and target to be represented in the same latent space by using anchor
nodes/pivot nodes. By using graph-drawing embedding in our model, the quality
of the generated embedding can emphasize the relationship between the source and
target networks. Thus, it can achieve better prediction results in the network alignment
task.

• The fuzzy c-mean clustering embedding technique helps our model to be able to
exploit the global community structure of each information network. If two corre-
sponding vertices between two networks have a similar community structure, there
is a higher probability that they will form an anchor link. Therefore, the global view
of network vertices based on the community structure provides a valuable source
of information for increasing the accuracy of the prediction results in the network
alignment task.

6. Conclusions and Future Works

In this article, we researched and deployed multiple representation learning tech-
niques to find and align the embedding of vertices on two different online social networks.
We used a correlation analysis technique to project the learned representation into a com-
mon representation space. The purpose of this technique was to convert two individual
embedding spaces into a common embedding space that we could compare with each
other. We calculated the similarity scores between any two vertices in the source and
target network in order to predict the missing overlapping users across two different social
networks. Aside from the techniques used in the original MAUIL model, such as three-level
text-based embedding, we used some other state-of-the-art techniques, such as the GAT-
based embedding technique, the fuzzy c-mean clustering embedding technique, and the
graph-drawing embedding technique. By using them in our model, the final embedding
of the two networks had a strong correlation. We also tested our method on two real-life
datasets, and the experimental results showed that our method was able to considerably
improve the accuracy in comparison with the baseline models.

Future works: In spite of the fact that our network alignment had the best perfor-
mance with the different datasets and different training/testing ratios, it still has some
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limitations that need to be addressed. First, most network alignment methods are applied
on homogeneous social networks that contain only one type of vertex and one type of
edge, but there is not much research on network alignment that is applied in heteroge-
neous social networks that contain multiple types of vertices and multiple types of edges.
As such, we can extend this model to be more adaptive to heterogeneous social networks.
Additionally, we could also enhance the scalability of the our method in order to evaluate
it on large-scale datasets.
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