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After the controversial election of 2016, many questions were left unanswered by traditional polling 
and prediction standards. Our paper aims to examine economic and demographic behaviors that 
drive voting patterns in three key Rust Belt states. After examining several pivotal works, we describe 
their contribution to the literature, and explain how our work will contribute to the research 
discussed. We then proceed to examine American Community Survey data for years predating general 
elections in the three pivotal states – Illinois, Wisconsin and Pennsylvania – examining each at the 
county level. Our results suggest several important factors in voter decisions, especially when 
examining the interactions between demographic factors and economic factors. Consequently, we 
find that while economic factors may be significant in voter decisions, they may not be key in voter 
decisions 



 
On November 8th, 2016, a popular poll model run by FiveThirtyEight politics solidified 

their predictions for the 2016 Presidential Election. The model was considered substantially 

more favorable to Donald Trump’s chances, holding him at a 28.6% chance of taking the 

presidency on the eve of the election. Several other models held the odds much lower, with some 

going as low as giving Mr. Trump a 1% chance of taking the presidency. On November 9th, 

2016, Americas went to the polls and elected a new president, and against most odds, they chose 

President Donald Trump. 

Electoral modeling and statistical analysis is incredibly fraught. There are hundreds of 

possible factors, thousands of polls, and millions of voters that all combine to make the run up to 

any presidential race both interesting and difficult to predict. However, the 2016 presidential 

cycle saw a candidate that defied almost every reputable poll and model. There are several 

possible causes for this – some have reported the rise of an electorate not reached by traditional 

polling or flaws in the current election system. However, we hypothesize that there may be a 

more basic explanation. We believe that a combination of population, economic and ethnic 

factors can be correlated to a rise in vote for the non-incumbent party, which in the 2012 and 

2016 election was the Republican (GOP) Party. 

To reach this hypothesis, we examined several papers with important pertinence to our 

topic. We closely examined two pivotal works on election politics - Abhor the Event: Voting 

Patterns and the Rise of Trump by Michael Gobel, and Voting for Growth, Fairness, or 

Inequality? Class-Biased Economic Voting in Comparative Perspective, by Timothy Hicks, Alan 

M. Jacobs and J. Scott Matthews. 

The 2016 election cycle was such a discontinuation from the norm that traditional modes 

of analysis are proving to be inadequate. The traditional narrative of the 2016 election pivoted 

around three features: Racial divide, economic inequality, and the sharp divide between 

candidates’ personalities. One of the first analytical narratives after the election, Abhor the 

Event: Voting Patterns and the Rise of Trump disagrees with the traditional narrative. According 

to the author, a large portion of the voting base had essentially “locked in” their vote through the 



party system alone, leaving only around 4-9% of eligible voters open to hearing from the 

candidates before they made their choice. That voting bloc carried with them a few key traits that 

allowed Trump to emerge as president. The first was a resounding response to Trump’s call to 

return America to an idealized past. Primarily low-income families were the ones who sought 

this “Great America”, and those who make $30,000 or less a year voted for Trump at a 16-point 

swing to Mitt Romney in 2012. The second determining factor was voter apathy versus voter 

enthusiasm. While early voting was at an all-time high, only 55.4% of eligible voters cast their 

ballot, a 20-year low. Donald Trump was largely seen as the candidate more likely to attract 

enthusiastic support, compared to Clinton’s sterner demeanor, and thus was able to pull the 

necessary voters. Finally, author Michael Goebel argues that many voter had preemptively 

chosen candidates and adjusted their own fears to justify their decision. From Abhor the Event: 

Voting Patterns and the Rise of Trump we can determine that the essential bloc strongly held 

onto a stylized version of America’s past. While it would be impossible to see what that means 

for every voter, we can examine past to see how we got here in the first place and apply these 

explanations to our model. 

When trying to predict the future outcome of elections, the past offers an effective tool 

for determining the odds. In Voting for Growth, Fairness, or Inequality? Class-Biased Voting in 

Comparative Perspective, economists Timothy Hicks and Alan Jacobs measures how voters 

factor economic growth and fairness into voting habits. Hicks and Jacobs found that voters try 

and vote in an economically moral manner, but often find they must make trade-offs and that 

their decisions are not always the most informed. The study measured the incumbent’s likelihood 

of winning the election compared to the economic growth and prosperity of different economic 

classes. From that data point, the responsiveness in voting to economic growth was measured 

between the bottom 20%, middle class, and top 5% income brackets. What was found from the 

data suggested that economic growth in the top 95th percentile had a substantially higher amount 

of influence into predicting voting patterns compared to the economic growth in other income 

brackets. When normalizing factors such as race, religion, and gender, voters in the bottom 20% 

are actually more reactive to change their voting habits depending on the economic growth of the 

top 5%, not their own bottom 20%. The median middle class group behaved as one might expect: 

growth within the middle class during the incumbent's term increased their likelihood of 

reelection. Growth in the top 5% also increased likelihood of reelection by the middle class, but 



to a lesser effect compared to the bottom 20%. The voters in the top 5% were the most reactive 

to economic growth when adjusting voting habits. This paper suggests that the influence of the 

wealthiest actually changes how the rest of society votes. This implies that while many believe 

they are working for their own self-interest, they are actively reacting to economic situations that 

have no effect on their lives. In many regards, this suggests that the media is to blame because of 

their inadequate coverage of economic issues that affect the average voter. Additionally, this 

may suggest that examining overall economic welfare in a county may not be a strong predictor 

of the vote direction. In the end, the irrationality of voters might be stronger than traditional 

models have thought, especially for the high-energy 2016 election.  

We aim to contribute to the literature in several ways. Firstly, by examining county data 

in three key states, we hoped to identify key factors at a local level. This could be anything from 

an aging population to an increasing in countywide unemployment. Secondly, by examining our 

voter data as county-by-county, we hope to highlight the voting patterns of both rural and urban 

voters, who may have vastly different morals and opinions on the issues. Thirdly, we wanted to 

highlight key factors that could be predictors of voting patterns in future elections. 

All data comes from the American Community Survey, accessed through the American 

Fact Finder Database, and compiled using their adjustable tables. By using officially compiled 

data, we believe that we are getting the best quality of data that is available to the public. Our 

voter data was compiled by three separate entities for the three Rust Belt states of study. In 

Illinois, we used the Illinois State Board of Elections 2012 General Election Official Vote Totals 

Book and the Illinois State Board of Elections 2016 General Election Official Vote Totals Book. 

In Pennsylvania, data was compiled from the Pennsylvania Department of States 2012 

Presidential Elections Official Returns, sorted by President of the United States by County and 

the Department’s 2016 Presidential Elections Official Returns, sorted by President of the United 

States by County. Finally, in Wisconsin our data was gathered from the Wisconsin Elections 

Commission’s 2012 Fall General Election Results and 2016 Fall General Election Results.  

In compiling our research, we have decided to address several factors that may influence 

voting choice and the direction in which to vote. We began with a simple way to divide the 

electorate - Age. Age and voting patterns have instinctual correlation – one could reasonably 

assume that the higher the median age in an area, the more likely the area will vote Republican.  



We have chosen age as a parameter in order to prove the concept that older voters tend to vote in 

more conservative trends, which for our regions would be part of the Republican vote. 

Additionally, we chose age to highlight a common fear of blue-collar voters. The fear of jobs 

leaving an area can validated and measured by the amount of young people (between 18 and 30) 

living in an area. This can directly cause a voter to consider a more conservative vote, in an 

effort to return their economic situation to that of days gone by. 

When we analyzed our age measurement (agechange, Figure 1), the result was surprising. We 
found that within our full regression model (Figure 2):  
 
𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽5𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

age was a surprisingly insignificant factor. With a coefficient of .1104 and a t-stat value or -2.43 

(Figure 6), we decided to run additional models to discover if there was a model in which age 

would be a more powerful factor. 

Our next non-economic factor of study was ethnicity. Ethnicity is often either over-hyped 

or under-valued when examining voter patterns. This could be because ethnic voters are a varied 

and underrepresented group in American politics. While diving into the nuances of their vote is 

not our primary goal, we did aim to prove that ethnic voters tend to vote for a liberal (blue) 

candidate, which in our region of study translates to a non-republican vote. 

Again, using original full-regression model (Figure 2): 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽5𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

we found that a change in the nonwhite proportion of the population of a county 

(nonwhitechange, Figure 1) was a significant factor. With a coefficient of -.2130 and a t-stat of -

2.43 (Figure 6), we found that for every 1% increase in non-white population, our county would 

be less likely to vote Republican by .213%. This confirmed our suspicions that as an area became 

more ethnically diverse it would be more likely to vote for a non-Republican candidate. 

For our final demographic variable, we considered population change (popchange, Figure 

1). We hypothesized that in areas where population decreased, voters would be more likely to 

yearn for a more conservative leader, and vote for a Republican candidate.  

Using our full-regression model (Figure 2): 



𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽5𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

we found that a change in population was a statistically significant factor (t-stat: 2.08), although 

it was a weak correlation with a coefficient of -0.3937 (Figure 6). 

 After examining our non-economic factors, we decided to regress a second model, to 

explore whether these non-economic factors would be more significant. We used a second 

regression model of only non-economic factors, represented by the equation below (Figure 3): 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑎𝑎𝑎𝑎𝑒𝑒𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽3𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝑢𝑢 

This model, while interesting to examine, confirmed most of our previous expectations. 

We found that each variable was still statistically insignificant and only weakly correlated.  

At this point, we moved on to our economic factors. We began by examining 

unemployment rates by county for the areas of study. Instinctually, we believe that higher than 

average unemployment rates translate to dissatisfaction with the existing party in power. This 

could lead to higher rates of “protest” votes, which in our areas would translate to a Republican 

vote. A county’s unemployment rate is one of our key independent variables. Using our full 

regression analysis (Figure 2) 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽5𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

we saw that a change in unemployment (unemploychange, Figure 1) was statistically significant 

with a t-value of 3.42, and heavily weighted with a coefficient of 0.3132 (Figure 6).  

 Our next factor of study was a change in income. Instinctually, we believed that as 

income would increase in an area, the tendency to vote for a more fiscally conservative candidate 

would cause an increase in Republican votes. Using our full regression analysis (Figure 2): 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽5𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

We saw that a change in income (incomechange, Figure 1) was statistically significant with a t-

value of -2.49, and heavily weighted with a coefficient of -.3109 (Figure 6). 

 Because we had already regressed a model highlighting only non-economic factors, we 

decided to create a model for our economic factors alone. Using the equation (Figure 4): 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝑢𝑢 



we saw that this model confirmed our previous findings. We found that both income change and 

unemployment change were significant (t-stat: .2.58 and 2.44, respectively) and heavily 

correlated (coefficients of -.3357 and .2152, respectively) (Figure 6).  

 After examining all of our data, we decided to run a final regression omitting our weakest 

variable – age. Using the formula below (Figure 5): 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝛽𝛽0 + 𝛽𝛽1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽2𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛽𝛽3𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛽𝛽4𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑢𝑢 

we found that without the age factor, t-stat values for each variable increased, indicating an 

increase in significance. We decided to run one of the regression models without age because the 

t statistic in the full regression indicated that age was not statistically significant. While the other 

t stat values increased, this model did have a slightly lower R2 (.2885) than the full regression 

(.2891) 

 For each model, we also examined our R2 values to ensure that we were reaching a line of 

good fit. The inclusion of more variables increased our R2 for every model, which meant our 

model became more accurate at predicting voting habits as we shifted it. The model summary 

statistic (Figure 6) shows the comparison between the models and improvement of R2. Model 1 

includes only economic factors in the model, and the fit of R2 is only .1727. Model 2 includes all 

non-economic factors and has an even lower R2 of .0756. When we combine the factors, the 

regression starts to vastly improve. Model 3 contains all statistically significant variables and has 

a R2 of .2885. Our final model, which contains all five independent variables, has the greatest R2 

of .2891. The progressive improvement of our R2 tells us that the model continues to improve its 

predictive accuracy. One issue with this regression is that R2 never goes higher than .3, which 

means that the predictive values of our regression are strong but not ironclad. This is explained 

by the complexity of voting behaviors as an area of study, and the inability to tie votes to a single 

factor. The greater amount of non-related variables we can add into the equation, the more 

accurate our regression will become. The double of R2 between model 1 (R2 =.1727) and model 

4 (R2 =.2891) shows us that non-economic factors are extremely relevant in predicting voter 

behavior and that the greater we account for those factors, the more accurate our economic 

predictive variables become.  



When examining the collinearity between our variables, several things stood out. Firstly, 

in our covariance table, values were very close to zero, indicating that there was no very little to 

no linear relationship between variables. Our correlation table was also encouraging. With low 

values for each relationship, we were able to successfully state that our variables were not 

correlated, indicating that we had already partially met Gauss-Markov assumptions.  

 When ensuring that our model met Gauss-Markov assumptions, we examined 

several factors. The First Gauss-Markov assumption states that the model needs to be linear in its 

parameters. This assumption was met for our models, as shown in Figure 6. The second Gauss-

Markov assumption states that sampling must be random in nature. While we focused on three 

states in the Rust Belt of the United States, we examined all of the counties within those states, 

allowing for a larger sample size. In addition, our independent variables were gathered from the 

American Community Survey, which collects data from randomly selected individuals and has 

held up to scrutiny for several years of use. Because the ACS is an institutional standard, it is 

safe to assume that we can state that the second Gauss-Markov assumption is met.  

The third Gauss-Markov assumption is that there is no perfect collinearity. Our analysis 

in Figure 7 clearly states that there is no perfect collinearity between variables, allowing us to 

state with conviction that we have met the third Gauss-Markov assumption.  

The last two Gauss-Markov assumptions both deal concern the error term u. The fourth 

Gauss-Markov assumption states that our data will produce a 0-conditional mean, meaning that 

our error term u will have an expected value of zero for any values of our independent variables. 

The final Gauss-Markov assumption deals with homoskedacity. Because we are unable to ensure 

that these last two assumptions have been followed, we mitigate potential problems by running 

multiple regressions with multiple variables, which are intended to reduce any potential bias.  

As previously stated, the double of R2 between model 1 (R2 =.1727) and model 4 (R2 

=.2891) shows us that non-economic factors are extremely relevant in predicting voter behavior 

and that the greater we account for those factors, the more accurate our economic predictive 

variables become.  If provided the opportunity for further research, we would want to focus on 

these non-economic factors, and possibly expand our study to include less definite measures, 

perhaps in the areas of morality or religion, to continue to improve our model. We would also 



break our gender and ethnic distributions into detail, and possibly examine candidate approval 

ratings published by independent parties, or even polling data for each candidate.  

After completing our data analysis, we were able to come to several conclusions about 

voting patterns in the Rust Belt states of Pennsylvania, Illinois and Wisconsin. While voter 

behavior is notoriously tricky to predict, and there is no one factor that will cause someone to 

vote in a certain way, we were able to conclude that while economic variables (change in income 

and change in unemployment rate) were significant, they were more useful when examined with 

certain non-economic variables (change in ethnicity, change in age, and change in population). 

This highlights the tricky nature of voter prediction, and the nebulous nature of polling. While 

our study did not definitively prove that a change in economic situation would cause a change in 

voter choice, we did come to several important revelations concerning the nature of 

noneconomic factors and economic factors, and their relation to voting preference.  
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Appendix 
To note: The coefficients of the regression models equate to the following: Each independent variable is 
the change of that factor from 2011-2015 as a percent, and the coefficient is amount of percent change 
that would occur with x change in percent of the independent.  

 

Figure 1: Summary Statistics Table 
 

 
  



Figure 2: Full Regression 
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Figure 3: Non-Economic Factors 
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Figure 4: Purely Economic Factors 
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Figure 5: Regression Analysis without Age 
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Figure 6: Model Summaries 
  

Model 1 
(economic) 

Model 2 
(non-economic) 

Model 3 
(Age restricted) 

Model 4 
(Full regression) 

Number of observations 85 82 81 81 

Income change -.3357 
t-stat: -2.58 

 
-.3098 

t-stat: -2.5 
-.3109 

t-stat: -2.49 

Unemployment change .2152 
t-stat: 2.44 

 
.3134 

t-stat: 3.44 
.3132 

t-stat: 3.42 

Nonwhite change 
 

-.0641 
t-stat: -.70 

-.2083 
t-stat: -2.45 

-.2130 
t-stat: -2.43 

Age change 
 

.07647 
t-stat: .15 

 
.1104 

t-stat: .25 

Population change 
 

-.0462 
t-stat: -2.20 

.0373 
t-stat: -2.21 

-.03937 
t-stat: -2.08 

Intercept .1271 
t-stat: 4.11 

.0432 
t-stat: 2.89 

.1684 
t-stat: 5.01 

.1665 
t-stat: 4.79 

R-squared .1727 .0756 .2885 .2891 

 



 
Figure 7: Collinearity Table
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