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Analyzing fibrous tissue pattern in fibrous dysplasia bone images using deep R-CNN networks for 
segmentation 

A. Saranya, Kottilingam Kottursamy, Ahmad Ali AlZubi, and Ali Kashif Bashir 

 

Introduction 

Researchers are focusing to provide economically low-price and accurate solutions for complex 
medical disease diagnoses. Transforming the image from the patient location to an expert location 
may arise errors. Removing unwanted information from the source image on both (patients and 
experts) sides is essential. Modern image processing is a deep learning-enabled filtering approach 
for removing the noises in the images. Fibrous Dysplasia (FD) is a genetic bone disorder it majorly 
affects children in their early bone development stage. If people failed to discover this kind of 
disease at an early stage, they have to pay for their lifelong with disabilities. The radiological images 
are taken from the local medical center and send that images to the experts. 

There are many changes of getting the image to be corrupted due to the lighting, malfunctions in the 
sensing and surveillance devices, network errors, and receiver incompatibility devices. Removing 
these errors from the real-time images is a complex task. In this paper FD-affected person's images 
are referred from the National Institutes of Health (Fibrous dysplasia | Genetic and Rare Diseases 
Information Center (GARD) – an NCATS Program (nih.gov). xxxx), this repository has all genetic and 
generative disease information, clinical measures, and related publications. 

Bone texture and shape feature extraction is a complex process that is solved by deep models with 
iterative training on the samples. Each level of training extracts the hidden details of an image, and it 
is further refined with the next level of training. The first layer extracts the features of pixel intensity 
variation, continuity among the edges, texture information, and shape modeling. The target image 
may consist of more than one object, the object dimension and shapes are trained with existing 
weights of many source images. It produces the shape learning information that is applied to the 
new image for segmentation and object detection. 

Extracting and improving image information with different filtering is discussed in this paper. Many 
other related works are exploring the one way of image enhancement either on the pixel intensities 
or edge detections. The proposed combined approach comprises of the following techniques each 
used for unique purposes. Importing image surface defects by contour extraction, smoothing, and 
intensity corrections are covered with image blurring techniques. Shape edges and image fine details 
are noted with image sharpening techniques. Parallel edge processing is performed by Otsu 
segmentation that is helpful for larger and multiple objects in the images. Separating the uncertainty 
portion of the image by Region of Interest algorithms. Grouping a similar portion of the image by 
detecting the outliers with cluster-based segmentation. Extracting and Combining millions of 
features by RCNN algorithm to create the mask on the unusual portion of an image. Depending upon 
the need for image result transformation the researchers can select the techniques. 

This paper discusses the bone image investigation techniques that support the discovery of the 
abnormal portion of an image. The proposed work of this paper is to combine the various image 
filtering techniques for concentrating the essential features of the image. The abnormal portion of 
the disease-affected samples is segmented with a masked RCNN algorithm. It helps to focus only on 
the affected portion instead of analyzing all other parts of the image. Applying different image filters 



to the affected image at each level improves the classification accuracy. This combined approach 
helps to classify the image as an FD-affected or normal image. 

Medical image noise removal and filtering approaches help to view the small changes in the affected 
area. Section 2 describes the techniques of bone properties with BMD values and imaging 
techniques. Section 3 discusses the different image processing techniques with 7 step building 
approaches of acquisition, segmentation, feature extraction, and classification. Section 4 discusses 
the algorithms of deep models for image segmentation and classification. Learning-based 
segmentation of mask-RCNN, FCN, and CNN architectures are explained with their advantages and 
limitations on feature processing. Deformable techniques of active contour, active shape models are 
also explained in this section. Section 5 discusses the results and experimental analysis of the 
conversed techniques on FD images. 

Discovering bone mineral density 

The relevant techniques of bone properties and abnormal conditions are addressed with the 
following algorithms. The literature covered with bone fracture detection, bone density and BMD 
analysis, imaging techniques, image filters and segmentation algorithms. Segmentation algorithm 
comprising set of divisions like image processing and deep learning. 

Detecting the bone minerals in the target bone by Bone Mineral Density (BMD). Another important 
metrics is Bone Volume (BV) which is calculated by measuring the bone minerals per unit volume BV 
per unit volume. The BMD and BV are independent parameters that quantify the life span of the 
bone. Based on these values, the bone will be categorized into normal, osteopenia called low bone 
density, and osteoporosis called severe bone abnormality (Nazarian et al. 2008). The bone image is 
the plot with the grid structure, each part is analyzed by computing the bone properties of density, 
surface quality, thickness, and bone structure model index. 

The classification of normal and cancerous bones is modeled with Linear regression. Different types 
of tissue samples are tested to identify bone strength and stiffness. 

Y=β0+x1β1+x2β2+…xnβn 

where β0 is the bias, β1β2….βn are the coefficients, and x1,x2..xn are the input parameters. 

In multivariate modeling on regression line with bone parameters of patients age, BMD values, 
gender, and ethnic are considered. The predicted BMD values for n patients are formulated here, 

Pbmd=β0+ageβ1+genderβ2+ethnicβ3 

The bone deformity is happening with low bone minerals that reduce bone volume, thickness, and 
stress approximation ability. Various methods are computed to calculate the thresholds of bone 
minerals. BMD is a well-experienced technique for measuring the volume and thickness of the 
trabecular bone. BMD test results are based on the T-score and Z-score computed from the 
observed patient’s scores with average scores. The average BMD scores are referred from the 30-
year-old patients to categorize the density results. Mazees et al. proposed (Mazess et al. 1989) a 
technique of Dual Energy X-ray Absorptiometry (DEXA) is the known technique for measuring the 
BMD/BV in the sample area (Gb/cm2) by considering bone region with soft tissues. 

Two-compartment models are proposed to calculate the bone volume and BMD values from the 
computed tomography bone images of the affected region. The bone soft tissues are calculated with 
linear attenuation coefficients in the bone voxels. BV is computed using bone weight and percent 
volume in the region of sample pixels. Instead of segmenting the entire bone soft tissue region (Lin 
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et al. 2016). Jing Zhang et al. proposed a model called the single energy scan model (Zhang et 
al. 2010) for eliminating the bean hardening in the reconstruction of bone. Each input image 
considers the two submaterials of bone. Existing knowledge about the objects helps for 
segmentation and reconstruction. It expends the linear relationship between the voxels using the 
linear annotation coefficients. Separating the bone loss and structure from the bone is based on the 
bone mineral density by digital topological analysis (Wehrli et al. 2001). This method classifies the 
bone regions into plates, rods, edges, junctions, and profiles from the trabecular bone 
representation. But its failure to classifies the narrow and wide plates between the topological 
entities. The volumetric topological analysis method addresses the above problem by uniquely 
classifies its TB region. The perfect rods and plates of known etiology reduce bone loss. This method 
has been tested with the distal tibia and distal radius samples taken from the multidetector and 
micro-CT images (Saha et al. 2010). 

Rao proposes (Rao et al. 2011) the techniques for detecting dengue fever with real-time data sets 
using wrapper feature selection. The most fitted features are identified by the genetic algorithm and 
decision tree-based prediction is performed with generated rues. Tweetluenza (Alkouz 2019) is a 
model created for categorizing influenza-related conversion and hospital appointments from tweets. 
Processing these diseases-related information is used to predict the disease trends. The health data 
from the critical patients with monitoring devices like sensors, ECG signals, temperature measuring 
kit, and infection investigator are collected. Then transform this sensitive information to medical 
advisors for taking immediate action. Internet of Things (IoT) enabled devices are collecting chronic 
disease data from the patients and send the updated status report to the monitoring agent. Disease 
surveillance (Alabdulatif et al. 2019; Koutkias et al. 2005; Ram et al. 2015; Buckeridge et al. 2012) 
with the constructed framework enables quick updating of the complex situations and analyzing the 
disease-affected trends. Many pattern analyses can be performed with this real-time data handling. 
IoT devices are attached to the person for informing and count updating the COVID affected cases. 
This system will notify to maintain a 2 m distance from the other persons. Also check the oxygen 
level, risk ratio, body temperature, and cough (Vedaei et al. 2020). 

The classification system is proposed for classifying the fractured portion from the normal bone 
image. The fracture regions are comparatively smaller than normal regions. The suspected regions 
are divided into volumes of interest. From all these regions, 29 parameters are extracted as features. 
These features are considered for classification algorithms to classify fractured and non-fractured 
(Korfiatis et al. 2017) regions. To identify Biomarking in fracture zone is done with the sequential 
forward floating selection technique. TB thickness with bone marrow tissue interconnected spacing 
is measured by the star line tracing method. This method is based on voxel size comparison. This 
method also eliminates the digitization association with other conventional algorithms (Liu et 
al. 2014). 

Daniela Giordano et al. proposed a new segmentation technique for finger, wrist bones as 
epiphysis/metaphysis region of interest (EMROI) and carpal region of interest (EMROI). These 
algorithms are tested with below 10 years males and below 7 years of female patients. Extracting 
bone from the soft tissue is trained with anatomical knowledge of the shape models, and the major 
drawbacks of the wrist bones feature extraction are solved by curvature function (Giordano et 
al. 2010). The additional models are also developed to enhance the shape identification along with 
EMROI. Another approach of TB thickness estimation is computed by the structure-based algorithm 
(Ang et al. 2019), which separates the cortical from the TB using binary images. The cortex thickness 
value is assigned as a threshold to separate the cortex from the bone. This method has been tested 
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with multiple datasets of micro-µCT images, multidetector CT images, and high-resolution-based 
peripheral quantitative CT image (HR-pQCT). 

The partial segmentation methods naturally incorporate the edge detection mechanisms to detect 
the bone region with region-boxes (Ohlsson et al. 2017). The trabecular and cortical bone were 
tested with Gaussian and threshold-based filters. These kinds of segmentations are suitable for spine 
and hip fractured patients. The HR-pQCT is a low radiated technique that measures bone deformity 
with the density and microstructure analysis of bone (Jong et al. 2016; Areeckal and Kocher 2018). 
Quantitative UltraSound (QUS) is the best cost-effective mechanism in terms of less radiation. It 
applies the sound waves of 500 kilo Hz to 1.25 mega Hz on the affected bone region to measures the 
reflections (Hans and Krieg 2008). Broad-Ultrasound Attenuation (BUA) and Speed of Sound (SOS) 
are the major bone tests for plotting the refection range. These techniques are extended to calculate 
the high-risk fractures with stiffness index, QUS index, amplitude index, and combined scatter (Diez-
Perez et al. 2007). The limitation of calcaneal QUS is solved with a measure of the device-specific 
threshold. In the case of temperature, variation is identified; the QUS is not good for measuring hip 
and spine fractures (Hans et al. 2003; Njeh et al. 2000). 

Framework for bone image analysis 

Image pre-processing techniques are widely used to discover bone deformities with different types 
of imaging. Any bone image of the affected area is undergone with image processing techniques to 
reconstruct the old images into a detailed image for investigation. In the quantitative imaging ("The 
use of biomarkers in clinical osteoporosis." 2016; Looker et al. 2000), biochemical markers are used 
to measure the bone minerals of osteocalcin, C-terminal collagen telopeptide, urinary 
hydroxyproline, collagen crosslinks, bone-specific alkaline phosphatase, etc. These results can 
address the results of bone formation and deformation risk ratios. Generally, image processing 
techniques (Gonzalez and Woods 2002) are formed the 7-step building approach. The initial step 
called image acquisition has been done with many dedicated and accurate imaging modalities. 
Fibrous dysplasia images are taken to examine the details of anomaly portions in the image. Also 
discover the type of abnormality using the image processing techniques. The second step is image 
enhancement that is used to transport hidden detail and highlight essential features of the image; 
the third step combines image restoration and color image processing. That improves the 
appearance of an image with color modeling in digital aspects. 

The fourth step is image compression; it reduces the spatial information between the pixels to 
provide the exact storage space to save and transform the image. Steps 2, 3, and 4 are generally 
called image pre-processing techniques (Ribeiro 2014). The fifth step is image segmentation; many 
algorithms are available for segmenting the image into small regions with its constituent parts. Step 
6 is extracting the essential features of the image and its detail and description. This can be done in 
two ways manual (machine learning) or automated (deep learning). The final step is objected 
recognition and classification (Areeckal and Kocher 2018). 

Image acquisition 

Image acquisition considers correcting the image dimensionality and resolution for processing the 
tasks, when the high dynamic range of input images is generated from the source. It is not suitable 
for visualization of conventional display devices because of variation in luminance level. For reducing 
these kinds of issues, Gabriele et al., (Guarnieri et al. 2010) proposed the algorithm called Retinex 
theory of vision to reduce the high dynamic range without affecting the image visual sensation. The 
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resolution limitation of an image is solved by pixel super-resolution. It combines the information of 
various low-resolution images (OˈReilly et al. 2013; Reeth et al. 2012; Kennedy et al. 2006). 

Image segmentation 

Segmentation is used to diagnose anomalies in the region of the image. Many improvisations have 
been taken to automate the segmentation algorithm, because manual segmentation texture analysis 
takes more time and it provides the intra-observer and inter-observer variability. An automated 
segmentation algorithm reduces the noise, subjective error, and variations in acquisition conditions. 
Analyzing the bone texture in consecutive ROIs is used to diagnose a bone disease of fibrous 
dysplasia. Automated segmentation algorithms provide fast and accurate results by combining the 
filter back projections and anatomical knowledge. MensKe et al. proposed (Manzke et al. 2009) the 
technique that reconstructs the image portion into an anatomy shape model using intra-surface 
generation. Extracting the features from the target image helps to identify the pattern of all other 
similar images. The common salient features of an image are color, texture, luminance, and depth. 
These features are extracted from 2 and 3D images by the discrete cosine transform (DCT) (Manzke 
et al. 2014; Fang et al. 2012). DCT coefficients are efficient in extracting the salient features from the 
high energetic sources. 

Classical image filters for edge detection 

Some of the classical filters and edge detection algorithms are discussed here for reconstructing the 
images with reduced noise. Edge detection is used to detect the meaningful discontinuity gray color 
intensity values in the images. Initial and next-order derivatives are used to detect the 
discontinuities; generally, first-order derivatives take the gradient for processing the image. The 
gradient function of f(x, y) is defined as, 

∇f=gxgy=∂f∂x∂f∂y 

The magnitude conversion of vector f(x, y) is, 

∇f=mag∇f=gx2+gy21/2=∂y∂x2+∂y∂x21/2 

The second-order derivative is computed using the Laplacian method, 

∇2fx,y=∂2fx,y∂x2+∂2fx,y∂y2. 

An important consideration in the first and second derivatives for edge detection is where the initial 
derivative of intensity, value is larger than the specific threshold, and the subsequent derivative of 
the intensity is almost zero. 

Sobel Edge detection is detecting the image edges in horizontal, vertical operations and the 
coefficients about derivatives are not permanent; they can be used to the researcher’s 
requirements. 

∇f=gx2+gy212 

Prewitt edge detector parameters are the same as the Sobel filter, but it is computationally simple 
than other methods. The limitation of the Prewitt method is it produces noise results. The next 
method is Roberts edge detection which is the earlier edge detectors in the image analyzing 
technique. It uses to approximate the difference of the derivatives with adjacent pixels. It is not an 
asymmetric but very fast algorithm and not suitable to detect the edges with multiple of 45 degrees. 
Laplacian of Gaussian detector (LoG) uses the Gaussian function, 

https://europepmc.org/article/MED/34867079#CR61
https://europepmc.org/article/MED/34867079#CR79
https://europepmc.org/article/MED/34867079#CR35
https://europepmc.org/article/MED/34867079#CR52
https://europepmc.org/article/MED/34867079#CR21
https://europepmc.org/article/MED/34867079#CR20


Gx,y=e-x2+y22σ2 

where σ is the variance; it determines the cost of blurring. LoG gives the two effects; it reduces the 
noise from (smooth) the image and calculates the Laplacian that provides the double edges. The 
zero-crossing detector is the same as the Laplacian algorithm and the difference is convolution. That 
is carried out with a particular filter function. The most powerful edge detection algorithm in a 
functional edge model is a Canny edge detector. It uses Gaussian filters for smoothing of specified 
deviation (σ) to reduce the noise and finding the local maximum gradient for edge detection. It 
follows the threshold method to differentiate the ridge pixels with values greater than t2 said to be 
strong (t1, t2 are two threshold values). The values lying between t2 from t1 are said to be weak 
pixels. Segmenting (Santhoshini et al. 2013; Ghosh et al. 2011) the bone images using these 
algorithms helps to identify the abnormal region from the entire image. 

Deep networks for medical image processing 

Deep networks are efficient in detecting and recognizing abnormalities in medical images. An 
automatic and quick segmentation helps to diagnose and locate the tumor, fracture, blood leakages 
in the vessels, cardiac blocks, and brain encephalitis. Various tasks are involved in extracting useful 
information from the medical images. It has been divided into image segmentation, object 
recognition, object localization, and classification. Segmentation is broadly classified into semantic 
segmentation and instance-based segmentation. Semantic segmentation trains and learns the 
features to detect the objects in the frame, whereas instance-based segmentation detects the 
objects and describes them with different colors for efficient recognition and classification. 
Particularly CNN has higher consideration on medical image analytics, because of their multiple 
levels of abstraction. Each level of the CNN network consists of multiple layers. Every layer has 
inbuilt neurons and added weights. Extracting the features from the image is an effective process 
that decides the correctness of the predicted result. The Fully Connected CNN (FCN) takes the input 
as an entire image and produces the result as dense segmentation. Processing with the entire image 
increases the spatial resolution loss because of its max-pooling layers in each stage (Long et al. 2015; 
Ren et al. 1506; LeCun et al. 2015), feature extraction and segmentation. 

To overcome this issue, upsampling is performed with activation to reduce the loss of spatial 
resolution. U-net is one type of CNN architecture that is extremely outperforming the medical image 
U-net having skip-connection modules that help to recover the entire spatial resolution of an image 
with multi-level feature fusion. These functionalities are important for processing image 
segmentation and classification. Yin et al. proposed the guided filter preserves the edge information 
and restores the spatial information loss from the thin-layered images. 

The guided filter reduces the noisy effect by downsampling the feature operations (Yin et al. 2020). 
Figure 1 depicts the framework of image segmentation to class label prediction. Without affecting 
the segmentation accuracy impact of 2D image convolutional modeling into the 3D image is a 
challenging task. That has been addressed by increasing the number of convolutional layers to 15 
("Automatic 3D bi-ventricular segmentation of cardiac images by a shape-refined multi-task deep 
learning approach." 2019). Using the anatomical shape information gives the knowledge about the 
human parts, which helps to segment the image effectively. In many cases, the scanned images have 
chances to affect by irreducible noise and damages in the image portion. In such cases, these kinds 
of anatomical prior knowledge about the human organ shape models support training and detect 
the correct portion of human parts. Atlas propagation-based shape modeling is used to train the 
prior knowledge of an image; it reduces the spatial information without affecting the shape model. It 
does not require the Region of Interest (ROI) segmentation. Anatomical knowledge supports 
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reducing the loss in motion object on cardiac MR segmentation (Oksuz et al. 2019). The MR high-
quality images are corrected with the k-space loss function to detect the objects and correct the 
objects based on prior information; then the image reconstruction network produces the segmented 
images. Training the CNN with shape prior information is a challenging task; it has been overcome by 
a generic training strategy with global shape information (Cook "Anatomically constrained neural 
networks (ACNNs): application to cardiac image enhancement and segmentation.",, et al. 2017). 

 

 

 

Fig. 1 

Deep models for image segmentation 

Brosch et al. introduce the shortcut connections of convolutional layers that integrate the high- and 
low-level features (Brosch et al. 2016). This network consists of two pathways, convolutional 
pathways learn and extract the abstract and high-level features, whereas the deconvolutional 
pathways predict the segmentation. This joint approach of optimization allows automatic feature 
learning at different scales of input. The user interaction-based image segmentation helps to identify 
the wrong segmentation using the back propagatable Conditional Random Field (CRF) (Wang et 
al. 2018; Zhao and Xie 2013). 

The new method of polyp segmentation does not ensure the information of multi-level contextual 
and extracts the features of different fields of view with multiple scales of an image using continuous 
multiple decoder and encoder network (CDEC). The boundary-emphasized data augmentation 
technique is proposed for learning the background and foreground regions with dice loss function 
(Nguyen and Lee 2019). The multi-level features extraction and individual level feature refinements 
support the discovery of the automatic defined solution of prostate image segmentation in the high 
dimensional images (Wang et al. 2019). An automatic hierarchical cascade of CT image information is 
used for classifying the image into different segments depending on the superpixel resolutions 
(Farag et al. 2016). The random forest and deep neural network models are compared with the 
boundary-preserving superpixels. Many deep learning-based segmentations models are discussed in 
Table Table11 with their advantages, limitations, and applications (Minaee et al. 2021). 

Table 1 

Different segmentation algorithms for medical image processing 
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Algorithm Description Advantages Limitations Applications 

Region of interest 
(ROI) segmentation 
(Sun et al. 2019) 

This separates 
the object into 
multiple 
regions or sub-
tasks 

It performs well 
for contrast 
objects. The 
cost of 
computation is 
less and 
operating 
speed is high 

grayscale pixel 
overlapping 
between the 
object and 
background 

Cardiac image 
segmentation, 
fracture 
detection, 
tumor 
detection 

Edge detection 
segmentation (Kwok 
and 
Constantinides 1997) 

Detects the 
boundary 
based on the 
discontinuous 
local features 

It is suitable 
when the 
objects are 
differentiated 
by contrast 

Not suitable for 
detecting 
multiple edges 

Posture 
detection 

Segmentation based 
on clustering (Huang 
et al. 2019) 

It separates the 
images into 
homogeneous 
clusters 

It performs well 
for small 
datasets 

Computation 
time for 
clustering is 
high. It does not 
detect the non-
convex clusters 

Skin diseases, 
blood 
infections 

R-CNN (He et al. 2017) 

It gives the 
object mask, 
bounding 
boxes, and 
class labels 

This approach is 
flexible for 
small and large 
datasets. It is 
an efficient 
technique and 
simple 
computation 

Training time 
highly depends 
on the details of 
an image 

Instance-based 
segmentation 

Fully convolutional 
layers (Long et 
al. 2015; 
Seyedhosseini and 
Tasdizen 2015) 

It combines the 
semantic and 
appearance 
information 

It produces 
detailed and 
accurate 
segmentation 

Downsampling 
reduces the 
resolution of an 
image with 
large factors 

Brain tumor, 
iris, and skin 
lesion 
segmentation 

Convolutional with 
graphical models 
("Conditional random 
fields as recurrent 
neural 
networks." 2015) 

The final layer 
of CNN is 
combined with 
CRF 

Able to predict 
the localization 
of 
segmentation 
boundary 

Difficult to 
reduce the 
spatial 
information 

Natural 
language 
processing, 
social network 
analysis 
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Algorithm Description Advantages Limitations Applications 

Encoder-decoder 
based models 
(Ronneberger et 
al. 2015; Milletari et 
al. 2016) 

U-net CNN is 
used for 
medical image 
segmentation 
with 
segmentation 

It requires 
fewer training 
samples and 
initiates global 
localization and 
context 
extraction 

Slow down the 
learning process 
in the middle 
layer 

Micro-biopsy 
image 
segmentation 

 

V- net based on 
dice coefficient 
for the whole 
volume of 
image 
segmentation 

Used to provide 
seamless 
segmentation 
in volumetric 
data 

Poor pixel 
correlation 
between 
foreground and 
background 
images 

Lesion 
segmentation 

Multi-scale and 
pyramid network-
based models (Lin et 
al. 2017) 

Merging the 
low- high level 
features to 
form the 
feature 
pyramid 

It reuses the 
multi-scale 
features maps 
between 
different layer 

It does not 
detect the small 
objects 

Salient object 
segmentation 

Recurrent neural 
network (Byeon et 
al. 2015) 

Performs pixel-
level 
segmentation 
with long short-
term memory 

Efficient texture 
and spatial 
parameters 
learning 

slow process 
due to its 
sequential 
nature 

Motion object 
segmentation 

Dilated convolutional 
models (Chen et 
al. 2017) 

Additional 
parameters of 
dilated rate are 
added to CNN 

It overcomes 
the decreasing 
resolution and 
improved 
boundary for 
object 
localization 

Poor 
segmentation 
when the image 
consists of 
multiple slices 

Real-time 
segmentation 

Ren et al. proposed the CNN with a regression model to assess the bone age using the fine attention 
maps between the segmented images. It detects the outlier portion of the image to effectively with 
dynamic attention loss models ("Regression convolutional neural network for automated pediatric 
bone age assessment from hand radiograph." 2018). Removing the haziness in the images by 
computing the superpixel intensity values among all regions. Comparing each pixel intensities 
individually with extreme intensity superpixel values. Reducing the atmospheric light discontinuity is 
identified with a transmission map and a guidance filter is used to highlight the textures, edges, and 
smoothing information in the image ("Real-time image dehazing by superpixels segmentation and 
guidance filter." xxxx). Highlight the pixels by reducing the intraclass variance effect in the 
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hyperspectral images. Optimizing these kinds of spectral parameters improves the maximum 
likelihood of pixel similarity with reduced spatial dimensionality (Ahmad et al. 2017). 

Image quality can be destroyed and chances of malfunctioning in medical records are quite common 
nowadays. Breast cancer images are received from experts in highly infrastructure hospitals. 
Through deep networks transfer learning cancer diagnostic models are proposed. It is has adopted in 
the edge server for another doctor's clarification. This method will be useful for rural hospitals those 
are not having high infrastructures (Yu et al. June 2021). Transfer learning helps to improve the 
diagnostic accuracy over other methods. Ensuring the privacy of medical records and patient's 
health information needs more attention in the electronic transfer mechanism. The COVID-19 
patients records are necessary for tracking and verifying the health condition in future aspects. 
Blockchain (Tan et al. 2021), ElGamal Blind Signature (Sun et al. 2021) embedded security 
mechanisms are used for keeping these health records safe. Also, it uses to reduce the data storage 
and overhead of single-point failure. Securing the health records IoT edge devices using access policy 
expression. It encodes the data with online and offline encryption method and outsourced 
decryption method (Li et al. 2021). 

Image classification based on abnormality 

Capsnet architecture (Saif et al. 2019) is used to detecting and classifying musculoskeletal bone 
disorders by overcoming the drawbacks of CNN. Increasing the input image dimension helps to view 
the details of an image and the local feature detector is enabled with convolutional layers. It predicts 
the intensities of active pixels in the encoder part. Then the decoder capsule consists of optimized 
capsule class labels to predict the abnormalities, even the image as lighting and orientation issues. 

This reduces the interference of max pooling. For detecting the abnormality in the spine curves using 
Adaptive Error Correction Net (AEC-Net), it is proposed by Chen. It calculates the cob angels and 
landmarks of the spine curve and a high precision loss function is applied to correct the error with an 
approximation based on deep learning approaches (Chen et al. 2019). 

Inception ResNet-v2 (Kwon 2020) is used to extract the Knee osteoarthritis features from the gait 
and x-ray images. Then the Support Vector Machine (SVM) is used to classify the multi-class 
abnormality prediction. Classifying the other diseases using deep networks with medial images 
creates a major impact on learning-based disease prediction. Initially, the CNN is trained with 
ImageNet features then the transfer learning is applied to detect the cervical cell dataset 
abnormalities with score (Zhang et al. 2017a). Analyzing the microscopic images with different deep 
network architectures gives opportunistic learning on the disease pattern (Xing et al. 2017). The 
tested deep models are CNN (Cireşan et al. 2013), rotational invariance is improved with arbitrary 
object rotation and mirroring techniques, RNN (Zhang et al. 2017b) processes the sequential data of 
gene expression and protein sequences, FCN ("Deeply-supervised nets." 2015) performs the end to 
end convolutional net in a deeper connection, and stacked autoencoders (AE) (Su 2015; Mallick et 
al. 2019) are used to reduce the reconstruction error on the with the noisy gradient map on the 
original image and deep belief networks. Image compression with feature reduction properties 
enabled in deep wavelet autoencoder that shrinks the image feature set and the classification of 
brain tumors and blood leakages with deep neural networks. Extracting the features (Kumar et 
al. 2016) from the image datasets using different types of CNN architectures and the ensemble 
techniques are applied to predict the abnormality class labels. 

The RCNN algorithm is the expert option for predicting and segmenting the abnormal portion in an 
affected sample. Initially, model weights are defined for training and prediction. Perform an active 
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selective search to extract multiple regions on the input image. These extracted regions are of 
different scales and sizes. Each proposed region is labeled with a bounding box. Based on the 
network requirements, every region is resized. The extracted features and respective labels are 
taken as an example; it is used to classify an object. 

Results and discussion 

BMD values of spine bone (Bachrach et al. 1999) include the attributes of patients id, age, sex, ethnic 
and BMD values of 1003 patients. Linear Regression (LR) model is adopted to express the 
relationship between the observed input attributes on target BMD. The multiple linear regression 
model is expressed as, 

Spine_bmd = -0.0001 * pid + 0.0244 * ethnic + 0.0252 * age + 0.0798 * gender + 0.4593. 

The observed parametric results and error values are correlation coefficient (r) 0.6549, mean 
absolute error (MAE) is 0.1119, root-mean-squared error (RMSE) is 0.1389, relative absolute error 
(RAE) is 74.164%, and root relative squared error (RRSE) is 75.4808%. Figure 2 depicts the 
combination of different input features with the predicted BMD values. Each iteration generates 
different intercept (β) and coefficient values based on the influence of feature attributes with the 
target attribute (spinebmd). 
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Fig. 2 

Confusion matrix of feature variants 

The distribution of predicted BMD values with the patient's age is shown in Fig. 3 with regression 
0.37. The residual error is calculated with the observed and predicted results. The error values are 
interpreted with a zero-intersection regression line shown in Fig. 4. 

μ;Log-likelihood=Lμ,σ2;x1….xn=-n2ln2π-n2lnσ2=12σ2∑j=1nxj-μ2 

where µ is denoted as mean, σ is standard deviation and (x1….xn) testing samples. Depending on the 
attributes of age, sex, and BMD values, the two clusters are assigned by density-based cluster 
algorithm. Cluster 0 considers the prior probability of 0.4547 with age (mean = 16.1893, StdDev =
4.2559), 456 male patients, and spine_bmd (Mean = 0.8981 StdDev = 0.1881). Therefore cluster 1 
considers the age (Mean = 16.4272 StdDev = 4.427), 547 female patients, and spine_bmd (Mean =
0.989 StdDev = 0.1696). The estimated log likelihood is -3.26923 calculated with above equation. 

 

 

 

Fig. 3 

Spine BMD value prediction 
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Fig. 4 

Variational score of predicted results 

Image enhancement techniques are used to screen the noisy information from the target image with 
ground truth values. Learning enabled filtering and image denoising forward the processed image to 
the object (tumor/ lesion) recognition. This part discusses the experimental investigation of various 
pre-processing and image segmentation techniques. Image is represented as discrete from 
continuous pixel representation. 

f→fa,b=ma,b×na,b 

where f is the image function; it is described as a discrete closed set of pixels m×n and the position 
of the pixel is (a,b). In terms of intensity correlation with pixel positions is denoted as, 

f→I=fa,b,a,b 

When the image filtering is applied in the original image, the Nearest Neighboring (NN) values are 
averaged, 

NNt=fa,b=xa+yb+zab+w 

NN4p→a+1,b,a-1,b,a,b+1,a,b-1 

The above form is used to calculate the 4 neighboring pixels on the position at a,b. 

NNt′p=fa,b=∑i=1t∑jt′xijaibj 
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NNt¯p=∏t=t′,t″NNtp∪NNdp 

where t′,t¯ are considered the higher range of pixel distance coverage. The noisy image is 
represented as in a known way, 

f′a,b=fa,b+ηa,b 

Averagefilter,f′a,b=1mn∑x,y∈Sabfa,b 

Medianfilter,f′a,b=medianmnx,yx,y∈Sabfa,b 

Median filters are not damaging the object edges; it pertains the original value of an image without 
affecting its adjacent values, whereas a Gaussian filter is used for smoothing the images and reduce 
the noise by blurring the image. The repeated average filter replaces the traditional Gaussian filter 
drawbacks by giving more attention to the edges (Hassan et al. 2019, 2021). Combining the 
segmented superpixels to construct the blur map and defocus them with transductive mapping. 

Gasianfilter,f′a,b=12πσ2e-a2+b22σ2fa,b 

Convoltionfilterf∗ga,b=∑y=b-hb+h∑x=a-wa+wfx,ygx-a,y-b 

Convolution filter is a spatial filter and the kernel g (a, b) can be adjusted with effective width and 
height. Applying multiple image acquisition and enhancement techniques gives the details of an 
image. Figure 5 shows the different types of filters on fibrous dysplasia affected sample image. 
These kinds of pre-processing approaches are used for extracting the feature of Grayscale pixel 
intensity, texture, and smoothing values. This step gives an efficient way of locating and segment the 
object from the image. Six types of segmentation techniques are available in medical image 
processing. There are 40,561 images tested with these filtering and segmentation algorithms. K-
Cross fold validation is used to separate and iterate the data items. All the sets of inputs are tested 
and evaluated with K bundles. Input images are split into two groups as training and testing with a 
70:30 ratio. 
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Fig. 5 

Different filters on skull dysplasia images 

An input image is separated into a set of pixels of (i.j), and it compares the pixel intensity values of 
any position (a,b) to the specified threshold intensity value (T). Depending on the threshold value, 
the image pixels are grouped and used for object identification. This algorithm is efficient for an 
object that has high or low intensity than a background image. It does not suitable for multi-peak 
intensity valued images, and it works for low noisy images. The threshold value may be constant or 
variable depending on the researcher’s consideration. 

Binary segmentation Sbin=Ii,j<T,fori,j→0Ii,j>T,fori,j→1. 

Otsu Segmentation is automatically discovering the constant threshold value based on the intensity 
distribution. It supports the bimodal images that have two different pixel variations. It can be 
represented as, pandq, which are two peaks of intensity distribution, 

Sostu=p||q→Tconstant 

p=∑I=0tf(Ii,j)→c0,q=∑I=tt+nfIi,j→c1 

where c0,c1 are pixel distributions and t represents as pixel variation limit. 

Edge-Based Segmentation considers the features of object edges that have high relevant 
information. Edges add meaning to the objects, whereas edge detections reduce image size by 
eliminating the less relevant information (noise). 

It detects the edge values based on the pixel density, gray level discontinuities, texture, color, 
contrast, and brightness, etc.; edge segmentation algorithms are divided into gradient level and grey 
level. Figure 6 shows the local and global threshold-based segmentation of FD images and different 
types of edge detection techniques applied to the image. OpenCV color detection methods are used 
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for detecting abnormal portions of the RGB color images (Mehra et al. 2020). The background image 
color has differed from the target portion of the image. 

 

 

 

Fig. 6 

Threshold segmentation and edge segmentation 

Region-based segmentation has split the region as small and larger based on the similarity. The seed 
value is selected among the pixels; it may be random or pre-defined constraints. The seed value is 
compared with other pixels either to merge the regions or shrink the region. Region-based 
segmentation of FD wrist bone and craniofacial bones is shown in Fig. 7. 
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Fig. 7 

Region of interest segmentation 

The Watershed segmentation algorithm is an efficient and easy method for segmenting images with 
region processing. The initial kernel points are selected manually or non-manually inside the region, 
which grows around similar seed points among the regions. It works on the hybrid method; the 
image surfaces are considered as topographic and water is flooding to fill up the minimum 
catchment basins to extract the boundary of the ROI (Meyer 1994). The disadvantage of this 
algorithm is over-segmentation due to random noise in the image; improvisation in the watershed 
algorithm is placing the markers to discover the local minima to eliminate the noises. This marker-
controlled watershed algorithm is used for segmentation and measures the metacarpal bone using 
cortical radiogrammetry (Areeckal et al. 2018), and also wavelet decomposed images are used to 
perform segmentation on trabecular bones presented in micro-CT images (Fourati and 
Bouhlel 2011). 

It achieves lower segmentation errors comparing to all other algorithms. Figure 8 shows the 
watershed image segmentation with dilation and distance transformation. 
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Fig. 8 

Watershed region-based image segmentation 

Clustering-based image segmentation is grouping similar pixel intensity for analyzing the hidden 
details of an image. Increasing the number of cluster centers improves the segmentation accuracy by 
grouping the shades, texture, and structures. Clustering techniques of K-means and fuzzy c-means 
algorithms are used for segmenting the images. 

K-means clustering initiates the cluster-based segmentation; then improved clustering is proposed 
by Akhtar et al. (2014), 

f=∑j=1k∑i=1nx,yij-cj2 

where f is the objective function, k is several clusters, c is the clusters' centroids, and n denotes the 
count of the objects. 

Fuzzy clustering is allowing the pixels to group more than one cluster with varying associativity levels 
(Li and Li 2009). Deep learning principles are applied in different scientific applications 
(Krishnamoorthy 2021; Bharti et al. 2021). Figure 9 shows the cluster-based segmentation with the 
number of cluster variations. 
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Fig. 9 

Cluster-based segmentation 

All the fibrous region pixels are segmented and classified into single groups with semantic 
segmentation algorithms. To differentiate the regions with high- and low-level fibrous formation is 
identified with different instance segmentation algorithms. Pixels are the real entity to create the 
meaningful difference from the sharp corners. It defines the object edges and shapes with threshold 
values. The boundary of the discovered fibrous regions may be discontinuous, and it is covered with 
local element-wise multiplication. 

Transfer learning of tumor detection algorithm is applied into fibrous dysplasia affected image with 
different iteration and parameter tuning. Mask-RCNN segmentation algorithm is implemented to 
extract the affected portion of an image. The learning parameters are initiated with default values 
and user-specific values based on the model architecture. Since the deep learning models need more 
data samples for training and testing. When the input samples are increased, and the model 
prediction accuracy is also increased. Cross entropy loss is measured in classifying the fibrous region 
from the normal bone tissues. This model deals with binary classification. 

CrossEntropyLoss=-ylogp+1-ylog1-p 

The filtering approach clears the noisy information from the images. Additionally, clustering 
approach groups, the similar texture details with their predefined labels. It creates the mask over 
the fibrous regions with the help of multiple cluster seeds. 

Image augmentation is used for increasing the data samples with variations for efficient training. 
With these augmented images, the exact portion of a tumor or lesion is detected. Figure 10 shows 
the image segmentation with different parameter tuning in model training with one or more masks. 
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Fig. 10 

Transfer learning of tumor detection on FD affected images 

The input image contrast pixels are compared with convolutional local features to separate the 
abnormal regions. Some of the concave portions of the bone images have noisy pixels. This 
messiness creates the pixel correlation with background information on deciding the edges. The loss 
values of defining edges are measured and plotted. Figure 11 shows training and testing samples of 
skull dysplasia segmentation loss. 
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Fig. 11 

Skull dysplasia image segmentation 

Discovering the relevant portion segmentation is measured with true detections from all fibrous 
portion detection. 

Precision=TrueDetectionAll_detections 

All relevant fields are extracted and form the mapping with ground-truth detected portions. 

Recall=TrueDetectionAllground_truths 

The hyperparameters of RCNN are succeeded in all 40 iterations. Every step the bounding box 
construction with the extracted region is estimated perfectly. The average deviation of boundary 
box loss segmented location is illustrated in Fig. 12. 
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Fig. 12 

Building box construction on the segmented region 

Figure 13 shows the mask with filled colors of segmented objects based on the edges detected by 
the algorithm. Highlighting fibrous tissue region from bone marrows is not correctly differentiated. 
The edge pixel values are assorted with the background information. RCNN works the encoder and 
decoder model to specify the interconnected pixels in the receptive field. These high-density 
interconnected pixels define the region over the field. 
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Fig. 13 

Mask on the segmented region 

Conclusion 

Different prospects of medical image error analysis techniques are discussed with fibrous dysplasia-
affected samples. Bone density and bone thickness techniques are discussed with quantitative 
measures of the bone test. Various pre-processing techniques of classical and learning-based filters 
are applied in the FD images. It extracts the essential features of texture, brightness, smoothing, 
shades, intensities, structures, and edges of the images. Irrelevant information is reduced with 
filtering techniques by sharpening the edges. The Pre-processed image is forwarded to image 
segmentation for fibrous tissue detection and localization. Six different types of segmentation 
algorithms are applied in the FD affected sample, to identify the bulges, lesions, dis-alignment of 
bone structures and fibrous tissue growth inside the bone. Further improvements of this work are to 
enhance the convolutional neural network for classifying several FD abnormalities with multi-class 
abnormality prediction and also need to focus on illuminance noise removal algorithms. 
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