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Abstract

The detection and measurement of transient episodes of crustal deformation

from global InSAR datasets are crucial for a wide range of solid earth and nat-

ural hazard applications. But the large volumes of unlabelled data captured

by satellites preclude manual systematic analysis, and the small signal-to-noise

ratio makes the task difficult. In this thesis, I present a state-of-the-art, unsu-

pervised and event-agnostic deep-learning based approach for the automatic

identification of transient deformation events in noisy time-series of unwrapped

InSAR images. I adopt an anomaly detection framework that learns the ‘nor-

mal’ spatio-temporal pattern of noise in the data, and which therefore identifies

any transient deformation phenomena that deviate from this pattern as ‘an-

omalies’. The deep-learning model is built around a bespoke autoencoder that

includes convolutional and LSTM layers, as well as a neural network which

acts as a bridge between the encoder and decoder. I train our model on real

InSAR data from northern Turkey, and find it has an overall accuracy and

true positive rate of around 85% when trying to detect synthetic deformation

signals of length-scale > 350 m and magnitude > 4 cm. Furthermore, I also

show the method can detect (1) a real Mw 5.7 earthquake in InSAR data from

an entirely different region- SW Turkey, (2) a volcanic deformation in Domuyo,

Argentina, (3) a synthetic slow-slip event and (4) an interseismic deformation

around NAF in a descending frame in northern Turkey. Overall I show that

my method is suitable for automated analysis of large, global InSAR datasets,

and for robust detection and separation of deformation signals from nuisance

signals in InSAR data.
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Chapter 1

Introduction

Geohazards, including earthquakes, volcanic eruptions and landslides have major

impacts on human lives and livelihoods. An important aspect of understanding

and forecasting these phenomena are measurements of how they cause the ground

to move. These measurements are critical for both research into geohazards and in

monitoring their impact.

While earthquakes occur very rapidly, their aftermaths are devastating and long-

lived. The Haiti Earthquake (largest ever recorded in Haiti) in 2010, affected

one-third of the overall population (Margesson and Taft-Morales (2010)). In 2021

Haiti was hit by another earthquake of magnitude 7.2, the deadliest earthquake of

the year that resulted in 2248 fatalities and an economic loss of USD 1.6 Billion

(Aon, 2021 †). The risk of social and economic losses remains high for both low

and high-hazard areas. Low-hazard areas are those that are often hit by infrequent

severe earthquakes and population and assets are vulnerable in this case due to

lack of preparation and delayed rescue response (Wei et al. (2015)). Figure 1.1

shows the distribution of around nineteen thousand earthquakes that occurred in

the last 10 years. Whereas the Figure 1.2 shows the number of deaths recorded

for each year, 222517 deaths out of the 226050 in 2010 are reported from the Haiti

earthquake (Gupta and Sadiq (2010)).
†https://www.aon.com/empowerresults/helping-countries-recover-from-devastating-

earthquakes/
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Earthquakes of Magnitude 5.0 or Greater M < 5.1       M < 6       M >= 6 

Figure 1.1: Global distribution of 19806 earthquakes between 2010-
2020. Circles are coloured by earthquake magnitude. Data from
http://earthquake.usgs.gov/earthquakes/
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Figure 1.2: Estimated number of deaths for each year between 2010-2020 (right
side of the vertical axis). Magnitude-wise number of earthquakes for each year
for the past 10 years (left side of the vertical axis). For the year 2020, no data
for the deaths is available. The plot is reproduced from the statistics taken from
https://www.usgs.gov/programs/earthquake-hazards/lists-maps-and-statistics

To mitigate the risks involved or to speed up the response team, it is important to

understand the dynamics of an earthquake and also its triggered aftershocks. The

same is true for other geohazards like tsunamis, landslides, volcanoes, etc. Stud-
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1. Introduction

ies show that slow earthquakes and huge mega-thrust earthquakes have common

characteristics and occur in neighbouring regions of the seismogenic zone (Obara

and Kato (2016); Cruz-Atienza et al. (2021); Segall et al. (2006)). Monitoring and

analysing such slow/silent seismic activities might lead the way to understand and

classifying the underlying pattern to assess the probability of larger earthquakes.

When a fault ruptures at a high velocity (several km/s), an earthquake occurs and

seismic waves are generated. Faults typically experience repeated semi-periodic

failure in earthquakes as part of the earthquake cycle. The earthquake cycle con-

sists of three phases, the inter-seismic, co-seismic, and post-seismic phases. During

the inter-seismic phase, elastic strain accumulates in the shallow crust as the fault

is ’locked’ by friction. This accumulated strain is then released in the co-seismic

phase when the fault ruptures seismically. Finally, stress concentrations caused by

the earthquake are alleviated by slow, transient slip on the fault and by other aseis-

mic viscous processes during the post-seismic phase. However, in some instances,

certain faults may also release strain slowly, by rupturing over hours-weeks rather

than seconds during a normal earthquake, this type of event is called a silent or

slow earthquake and the energy released during these events is hard to detect by

a seismometer. Satellite radar (InSAR) observations can be used instead to de-

tect earthquakes, slow slip events, creep, post-seismic and interseismic deformation

by instead measuring the small-magnitude ground deformation they cause (Nissen

et al. (2011); Nippress et al. (2017)). Measurements of ground deformation serve

as a critical indicator of what is occurring beneath a volcano. The ground usu-

ally swells when magma builds up in an underground reservoir before an eruption

(called inflation). The earth above the reservoir also sinks as magma leaves the

reservoir, possibly erupting (called deflation). Stresses that can cause movement on

faults during earthquakes can cause volcanoes to deform (Babb et al. (2011)). Sim-

ilarly, analyzing ground deformation is another method used to evaluate landslide

activity. (Burrows et al. (2019)).

Earth Observation (EO) systems have revolutionised the understanding of the earth

3



1.1. Ground deformation analysis - previous methods

and its dynamics, boosting the opportunity to monitor solid earth hazards (Elliott

(2020)). EO satellites measure the ground deformation that is useful for local-

ising or identifying the geographic location of a transient event, which is crucial for

flagging regions that might be affected by aftershock events (Calais et al. (2010)).

Also, it can be used to understand the temporal and spatial patterns of such activ-

ities. These deformation measurements carry useful information not only about the

earthquake cycle but for volcanic processes as well. So, these datasets are equally

valuable for the monitoring of volcanoes and related topographic changes (Ebmeier

et al. (2018)). Pixel-by-pixel, event-based analysis of large, high-resolution EO data

is strenuous and time-consuming. On top of that, the low signal-to-noise ratio and

data gaps (increased number of missed days to months of image acquisition) makes

the job even harder. In this thesis, I have successfully tried to mitigate manual

labour exertion and developed a machine learning based event agnostic detection

model that learns the spatial-temporal attributes of ground deformation in an un-

supervised manner.

1.1 Ground deformation analysis - previous methods

Seismic waves have been used to study and formulate the theory behind earth-

quakes. Seismology has been used to monitor fractures, study earthquakes or

eruptions that occurred in response to stress, and model systems that generate

warnings before the occurrence of any such events (Allen and Kanamori (2003)).

The installation of GPS stations across the globe opened gates to study ground

deformations more deeply and so the motion vectors generated by the GPS com-

bined with seismic waves recorded after an earthquake helped scientists to identify

the slip, fault type, source, stress levels and intensity of the hit earthquake more

accurately and precisely as compared to using these sources alone (Li et al. (2013)).

The capabilities of satellites have been improved over time and so the interference

radar data of successive passes is a useful source to detect earthquakes. (Masson-
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net et al. (1993)) detected the Landers earthquake in California-1992 using the

interference radar data. Since then over 200 studies on 130 individual earthquakes

are published, that have incorporated InSAR data in different models to study the

earthquake story above and below the earth’s surface (Funning and Garcia (2018)).

The radar images captured by the consistent satellites providing global coverage

have bypassed the expensive infrastructures that need to be installed and mon-

itored for long times to record the movements, with an approximately equal level

of location accuracy. These images have shown the way to the missed ruptures in

past events like (Talebian et al. (2004)). The digital elevation model DEM made

from stereo satellite images maps the earthquake ruptures and using them and

monitoring the fault along past earthquakes around the same location can guide

about the pattern of the historic and expected earthquake (Zhou et al. (2015)).

1.2 InSAR dataset

With the back-to-back launch of Sentinel 1A and Sentinel 1B , a minimum of a 6-day

interval between SAR images has been established that is well-suited to capturing

low-rate deformation with increased numbers of observations (Elliott et al. (2016)).

In this thesis, I have focused on differential InSAR data that is interpreted in terms

of the displacement of the earth’s crust. I elaborate on the mathematics involved in

the computation of this data and how it is useful to capture transient, deformation

with automatic methods like artificial intelligence and machine learning.

1.2.1 Structure of InSAR data

A SAR image is a 2-dimensional array containing a complex number that has amp-

litude and phase ϕ information about the microwave radiations that are deflected

by the earth’s topology (Hanssen (2001)). The ’synthetic aperture’ in the SAR

allows high spatial resolution by synthetically increasing the aperture window size

of the satellite without carrying large antennae (Chen et al. (2000)).
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The change in phase ∆ϕ is measured by comparing two SAR images of the same

location but captured at a different time and angle tells us about the movement of

the earth’s surface. The complex representation of two SAR images A and B are

given by eq 1.1 and eq 1.2:

A = |A|ejϕA , (1.1)

B = |B|ejϕB , (1.2)

where j =
√

−1, |A| and |B| is the absolute amplitude (Hanssen (2001)). So, an

interferogram C can be found by the complex multiplication of A and B, given by

eq 1.3:

C = |A||B|ej(ϕA−ϕB), (1.3)

∆ϕ can be extracted from eq 1.3 ∆ϕ = ϕA −ϕB. The phase in the above equations

varies from −∞ to +∞, but InSAR wraps these measurements in the range (−π, π).

The wrapped ϕw and the original measurements of phase ϕ are related by the given

eq 1.4 (Hanssen (2001)):

ϕ = ϕw + 2Kπ, (1.4)

where K is an integer and ϕw is in range [−π, π). The interferogram generated by

InSAR contains the coloured contours of phase change that depict the interference

patterns, these wrapped phase ϕw contours are called fringes (Hanssen (2001)).

To compute the surface deformation, these wrapped phase values ϕw need to be

reverted to the original phase ϕ. This challenging process is called ’phase un-

wrapping’, which is also the most difficult step in radar interferometry (Ghiglia

and Pritt (1998)). To solve for K, it is assumed that the phase gradient between

neighbouring pixels is in the range [−π, π), this is assumption is based on a priori

understanding of the topography. To equate phase gradients of ϕw (wrapped) to

that of ϕ (true), the measured phase gradient is less −π than a cycle is added and

deducted if it is larger π (Hanssen (2001)). Then the phase gradients are added
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using a flood-fill algorithm. The assumptions made to solve this are valid only

if the phase gradients of ϕ are not affected by noise. In the case of faulty phase

gradients, the error propagates through all pixels making the interferogram faulty

(Hanssen (2001)). These errors can pose a problem for processing InSAR images

and can hinder the detection of anomalies in it, this is further explained in Chapter

3 where the proposed method detects them as a false positive. In this thesis, I have

used unwrapped interferograms to train, evaluate and test my methodology (in

Chapters 3, 4 and 5). I have not performed ’phase unwrapping instead, used the

processed and unwrapped interferograms from the LiCS Sentinel-1 InSAR portal

(Lazecký et al. (2020)).

The total change in phase ∆ϕ is affected by other factors given in eq 1.5 (Walters

(2012)):

∆θT otal = ∆θDeformation + ∆θOrbit + ∆θT opography + ∆θAtmospheric + ∆θP ix, (1.5)

where ∆θDeformation is the phase delay caused by the earth’s deformation, while

noise contributes to the rest including orbital noise, topographic and atmospheric

effects and changes due to the scattering properties of ground at each pixel. Thermal

noise also contributes but is insignificant compared to the other four components

(Bürgmann et al. (2000)). The change in position of the satellite at time T1 as

compared to time T0, this known separation and change in the line of sight of the

satellite adds a gradient-like effect to the images which is subtracted from them.

∆θT opography is the irregular changes in elevation of the terrain on earth that affect

the radar path length and vary with different satellite positions. DEM (Digital

Elevation Model) is used to correct these effects. ∆θAtmospheric are the variations

in temperature and pressures that add to the ground deformation (Walters (2012);

Lazecký et al. (2020)).

The signal of interest is ∆θDeformation, which is used to map ground surface move-

ments in the LOS direction (Hanssen (2001)), the rest is considered as noise that

is filtered and corrected to the most extent. This technique is called InSAR, it
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measures 1D ground motion, however, the ground surface motion is in three spatial

dimensions E (east), N (north) and U (up) (Figure 1.3, (Fuhrmann and Garthwaite

(2019))). It is important not to neglect any certain dimension of motion or to make

assumptions for a specific one, although measurements from polar-orbiting s satel-

lites are necessarily less sensitive to North-South displacements. The deformation

in 3D is given by eq 1.6:

∆θDef = −4π∆r

λ
= (4π

λ
)u · p̂, (1.6)

where ∆r is the range change when ground motion is away or towards the satellite

between two SAR acquisitions and λ is the microwave wavelength (Chen et al.

(2000)), p̂ is the unit vector pointing from the target to the satellite and u is the

3D vector of motion (Walters (2012)). In this study I use unwrapped Sentinel-1

interferograms obtained from the global LiCSAR processing system developed by

the UK’s Centre for the Observation and Modelling of Earthquakes, Volcanoes and

Tectonics (COMET) (Lazecký et al. (2020); Li et al. (2016))

1.2.2 Acquisition Geometry

Radar acquisitions are made twice, daytime and night-time. The satellite track that

is ’descending’ or is roughly travelling from N to S captures the daytime ground

information. Whereas, when the track is ’ascending’, that is travelling from S to N,

it captures the night-time data (Figure 1.3). Figure 1.4 shows an example InSAR

image that captures a ground deformation caused by an earthquake in China, the

Figure shows both ’ascending’ 1.4(a) and ’descending’ 1.4(b) tracks of the event.

As they acquire data from two different directions, they are used together with

GPS measurements to mitigate the limitation of recovering 3D displacements from

InSAR (Wright et al. (2004); Hu et al. (2014)).
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Ground position at time T1

Ground position at time T2

Acquisition at T2

Acquisition at T1

Not to scale

U

N

E

U

N

E

Figure 1.3: Cartoon explaining the measurement procedure of InSAR. Two satel-
lites, (right) is the one following the descending track and (left) is the one following
ascending track. The phase difference between acquisitions at time T1 (blue dotted
line) and T2 (red dotted line) are used to compute the ground movement, with T1
being pre-event and T2 being the post-event of any seismic or atmospheric activity
that caused the movement.

(a) (b)

Figure 1.4: Examples of data. InSAR unwrapped images that have captured
an earthquake of magnitude 7.4 in Southern Qinghai, China. (a) Image from
the ascending track (that is from S to N) and (b) is the image from descend-
ing track (from N to S) of the Sentinel-1 satellite. The images are taken from
https://comet.nerc.ac.uk/earthquakes/us7000e54r.html
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1.3 LiCSAR processing system - Turkey data

Looking Inside the Continents from Space (LiCS) project by the Centre for the

Observation and Modelling of Earthquakes, Volcanoes and Tectonics (COMET) is

an automated InSAR processing chain for Sentinel-1 data (Lazecký et al. (2020)).

The interferometric products (interferograms both wrapped and unwrapped) pro-

duced by LicSAR are freely available and easily accessible on the online portal.

The aim of this is to map the global tectonic strain and to understand the spatio-

temporal patterns when deformation takes place relative to earthquakes and mag-

matic activity (Lazecký et al. (2020)). Figure 1.5 shows the snapshot of the online

portal, displaying the global coverage of the processing system. Turkey is currently

the best-covered part of the world, with good interferogram coverage. The inter-

ferometric time-series data of Turkey is used to study the deformation field of the

North Anatolian Fault (NAF) and East Anatolian Fault (EAF) (Walters (2012);

Lazecký et al. (2020)). According to historical seismic records, the NAF has shown

generally cyclical seismic behaviour since the seventeenth century. Over 100 years,

recurring series of earthquakes rupture progressively from the east to the west (Sen-

gör et al. (2005); Walters (2012)). According to GPS readings, the fault is thought

to be shifting at a rate of 241 mm per year (McKlusky et al. (2000)). The NAF’s

total displacement is generally agreed to be between 80 and 85 kilometres, and it

is believed that the fault has been active for 5 Ma (Barka et al. (2000); Bozkurt

(2001)). The high rate of active fault and seismic activity makes Turkey a valu-

able source to study the underlying fault behaviour of the earthquake cycle and

learn the spatial and temporal patterns relative to it. In this thesis, I have used

interferograms from the area of Turkey to develop the methodology. The idea is to

train the model on a generally active region so the learning of the model diversifies

and so it can be applied elsewhere. I have provided the exact frame details and

network figures of datasets used in Chapters 3, 4 and 5 respectively.

10



1.4. The aim of this thesis

Figure 1.5: A snapshot of the LiCSAR online portal. It shows the global coverage of
data processed and available at the portal. A total of 880, 250 including ascending
and descending frames are mapped here. The blue box encapsulates the region
of Turkey, which is the most captured location, with over 800 products starting
from 2014 till 2021. This image is taken from (https://comet.nerc.ac.uk/comet-
lics-portal/)

1.4 The aim of this thesis

It is important to fully understand, localize and detect the temporal stamp of

any transient event causing major crustal/ground deformation, for example, an

earthquake or a volcano, etc. InSAR with its regular, high precision and global

coverage, carries useful spatial-temporal patterns that justify the nature of these

events. But the large volumes of unlabelled data captured by current and next-

generation satellites preclude manual systematic analysis, and the small magnitude

of many signals of interest relative to background noise makes the task difficult.

Machine learning and deep learning on the other hand the state-of-the-art technique

to cater to and learn from such large datasets and these models have showcased

high accuracy and efficiency for learning distinguishable patterns. Machine learning

in the field of tectonics is still in its infancy and it is either applied to synthetic
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data or event-specific labelled InSAR data. Similarly, rigid off-the-shelf models

are applied to labelled data. Since the start of my research, I felt the need to

develop a machine learning pipeline that is not only unsupervised but also event-

agnostic. Because InSAR data captures every kind of deformation, with varying

spatio-temporal patterns it should be possible to use this dataset to develop a

single, but multi-purpose, diverse model.

I aim to develop, design and test, unsupervised deep learning based event-agnostic

models to detect when in time and where in terms of location, transient deformation

events occur. The main motive here is to evade manual analysis and present an

accurate method for the automatic analysis of InSAR data.

1.4.1 Thesis structure

In this thesis, I will provide an application of machine learning, viable to use

with/for InSAR data to broadly detect transient phenomena. The thesis is organ-

ised as follows:

• Chapter 2 discusses the machine learning methodology that can be applied

to the InSAR data for its automatic analysis. It also presents an in-depth

study of traditional and cutting-edge methodologies to detect earthquakes.

• Chapter 3 follows and describes the proposed deep learning based solution for

an unsupervised, event agnostic analysis of InSAR data, called ALADDIn,

that is adapted from Shakeel et al. (2022).

• Chapter 4 describes an improved methodology and training technique for the

detection of transient phenomena. It also provides a comparison based on

quantitative and qualitative analysis of both models. To prove the capabilities

of my method, it is tested on two real case studies (an earthquake and a

volcanic eruption) and a 2D Gaussian-based synthetic test dataset.
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• Chapter 5 presents and analyses output when the models are trained on

synthetic data. It also explains the process of creating this synthetic data and

then evaluates all four models. The deduced best model from the evaluation is

applied to a synthetic slow slip event and also to a descending frame capturing

deformation around the NAF, North Turkey.

• Chapter 6 summarises the findings based on previous chapters and results.

This chapter also discusses future work and research that can be held based

on the findings of my thesis.
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Chapter 2

Methods - Literature Review

While the satellites are capturing and storing useful information with high fre-

quency and greater precision, it is also becoming impractical to manually analyse

and interpret it for diverse attributes. In this chapter, I provide a brief over-

view of machine learning and deep learning, the mathematical background of these

algorithms and operations used in them, general protocols and architectures for

training on a variety of tasks, and finally their ability to learn from the complexit-

ies of InSAR data. Also, this chapter elaborates on the family of techniques, that

are used to design and test deep learning models defined in Chapters 3 and 4. I

conclude this chapter, by providing a literature review of existing techniques to

process InSAR through deep learning.

2.1 Introduction to machine learning

Over the past decade, machine learning has vastly been developed and has proven

itself to be an efficient and accurate technique to answer questions in a variety of

fields including remote sensing (Maxwell et al. (2018);Lary et al. (2016)), health

care (Qayyum et al. (2020);Ahmad et al. (2018)), finance (Emerson et al. (2019)),

etc. Human competitive results for the task of classification in images revolu-

tionized new ways of automation and the need for analysis of data. To bring all

experimental data from the past and present to life, algorithms are designed that
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are fit for automatic improvement over time through a learning experience or a

learning algorithm (Jordan and Mitchell (2015)). A learning experience is defined

as: “A computer program is said to learn from experience E with respect to some

class of tasks T and performance measure P , if its performance at tasks in T ,

as measured by P , improves with experience E.” (Mitchell et al. (1997)). As per

this definition, the process of learning should not be confused with the task T , as

learning is the ability to perform a task T (Goodfellow et al. (2016)). A task T

can be described as how a learning algorithm processes a ’sample’, for example,

classification, detection, regression, translation, etc. A ’sample’ can be represented

by a vector x ∈ Rn, where each entry xi is a feature quantified from an event or an

object we want to process. For example, the feature of an image, are the values of

pixels that construct an image (Goodfellow et al. (2016)). The machine algorithms

consist of five main parts: (I) dataset (collection of ’samples’ or experimental data),

(II) its representation (generated using a feature extractor), (III) a loss function

(performance measure P ), (IV) an optimizer and (V) a model (Goodfellow et al.

(2016)). The metric P is critically selected depending on the task T performed and

the capability of an algorithm is judged based on its output on unseen samples,

often referred to as test data.

The learning experiences can be learned through three main classes: supervised

learning, unsupervised learning, and reinforcement learning (Figure 2.1). Re-

inforcement learning improves its decision-making metric while interacting with

a complex environment, for example, self-driven cars and gaming (Littman and

Szepesvári (1996)). In this thesis, the questions I attempt to answer do not require

such a form of learning, so, I have developed algorithms that are based on unsuper-

vised and supervised learning and so do the available literature. Hence the topic

of reinforcement learning is not discussed further.
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Machine Learning

Supervised 
Learning

Unsupervised 
Learning

Reinforcement 
Learning

Artificial Intelligence

Deep 
Learning

Figure 2.1: A Venn-diagram of artificial intelligence. Showing the relationship
between all its branching families including machine learning, deep learning, re-
inforcement learning, supervised learning, and unsupervised learning. The Venn
diagram is adapted from the Figure illustrated in (Bengio et al. (2017)).

2.1.1 Supervised Vs unsupervised learning

Machine learning algorithms E as defined previously are broadly categorized as

supervised or unsupervised learning algorithms. The core distinction between these

learning experiences lies in the type of dataset. The dataset can be marked or

unmarked, marking or tagging a dataset is associating a ’label’ with every sample

in the data, that defines its attributes of it. For example, the ImageNet dataset

(Deng et al. (2009)) contains 3.2 million real-world images, that are annotated and

labels are present with each image that represent a specific category.

Generally, when annotations or labels of a dataset are available, then it would not

be wrong to say that a ’guide’ is present to instruct the algorithm to predict ′y′

from ′x′. Where ′y′ is the associated label of the input ′x′, this is called supervised

learning. The performance metric P evaluates the learning based on the compar-

ison of these predicted labels and the original annotated ones. Whereas, in the case

of unsupervised learning, no such ’guide’ is available. So, the algorithm attempts
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to implicitly or explicitly learn the probability distribution p(x) of the unlabelled

data (Goodfellow et al. (2016)). Such algorithms learn the underlying properties

and patterns of the data and group the data based on their distinctive patterns, for

example, clustering. Structured output problems like classification, segmentation,

regression, etc., lie under supervised learning, while density estimation is often cat-

egorized as unsupervised learning (Goodfellow et al. (2016)). Another variant, that

lie within the boundaries of these learning algorithms is semi-supervised learning.

Here the data is partially annotated or while learning for a task T , some useful

information is fed with the input x that aids the learning experience.

2.2 Deep learning - a subset of machine learning

Deep learning as compared to many traditional machine learning algorithms, con-

sists of a number of ’hidden’ layers between an input and output layer. Conceptu-

ally, machine learning algorithms entirely depend on an external feature extractor

(for example correlation, PCA, etc, Khalid et al. (2014)), that transforms the input

and generates suitable representations from the raw data, for the algorithm to learn

from (LeCun et al. (2015)). Whereas, in deep learning, the learning algorithms rely

entirely on the number of "hidden" layers to develop features. During the process

of learning, these layers do not expose the target output, hence they are called

the hidden layers. The number of hidden layers used generally corresponds to the

depth of the algorithm and so these learning algorithms are called deep learning

models. This form of learning relies on artificial neural networks, that try to rep-

licate the activities of human brain cells called neurons. The hidden layer consists

of these neurons and the number of neurons in each hidden layer defines the depth

of the model.
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2.2.1. Theory

2.2.1 Theory

The flow of information from the input layer, passing these hidden layers and

resorting to the output layer, can be represented by a function f∗, which comprises

a group of functions. Because of this property of composing different functions

together, they are called "networks". For example, if we have a network that

contains three hidden layers, then the final output would be described by equation

2.1 and equation 2.2 (Goodfellow et al. (2016)).

ŷ = f∗(x), (2.1)

f∗ = f3(f2(f1(x))), (2.2)

where, x is input, f1 is the first hidden layer, and f2 and f3 are the second and

third hidden layers respectively. Each function maps its input to the input of the

following layer (Figure 2.2). These types of models are called feedforward models

because the information is flowing in one direction only and they are referred to as a

"network" because of the chain of functions connected with each other (Goodfellow

et al. (2016)). The function f∗ can be defined as mapping its input to output with

two basic parameters, weight w and bias b. So, following the same example of a

neural network with three hidden layers (Figure 2.2) elaborated earlier. The output

of first hidden layer h1 = g(f1(x; w1, b1)), second hidden layer h2 = g(f2(h1; w2, b2))

and h3 = g(f3(h2; w3, b3)). Where g is the activation function on top of each layer

to introduce non-linearity in the system of equations. The functions f1, f2, f3 are

defined by equation 2.3,2.4,2.5,2.6:

h1 = g(f1(x; w1, b1)) = g(xw⊤
1 + b1), (2.3)

h2 = g(f2(h1; w2, b2)) = g(h1w⊤
2 + b2), (2.4)

h3 = g(f3(h2; w3, b3)) = g(h2w⊤
3 + b3), (2.5)

ŷ = h3 = g(f3(g(f2(g(f1(x; w1, b1)); w2, b2)); w3, b3)), (2.6)
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x h1 h2 h3 y

x

h1 h2 h3

y

Figure 2.2: An example of a neural network is illustrated in two styles. (top) Shows
the input x going forward to hidden layers 1,2 and 3. (bottom) Shows the same
neural network, expressing the number of neurons in each hidden layer. The depth
and width of this example model can be seen by the number of hidden layers and
the number of neurons in each layer.

The parameters weight w and bias b are initialized randomly and are of different

shapes depending on the number of neurons in each layer.

The activation function that provides non-linearity to the network is essential be-

cause it allows learning the difference concerning the loss. The most commonly

used activation functions (Figure 2.3) are a sigmoid(z) = 1
1+e−z (Cybenko (1989)),

Tanh(z) = 1−e−2x

1+e−2x (Malfliet and Hereman (1996)), rectified linear unit (RELU)

Relu(z) = max(0, z) (Glorot et al. (2011)) and softmax(z) = ezi∑K

j=1 ezj
for i =

1, 2, . . . , K (Bridle (1989)). Over the years these functions have been modified and

adapted as per network and task requirements. Softmax and sigmoid are gen-

erally used with the output layer, to transform activations from neural layers to

probabilities or class scores for classification purposes.

After developing the network, the training protocols need to be set up. The fore-

most protocol is to learn while minimizing the loss P (θ). The loss or cost function is

a comparison between the predicted output ŷ and the original label y (for the case

of supervised learning). P (θ) is also one of the sources of performance measures.

This means of iterative training is called gradient-based optimized learning (Good-

fellow et al. (2016)). To apply this form of learning, it is important to selectively
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Figure 2.3: Some of the commonly used activation functions. (Top Left) Sigmoid
function g(z) = 1

1+e−z plotted on range of values z from (-10 to 10). (Top Right)
Tanh function g(z) = 1−e−2x

1+e−2x plotted on range of values z. (Bottom Left) RELU
function g(z) = max(0, z) plotted on a range of values z. (Bottom Right) softmax
function g(z) = ezi∑K

j=1 ezj
for i = 1, 2, . . . , K plotted on range of values z.

choose or compose from scratch a cost function, that best suits the model and task’s

requirements. The most popular is the binary cross-entropy (BCE) (equation 2.7),

this cost function is used for binary classification, depending on probabilities (ŷ

needs to be transformed to probabilities for example, by using the softmax activa-

tion function). For regression, mean absolute error (MAE) and mean squared error

(MSE) is used. They are defined in the equation 2.8 and 2.9 respectively. In this

thesis, I have used MSE and MAE as loss functions to design my models for the

purpose of unsupervised anomaly detection, concisely explained in the Chapters 3

and 4.

BCE = −(y log(ŷ) + (1 − y) log(1 − ŷ)), (2.7)

MAE =
D∑

i=1
|yi − ŷi|, (2.8)

MSE =
D∑

i=1
(yi − ŷi)2, (2.9)
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Where yi is the ground-truth (input), ŷi is the output and i is iterated over total

number of samples D.

2.2.1.1 Back-Propagation

While the information is propagated forward from the input to hidden layers and

finally to predict output and compute cost P (θ). The flow of information until here

is one-sided, back-propagation (Hecht-Nielsen (1992); Rumelhart et al. (1995)) al-

lows this flow backward, from a cost function to each hidden layer in the reverse

direction. The algorithm back-propagation is a way to compute gradients that as-

sists iterative training for gradient-based optimization (Goodfellow et al. (2016)).

It uses chain-rule calculus to compute the derivatives, in a specific order of propaga-

tion.

To define the algorithm, it is important to identify the dimensions of the para-

meters, that is the weight w and bias b for each layer. The array consisting of

weights should be of size (n × j), where n is the number of neurons in the hidden

layer and j are the input units. Following the example, the neural network shown

above (Figure 2.2), for the first hidden layer h1, the weights w1 are of size (3 × 1).

Respectively, for h2 and h3, the size of w2 and w3 is, (3 × 3) and (2 × 3). And for

the output layer, the size of weights would be (1 × 2). Weights are assigned for

each connection (represented by arrows in Figure 2.2 (bottom)), but while compu-

tations, they are converted to an array format. Each row of array wl
n, corresponds

to the weights of nth neuron of the lth layer. Whereas, bias bl is a constant value

added for each layer l.

Backpropagation works by updating every weight parameter concerning the cost

function. Let’s say the cost function or the total loss P (θ) is computed using MAE

given in the equation 2.8. Then, using the chain rule and partial derivatives, the

gradient for each weight, concerning the cost P (θ) can be calculated. For example,

the gradient for w2
1 (1st neuron in 2nd layer) is given by 2.10:
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∂P

∂w2
1

= ∂P

∂h3
× ∂h3

∂h2
× ∂h2

∂w2
1

, (2.10)

where h3 and h2 are layer outputs computed using equation 2.4 and 2.5. The

weights are then subtracted by their respective gradients by multiplying with a

value α, called the learning rate. This is shown in the equation 2.11:

ŵ2
1 = w2

1 − α
∂P

∂w2
1

, (2.11)

The learning rate is an optimizing parameter, which is the step size with which the

weights are updated at each iteration (Goodfellow et al. (2016)). This hyperpara-

meter controls the extent of the cost function that needs to be sent back to update

the weights. The value can be selected from a range of 0.0 to 1.0 It is correlated

with the number of training epochs. A training epoch is when the network is iter-

ated over all data. So, a low learning rate means, a greater number of epochs as

the weights are updated slowly, this ensures that no local-minima is missed while

the model slowly converges towards optimal accuracy. Whereas, a high learning

rate means rapid changes achieved within less number of epochs (Bengio (2012)),

these drastic changes might cause a divergent behavior and instead of converging

to local-minima, the model weights might diverge far from it. While designing the

models elaborated in Chapters 3 and 4, I started with training a batch of data

with a relatively high learning rate and then decreased it until the model achieved

optimal accuracy. This can be engineered by monitoring the training as well as val-

idation cost and accuracy for each epoch. Deep learning platforms like TensorFlow

(Abadi et al. (2015)) provide algorithms to automatically schedule the learning

rate while training. It can also be tuned cyclically by providing a range of learning

rates and the algorithm finds the best value by monitoring the convergence and

divergence of cost function (Smith (2017)).
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2.2.2 Convolutional Neural Network (CNN)

Convolutional neural networks are a type of neural network that can process spatial,

multi-dimensional data, for example, images which is a 2D or 3D array of pixels

and videos, etc (LeCun et al. (1995)). The difference between a neural and a

convolutional neural network is that of matrix multiplication, the latter employs

the mathematical operation of convolution instead of general matrix multiplication.

The convolution operation is denoted by an ′∗′, it is applied between the input x

and a kernel K and the output is often called a feature map. Equation 2.12 defines

this operation for 2D input x (Goodfellow et al. (2016)):

z(i, j) = (x ∗ K)(i, j) =
∑
m

∑
n

x(m, n)K(i − m, j − n), (2.12)

The kernel K can be of size much smaller than the input x as its purpose is t sort

each element of x separately. In the equation, 2.12, m and n are the pixel location

of x, and i and j are the ones for the output feature map z. For a 3D x, a 3D K

computes feature maps in each dimension. When implementing the convolution,

it is performed as a dot product, as shown in Figure 2.4. To ensure each element

in a multi-dimensional input x is processed, other parameters like stride S, and

padding P are also considered while applying this operation. Stride is the gap with

which K is applied to x. So, the size of the feature map can be deduced by the

equation 2.13,

nout = nin + 2P − k

S
+ 1, (2.13)

where nout is the output size of the feature map, nin is the size of input x, P

represents padding that is the number of rows and columns of zeros appended at

the corners of x to maintain the feature size and to ensure kernel K is fully applied

x, k is the size of filter applied (Figure 2.4). For example, if x is of size (3 × 4)

and size of K is (2 × 2), and convolution is applied with S = 1 and P = 0 then
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A(1,1) B(1,2) C(1,3) D(1,4)
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n

m
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W(1,1) X(1,2)

Y(2,1) Z(2,2)

K(i,j)

i

j

I(1,1) II(1,2) III(1,3)

IV(2,1) V(2,2) VI(2,3)
m'

Z(m’,n’)

n'

I(1,1) = AW + BX + EY + FZ

II(1,2) = BW + CX + FY + GZ

III(1,3) = CW + DX + GY + HZ

IV(2,1) = EW + FX + IY + JZ

V(2,2) = FW + GX + JY + KZ

VI(2,3) = GW + HX + KY + LZ

Figure 2.4: The mathematical operation of convolution. It is performed between
input X(m,n) and kernel K(i,j) to produce feature map Z(m′,n′) using equation 2.12.
Here the operation is performed with stride S = 1 and padding P = 0. The output
size of the feature map Z can be deduced by the equation 2.13. The red boundary
shows K and its application on X. The illustration is adapted from the Figure
illustrated in (Goodfellow et al. (2016)).

as per equation 2.13 (applied on each dimension), the size of output feature map

would be (2×3). The kernel K can be initialized with randomly generated weights

w or designed as per needs. The most popular and effective technique in terms of

accuracy is to generate them randomly (Saxe et al. (2011); Cao et al. (2018)).

As seen in the previous section, every neuron in the neural network is connected to

every other unit (see Figure 2.2 (bottom)). Whereas convolutional neural network

has ’sparse connectivity, this is achieved by making the kernel K smaller than input

x (Goodfellow et al. (2016)). This representation is computationally inexpensive,

as it requires fewer operations and parameters as compared to the neural network.

Another advantage of convolution is that it is equivariance to translation. If the

output of the function changes in the same way as the input, then that function

is called equivariant (f(v(x) = v(f(x))). Let’s say, v(x) is a function that shifts

input image x to the right with one unit, then x′(i, j) = v(x) = x(i − 1, j). The

output would be the same when convolution is applied to x before transformation
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or when it is applied to x′ (Goodfellow et al. (2016)).

2.2.3 Recurrent neural networks (RNN)

This form of the neural network is capable to process sequential data, for example,

1D temporal sequence, sentences of a particular language, audio data, etc, it is

often called sequential learning. Recurrent neural networks (RNNs) can learn from

and process a sequence of values (x1...xT ) of varying lengths (Rumelhart et al.

(1986)). A recurrent system can be defined by the equation 2.14 and st is the state

of the system and t is the time-step that may or may not be infinite (Goodfellow

et al. (2016)):

st = f(st−1; θ), (2.14)

The equation can be rewritten with a neural network perspective by replacing the

state st with a hidden state ht and input x, equation 2.15:

ht = f(ht−1, xt; θ), (2.15)

For a feed-forward recurrent neural network, the system of equations can be de-

veloped by introducing the weights w
′
, w

′′
, w

′′′ and biases b
′
, b

′′ with g(h; x) being

the activation function, for example, a softmax can be applied on output and sig-

moid or tanh can be applied elsewhere. This system is defined in the equation 2.16

and 2.17:

ht = g(ht−1w
′ + b

′ + xtw
′′), (2.16)

ŷ = g(htw
′′′ + b

′′), (2.17)

There are different ways to group recurrent networks and there are different types

of such networks. In this thesis, the nature of the input InSAR data set is sequential

and contains spatio-temporal patterns in a multi-dimensional setting. So, I have

worked on the Long Short-term memory (LSTM) that is called gated RNNs and is

capable of retaining features in memory.
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2.2.3.1 Long Short Term Memory (LSTM)

Long Short-Term Memory (LSTM) is a part of gated-RNNs. Each LSTM unit is

referred to as a ’cell’, these cells are recurrently connected through paths called

gates (Goodfellow et al. (2016)). RNNs are generally used for speech recognition,

language modelling, translation, and image captioning (Miao et al. (2015); Cho

et al. (2014); Mao et al. (2014)) as they are more short-term sequence dependant

due to their time-based connections within the network. In contrast, LSTMs are

capable of retaining information for longer intervals so they have been successfully

used for capturing changes that are prolonged in time, for example in analyzing

CCTV videos for surveillance (Shah et al. (2018)). The LSTM cells are connected

together with gates through which they share information (as shown in Figure 2.5).

This includes the cell state, that can go unchanged or can be updated or deleted

according to the input. A sigmoid function σ is used at the output of each gate,

predicting how much information should be allowed to pass further. The output of

the LSTM is based on equations 2.18, 2.19 and 2.20, where f is the forget gate, i

is input gate, o is the output gate, C is the cell state, W and b are the weight and

bias matrices of each gate while ht−1 is output from previous time frame and xt is

the input at present time frame.

f t = σ(W f .[ht−1 + xt] + bf ), (2.18)

it = σ(W i.[ht−1, xt] + bi),

Ct
′

= tanh(W C .[ht−1, xt] + bC),

Ct = f t × Ct−1 + it × Ct
′
,

(2.19)

ot = σ(W o.[ht−1, xt] + bo),

ht = ot × tanh(ct)
(2.20)

The forget gate shown in the equation 2.18 is a neural network that outputs based

on previous response and current input, it controls how much information to retain.
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Figure 2.5: (Left) LSTM cell. (Right) Unrolled recurrent network of a LSTM.
Where xt is input at time t, f t, it and ot are forgotten (2.18), input (2.19) and
output gates (2.20). The box called NN is a neural network that is bounded by an
activation function, sigmoid σ in case of f t, it, and tanh for ot. Red lines corres-
ponding in (Left) correspond to the recurrent paths unrolled in (Right). Mathem-
atical operations of matrix multiplication and addition are shown in circles.

The input gate is also a neural network that controls what new information is

required to update the cell state Ct as shown in the equation 2.19. The cell state

is updated based on the previous cell state and the information passed through the

input gate. The output gate that is shown in the equation 2.20 works similarly to

equation 2.18. Finally, the output at a particular time frame ht depends on the

cell state and the output gate Ot. As neural networks are the basis of LSTM cells,

they often miss the spatial information/neighborhood context of multidimensional

data.

In order to learn both colloquial/informal, the structure of the input data in the

space as well as in time, these LSTM cells are applied with convolutions instead of

matrix multiplications in equations 2.18, 2.19 and 2.20. These are called Convolu-

tional LSTMs and can maintain the dimensions of the input data in the case of an

image or a video. Where there is no ground truth available and it is both expens-

ive and time-consuming to mark, label, or caption abundant videos/images data,

unsupervised or semi-supervised deep learning techniques involving convolutional

LSTMs (Xingjian et al. (2015)) are used to understand changes and track object

movements (Ning et al. (2017)) in them. Such techniques are often categorized as

anomaly detection, either using CNNs and RNNs separately or using them together

in a layer as one operation.
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2.2.4 Designing network architectures

Deep learning architectures, refers to the combination of layers that are best suited

to solve the problem, considering the available data set. The final architecture

that is trained is also referred to as a model. As mentioned in previous sections

as well, the depth of a model refers to the number of layers and the width of

the model refers to the number of neurons (in the case of a NN), number of fil-

ters/kernels (for a CNN) and recurrent units (for a RNN). The goal is to design

an architecture that (I) best generalize the problem or the function to be learned

and (II) that perfectly fits the training data. Studies show, that a deeper model

better generalizes for a variety of tasks (Bengio et al. (2007); Szegedy et al. (2015)).

To overcome these challenges, the hyper-parameters are tuned; hyperparameters

are parameters explicitly involved in the training process. Variables like learning

rate, number of epochs, and architectural design are the hyperparameters for deep

learning algorithms.

The two kinds of training scenarios one should be careful about are the under-fitting

and over-fitting of the deep learning network. These issues are often identified

during the validation process. Validation is the process of evaluating the model

after a set of training epochs. The performance metrics P are observed and if the

validation loss exceeds after certain epochs and training loss keeps on decreasing

is when the model has over-fitted and learned/generalized only on the training

data. This occurs due to training a deep architecture on relatively small and

simple data. The performance metrics P converges quickly when the complex

architecture tries to fit uniform data on a simple task resulting in the model to

over-fit. To overcome this, firstly, the architecture is rechecked and re-engineered

by removing unnecessary operations, and secondly by lowering the learning rate.

So, the optimization of the cost function is slow. Also, "early stopping" can be

evoked, an algorithm that monitors validation loss and terminates training just

before over-fitting (Goodfellow et al. (2016)). On the other hand, under-fitting is
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when the model poorly performs on all portions of data sets (training, validation,

and testing), it fails to generalize the data. It is usually improved by increasing

model complexity, cleaning noisy data, and increasing the number of data samples,

data augmentation techniques can be incorporated that assist in model training

(Perez and Wang (2017)).

Different types of architectures are designed and available for varying tasks and

datasets. The most common ones apart from the classical deep CNNs (AlexNet (Kr-

izhevsky et al. (2012)), ResNet (He et al. (2016))) are fully convolutional networks

(FCN) (Dai et al. (2016)), and the output layer is a convolution layer predicting a

2D map of labels. Such models are mainly used for image generation. Generative

adversarial networks (GAN) are also used for image generation or sequence-to-

sequence learning (Goodfellow et al. (2014)). They are based on accompanied

learning of two sub-models, a generator, and a discriminator. Generator G gen-

erates images that are passed on to a discriminator that classifies them for being

real or fake. Autoencoders and Variational Autoencoders (VAE) (Doersch (2016))

are groups of CNNs divided into two branches within a model, an encoder that

maps or compresses the input data into a latent space (which is learned by train-

ing the model) and a decoder that converts data using this learned latent space.

Autoencoders are fully discussed in this thesis, as they are the backbone of the

methodology developed (explained in Chapters 3 and 4).

2.2.4.1 Task-oriented deep learning

One of the most important aspects to focus on, while designing the architecture of

a deep learning model is the task T to learn. Some of the most common tasks are

given as follows:

1. Classification: This type of task, involves categorizing labeled data into mul-

tiple categories, often called ’multi-task classification’. The other one is where

the model is tasked to differentiate between two classes or identify one class
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in noisy data, this is called ’binary classification’. Object recognition also lies

under this task, where objects are identified in images and then categorized

according to assigned labels (Simonyan and Zisserman (2014); Uçar et al.

(2017); Sun et al. (2018)). The task of segmentation is also part of this

group, where objects are recognized and boundaries of the identified objects

are marked, this is done on a pixel-by-pixel basis in the case of videos or

image data (Ronneberger et al. (2015); Badrinarayanan et al. (2017)).

2. Regression: This type of task is very similar to the task of classification,

instead the predicted output is a numerical value (Goodfellow et al. (2016);

Kendall et al. (2017); Shakeel et al. (2019)).

3. Structured output: This family of tasks involves predicting a series or a vector

that holds an objective. This type of task includes machine translation and

transcription (from one language to another), language modelling, captioning,

and annotating data (Goodfellow et al. (2016); Wang et al. (2016); Tenney

et al. (2019)).

4. Anomaly detection: This type of task involves parsing through a series of

data and flagging unusual or atypical events (Goodfellow et al. (2016)). In

this thesis, I have tried to solve the problem of analysing the InSAR data

through the technique of anomaly detection. Therefore, it is elaborated in

the following sections.

2.2.4.2 Unsupervised anomaly detection

The task of anomaly detection is based on separating outliers from a set of data

that is either labeled or assumed to be normal. The first and foremost issue regard-

ing anomaly detection lies in the data. Anomalies are rare or unusual events; they

are unknown, only until they occur; they are irregular and demonstrate abnormal

behavior (Pang et al. (2021)). Methods that are used to solve anomaly detection
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involve, firstly, feature extraction, and then those features are passed on to statist-

ical modelling (Dukkipati et al. (2016); Eskin (2000)) or neighbourhood methods,

that rely on the assumption that normal data has fewer neighbours as compared to

normal data (Bosman et al. (2017); Liu et al. (2021)). Secondly, learning feature

representation of normality, and thirdly, end-to-end anomaly score learning (Pang

et al. (2021)).

For feature extraction, principal component analysis (PCA) is the most common

extraction technique (Candès et al. (2011)). However, the CNN-based feature

extraction method has outperformed such models, CNNs are capable of extracting

semantic-rich, discriminative features that help separate anomalies from normal

data and reduce false positives (Goodfellow et al. (2016)). Pre-trained, off-the-

shelf models like AlexNet (Krizhevsky et al. (2012)), and ResNet (He et al. (2016))

are used to generate low-dimensional features.

The deep learning architecture of the autoencoder is generally used for normal-

ity representation learning (Pang et al. (2021)). The latent space learned by the

encoder, best represents the normal samples in the data and so, it accurately recon-

structs the normal data. This leads to low reconstruction error when an anomalous

sample is processed through the system (Ionescu et al. (2019); Theis et al. (2017);

Goodfellow et al. (2016)). GANs are also widely used for representation learning.

The discriminator loss, which identifies whether the generated output is real or

fake is moulded as a reconstruction error and acts differently when an anomaly

occurs (Schlegl et al. (2017)). The disadvantage of using GANs is that they are

computationally expensive and difficult to converge on complex data, their gener-

ated output can be biased and misled anomaly score as the objective behind its

generator is image synthesis (Pang et al. (2021)).

I have designed and developed a deep learning network architecture that performs

the task of anomaly detection using an autoencoder. An in-depth explanation of

this methodology is provided in the Chapters 3 and 4 of this thesis.
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2.3 Deep learning for InSAR

Learning patterns of earth deformation from the InSAR data is an unsupervised

learning problem. The InSAR images contain the change in phase that is captured

by the satellite between two-time acquisitions. In contrast to video data, where

an individual image or frame contains information on the position of objects at a

single acquisition time, an individual radar interferogram contains information on

the difference in position between two acquisition times. If a satellite has Nt time

acquisitions then, we can generate a maximum of NIF G interferograms using the

equation 2.21:

NIF G = Nt(Nt − 1)
2 , (2.21)

Each interferogram contains the change in phase between two acquisition times,

denoted here as ’pre’ and ’post’. Of these NIF G interferograms, only Nt are in-

dependent. Figure 2.6 shows the difference between a regular time series of video

frames and a sequence of changes captured by a series of short time-span of inter-

ferograms.

Anomaly detection techniques can be used for these unlabelled combinations of

images across time. The patterns in images or videos are learned by these models

and are trained for reconstruction. The reconstruction loss is thus an indicator of

any anomaly. Weakly labelled regular video frames are used with added features

from HOG (Histogram of oriented gradient) and HOF (Histogram of optical flow) to

train a fully connected autoencoder and to preserve the spatial information a fully

convolutional autoencoder is also trained by (Hasan et al. (2016)). The model then

segments the irregular time frames within a video clip based on its regularity score.

To learn the spatial changes concerning time frames, convolutional Long Short

Term Memory cells (LSTM) are used. LSTM is a type of recurrent neural network

that retains information in its memory cell (Xingjian et al. (2015)), the details of
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Figure 2.6: Comparison between the sequential nature of InSAR data and regular
real-world videos dataset. (Right) Frames are taken from a video data set (Perazzi
et al. (2016)). (Left) Combination of interferograms, capturing the phase changes
of a location within dates-pre and dates-post.

LSTM are explained in a section 2.2.3.1 of this chapter. (Medel and Savakis (2016))

uses the convolutional LSTMs in an autoencoder that has one encoder trained on a

time sequence for example (T2−T1−T0) and has two decoders to predict response at

present frame (T0 − T1 − T2) and future time frame (T1 − T2 − T3). The adversarial

learning in the GANs also helps to classify the normal and abnormal patterns,

where these models are trained solely on either normal examples and tested on

abnormal/mixed examples or vice versa (Zenati et al. (2018)).

2.3.1 Existing methods of Deep learning using InSAR data

As an emerging field, machine learning and deep learning have been developed

over remotely sensed data and are designed, deployed and tested as a successful
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approach in some recently published groundbreaking works (Anantrasirichai et al.

(2018) and DeVries et al. (2018)). (DeVries et al. (2018)) Trains a neural net-

work on 131,000 mainshock-aftershock pairs and predicts the aftershock location

with an accuracy of 0.849 without any prior assumptions about the orientation of

the slip. Whereas (Anantrasirichai et al. (2018)) uses computer vision-based tech-

niques like canny edge detection to pre-process the volcanic eruption captured in a

wrapped InSAR image. These edge contours in a grey-scaled image are then passed

to AlexNet (Krizhevsky et al. (2012)) which classifies volcanic events. These two

papers have invoked the conventional convolutional neural networks for event classi-

fication (Anantrasirichai et al. (2018)) and neural networks for location prediction

(DeVries et al. (2018)), on comparison with traditional approaches the machine

learning based technique shows a drastic improvement in accuracy.

The improvements achieved by these techniques have motivated and opened the

gates for machine learning in the field of geology. The convolutional neural net-

works extract and learn context/features from the training set. The context carries

important information about the objects and their relationships with each other in

an image. The initial layers of a CNN capture low-level features (lines, blobs, edges,

gradient orientation etc) whereas the final layers of a deep CNN capture the high-

level features which are the position, colour and type of object. (Anantrasirichai

et al. (2018)) Uses transfer learning and so applies the edges/contours information

learned by AlexNet (Krizhevsky et al. (2012)) pre-trained on the ImageNet dataset

(Deng et al. (2009)) to classify the two-dimensional map of edges of the wrapped

InSAR images of volcanic eruptions.
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Chapter 3

ALADDIn: Autoencoder-LSTM

based Anomaly Detector of

Deformation in InSAR

In this chapter, I present a novel method to address the challenging problem of

automatic detection of transient deformation of the Earth’s crust in time-series of

differential satellite radar (InSAR) images. The work presented in this chapter was

published in IEEE Transactions of Geo-science and Remote-sensing in May 2022

(Shakeel et al. (2022)). The text and figures from this publication are reproduced

under a creative commons license and changes have been made accordingly for the

work to better fit the thesis.

When I initiated this research, I felt a need to develop an unsupervised and event-

agnostic method for the analysis of InSAR. As, all of the literature reviews at

that time (Anantrasirichai et al. (2018); DeVries et al. (2018)), focused on tar-

geted supervised tasks that require either a labelled synthetic data set to meet the

requirement or marked wrapped interferograms. I, therefore, present an unsuper-

vised and event agnostic method which uses unwrapped interferograms to detect

anomalous events.
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3.1 Introduction

Two new radar satellites, the Sentinel-1 constellation, are revolutionizing the way

deformation of the Earth’s surface is measured, generating high-spatial-resolution,

near-global imagery of on-shore crustal deformation on a daily-to-weekly basis (Elli-

ott et al. (2016)). This new data set of Sentinel-1 InSAR (Interferometric Synthetic

Aperture Radar) images affords a major opportunity to investigate the prevalence

of transient deformation phenomena that may have remained undetected in previ-

ous data sets (Floyd et al. (2016)). InSAR data sets have a unique 3D structure,

where individual images (interferograms) are in fact the difference in phase between

two individual radar images taken of the same area but at different times. This 3D

interferogram (referred to as IFG) dataset is very different to the real-world video

time-series that is a common dataset for deep-learning analysis, including anomaly

detection, where an individual image instead captures information at a particular

instant in time.

Detecting and measuring transient episodes of crustal deformation is important for

a wide range of solid earth and natural hazard applications, e.g. for improving un-

derstanding of seismic and volcanological hazards and for monitoring anthropogenic

deformation. It is important to characterize when and where such events have oc-

curred in order to illuminate the basic physics of these deformation processes and to

accurately estimate the hazards they pose to human populations. However, such

a large data set of satellite images (10TB/day, 1000-2000 images/day) (Lazecký

et al. (2020)) precludes systematic manual analysis, and the large magnitude of

atmospheric and other nuisance signals relative to deformation signals of interest

makes this task difficult. Therefore, this important objective requires the devel-

opment of new automatic-detection tools based on cutting-edge machine-learning

methods.

Machine learning has been successfully applied to a wide variety of remotely-sensed

satellite data sets for scene classification, object detection and mapping purposes
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(Youssef et al. (2020); Ma et al. (2019)). However, the application of machine learn-

ing and deep learning algorithms for the analysis of InSAR data is still in its infancy.

The majority of the early attempts to apply machine-learning to the detection and

extraction of deformation signals in InSAR data sets have involved relatively in-

flexible, off-the-shelf and supervised solutions, for example, AlexNet (Krizhevsky

et al. (2012)) was used for supervised classification of volcanic signals in 2D images

(Anantrasirichai et al. (2018)), a VGG (Simonyan and Zisserman (2015)) network

was employed to detect volcanic unrest in 1D time-series (Gaddes et al. (2019)),

a supervised FCN (Long et al. (2015)) was designed based on UNet (Ronneberger

et al. (2015)) to separate volcanic signals from time-consecutive InSAR-derived 2D

time-series (Sun et al. (2020)) and a supervised autoencoder (Rouet-Leduc et al.

(2021)) was trained to reconstruct accumulated ground deformation.

These existing approaches all have one or more of several major limitations: I)

they are limited to analysis in space (2D) or time (1D) only, or else use higher-level

InSAR-derived products that involve filtering or modelling constraints that make

a priori assumptions about the signal; II) they require resource-intensive pixel-wise

labelling on a limited dataset of real-world examples; III) they are restricted to

focus on a single type of deformation only (e.g. volcanoes); IV) they preclude

the important ability to detect deformation signals with previously unobserved

spatial or temporal structure. To overcome all these issues I take full advantage

of the unique, differential and multi-linked 3D nature of InSAR datasets. I have

developed a new, unsupervised, event-agnostic, and state-of-the-art deep-learning

based approach for the automatic detection of transient deformation.

In this novel approach, I adopt an anomaly detection framework, based on convolu-

tional neural networks (CNNs) and neural networks (NNs). Under this framework,

anomalies correspond to any transient phenomena that deviate from the ‘normal’

spatio-temporal patterns in the dataset. Such ‘normal’ phenomena arise from a

combination of atmospheric signals, satellite orbital errors and other unwanted

‘nuisance’ signals (Simons and Rosen (2007); Emardson et al. (2003)). I exploit
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the fact that the unknown 2D fields of nuisance non-deformation signals associated

with individual SAR acquisition dates (these are termed ’epoch images’ or EP here,

following the domain nomenclature, and are not to be confused with the typical

machine-learning definition of epoch) map into signals in interferograms with a

fundamentally different temporal pattern to ‘anomalous’ deformation signals (Fig-

ure 3.1). By training a deep-learning algorithm to map common noise signals in

inteferograms into the unknown EP time-series (Figure 3.1 a) I am then able to

detect rare deformation events that map into the EP time-series differently (Figure

3.1 b). The approach, therefore, allows not only to estimate a background time-

series of the unknown non-deformation signals but also to identify deformation and

effectively and accurately separate it from this background. In comparison to the

past work, the main contributions of this chapter are:

• Here I have established a novel network architecture using CNNs and NNs

that transforms InSAR data into an EP image sequence. It models the spatial

and temporal patterns and the connection between interferograms and their

corresponding EP images.

• The model is unsupervised and is event-agnostic anomaly detection, where

anomalies correspond to any transient phenomena that deviate from the ‘nor-

mal’ spatio-temporal pattern.

• I have successfully trained the framework on a set of interferogram sequences

with multiple outputs. First, is the automatic prediction of EP image re-

sponses (that are originally unknown). Second, the reconstruction of inter-

ferograms using this predicted emph EP responses, and last but not least

the detection of anomalies within the sequence.

• I have developed a novel detection-and-extraction approach, that flags anom-

alies, estimates their spatial structure and separates them from noise.

• Finally, in this chapter I present an accurate analysis of a test set with and

without synthetic anomaly with spatial extent and amplitude similar to the
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Figure 3.1: Cartoon illustrating the unique structure of the InSAR dataset. In par-
ticular the relationship between the measured inteferograms (IFGs, phase-change
∆∅ij shown in top part) and the unknown epoch images (EP , ∅i shown in grey
box in (a) and (b)). Pink outlined images in (a) show how nuisance signals as-
sociated with an individual epoch (e.g. the red signal in the bottom-right of the
∅3 image) contribute to all linking interferograms, some in a positive sense (e.g. a
similar red signal in ∆∅13, ∆∅23) and some in a negative sense (e.g. a blue signal
of similar shape in ∆∅34). Vertical red line in (b) represents a transient episode of
deformation taking place between ∅2 and ∅3. Red outlined images in (b) show how
this deformation contributes in a positive sense to any interferogram that spans
this event (e.g. a similar circular structure that is always red in the bottom left of
∆∅13, ∆∅23, ∆∅14 and ∆∅24).

background noise, achieving a true positive rate of 81.25% and an overall

accuracy of 91.25%, and also successfully demonstrate method’s ability to

detect a real earthquake of Magnitude 5.7 that occurred in south-east Turkey

(a region outside the training set).

3.1.1 Chapter overview

In this chapter, I first provide an introduction to InSAR data in Section 3.2 with

literature review in the following Section 3.3 and how it can be used with deep

learning. Then I present the methodology explaining all three network architec-

tures (Compact, Deep and Bi-Deep) and detecting mechanism in Section 3.4. As

ALADDIn is designed to cater for unique InSAR-like data structures, it is erroneous

to compare it with existing off-the-shelf deep learning based anomaly detectors that

are trained on frame-frame video data. Finally, as proof of efficiency and accuracy,
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3.2. InSAR data

I put forward a detailed experimental analysis of test results for real, normal and

synthetic test cases when passed through all three models (Compact, Deep and

Bi-Deep) in Section 3.6. Discussion about how these results can be improved is

given in Section 3.7 and how should the output be judged. In conclusion, I discuss

the key contributions of this paper in Section 3.8.

3.2 InSAR data

A Synthetic Aperture Radar (SAR) satellite image is a 2D array of complex num-

bers encoding amplitude and phase information of microwave radar waves that

are emitted by the satellite, backscattered from the Earth’s surface, and recor-

ded again by the satellite’s antenna. In order to measure the movement of the

Earth’s surface, two SAR images of the same location but captured at different

times can be used to construct an unwrapped Interferometric SAR (InSAR) im-

age. This image is called an unwrapped interferogram (hereafter referred to simply

as an interferogram or InSAR image) and represents a map of how the ground has

moved towards or away from the satellite (i.e. a 1D displacement in the satel-

lite’s ’line-of-sight’) in the time interval between the two SAR measurements. The

largest nuisance signals in interferograms arise from uncertainties in satellite orbits

and from changes in atmospheric conditions and are commonly considered as noise

when trying to measure ground motion. In this study, I use unwrapped Sentinel-

1 interferograms obtained from the global LiCSAR processing system developed

by the UK’s Centre for the Observation and Modelling of Earthquakes, Volcanoes

and Tectonics (COMET) (Lazecký et al. (2020)). These images typically cover a

region of the Earth’s surface ∼250 km × 250 km, with pixels of size 80 × 80 m.

There is a major difference between regular video data that is commonly analysed

using deep-learning methods and InSAR data. In video data, an individual image

contains information on the position of objects at a single acquisition time, but an

individual interferogram instead contains information on the difference in position
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between two acquisition times. The unique structure of the dataset is illustrated

in Figure 3.1a; in this simple example, six interferograms (curved lines) capture

the differences between four epoch images (circles) that are each associated with

an individual SAR satellite image. These epoch images are always unknown; due

to the way in which unwrapped interferograms are constructed, these 2D fields

cannot be directly calculated from the SAR images themselves. Nuisance signals

associated with an epoch (e.g. Ep3 in Figure 3.1a) can be mapped into associ-

ated interferograms (pink outlined images and lines) via a simple spatio-temporal

relationship. But permanent ground displacement that takes place between two

Epochs (e.g. between Ep2 and Ep3 in Figure 3.1b) maps into a different set of in-

terferograms (red outlined images and lines) according to a different relationship.

In the following section, I describe how it is possible to use CNNs to exploit this

key difference and therefore detect deformation.

3.3 Literature review

InSAR data have inherent inter-dependent spatial and temporal patterns associ-

ated with background nuisance signals due to the unique data structure (Figure

3.1a). This prominent feature of the data can be learned so that anomalous sig-

nals corresponding to deformation (Figure 3.1b) are identified. Long Short Term

Memory (LSTM) cells (Gers et al. (1999)) are often used in similar cases to learn

from time-dependent data. LSTMs are a type of Recurrent Neural Network (RNN)

that directly model the temporal dynamics in the data stream for more accurate

prediction. RNNs are commonly used for speech recognition, language modelling,

translation and image captioning (Miao et al. (2015); Cho et al. (2014); Mao et al.

(2014)), but they suffer from a vanishing-gradients problem which limits how much

memory they can hold. Information is propagated through each time-point in a

RNN and so gradients are computed for each hidden layer (all across time) using

backpropagation starting from the final layer to the initial layer. Depending on
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the length of time and the number of layers, the small derivatives when multiplied

together (causing a ripple effect) decreases (vanishes) the gradients exponentially

(Hochreiter (1998)). In contrast, LSTMs are capable of retaining information for

longer intervals so they have been successfully used for capturing changes that are

prolonged in time, e.g. CCTV surveillance (Shah et al. (2018)). LSTM models

tend to learn from the temporal dynamics of the sequence in 1D, whereas multiple

filters in a convolutional layer span and perform convolutions on 2D or 3D data,

preserving pixel-based spatial information. For problems like the one tackled in

this study, were, to detect the time-stamp and location of anomaly it is important

to learn both the spatial structures and temporal patterns of input data, the LSTM

cells are applied with convolutions as a mathematical operator. The internal 1D

matrix multiplications in the LSTM layer are converted in convolution operations.

These are termed convolutional LSTMs (Donahue et al. (2015)) and are able to

maintain the dimensions of the input data for images or videos. Where there is

no ground truth available and it is both expensive and time-consuming to mark,

label or caption abundant video or image data, unsupervised or semi-supervised

deep learning techniques involving convolutional LSTMs (Xingjian et al. (2015))

are used to understand changes and track object movements (Ning et al. (2017)).

In contrast to the existing approaches to the machine-learning analysis of InSAR

data (Anantrasirichai et al. (2018); Sun et al. (2020); Gaddes et al. (2019); Rouet-

Leduc et al. (2021)), I develop this method starting with three building blocks: the

encoder that models spatio-temporal patterns in the interferogram sequence; the

fully connected (FC) layers that transition these encoded features to corresponding

epoch responses; and the decoder that then up-samples these epoch responses. A

FC layer is a 1D layer containing feed-forward neurons. Each neuron in them is

connected to every single feature encoding of preceding and succeeding layers, rep-

resenting every pixel in time and space. This strictly ensures that the model learns:

(I) the spatio-temporal patterns within the interferogram set (while encoding); (II)

the relationship within epoch responses and their difference (while transitioning
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3.4. Methodology

using the fully connected layers and also constrained by the loss function, that is

defined in eq 3.1); and (III) the spatio-temporal patterns within the sequence of

epochs (while decoding). In order to encode the distribution of an input sequence,

so that the LSTM layers can learn spatio-temporal patterns from it, the input

images are fed to convolution blocks each block includes a time-distributed convo-

lution and a layer normalization. The benefit of the time-distributed layer is that it

ensures the same convolution is applied to each temporal instance in the input se-

quence. For example, as I have X IFG in the sequence, then in the time-distributed

layer there would be X number of convolutional filters applied individually on each

interferogram, giving X number of features in time that each contains 2D spatial

information. The weights of this layer are distributed among the X filters, this

helps to connect the features learned for each temporal instance within an input

sequence and makes it computationally manageable for backpropagation.

The approach of (Rouet-Leduc et al. (2021)) is in some respects similar to ours,

although the time-series (in this case epochs that are generated by the model) they

used for training is computed using SBAS inversion and topography is added as

an extra channel mid-way in the model. Although, the same length of epoch time-

series is used, (Rouet-Leduc et al. (2021)) select a much lower (48 x 48) spatial

resolution. Unlike this approach, the autoencoder is supervised and trained on

synthetic data. Although (Rouet-Leduc et al. (2021)) predicts the accumulated

ground deformation of an InSAR time-series, the model does not know if that

deformation is anomalous or not. In addition, the model prediction in (Rouet-

Leduc et al. (2021)) provides only the spatial structure of cumulative deformation,

without allowing the exact timing or duration of the event to be retrieved.

3.4 Methodology

The solution to an anomaly detection problem can be developed by first under-

standing the data (InSAR data in this case) and defining the ’anomalous’ class
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(crustal deformation) in it. The low absolute numbers of interferograms contain-

ing transient deformation, and even lower numbers where deformation has been

labelled make this problem better suited to unsupervised learning. The lack of

data with real-world anomalies in it and then the lack of labelled anomalies in

the available data hinders accurate development of solutions, but this encourages

to advance of the field of unsupervised learning (Pang et al. (2020)). I have thus

developed a methodology by training and testing different network architectures,

the backbone of which is an autoencoder.

The development of backbone of the methodology is a process of implementing

and experimenting with multiple deep learning models that are capable to capture

the attributes of InSAR and the problem at hand, which is anomaly detection.

Some of these architectures include Generative adversarial networks GAN (Good-

fellow et al. (2014)) , Autoencoders and Variational Autoencoders (VAE) (Doersch

(2016)). Initially I planned to automate the whole process of SAR interferometery

explained in Section 1.2.1, by using the 2 SAR images as input and the relevant

interferogram as an output. This did not work because it is wrong to expect from

an autoencoder to replicate all of the processes involved in generating a filters un-

wrapped interferogram. Then I navigated to using the readily available unwrapped

interferograms from the LiCS Sentinel-1 InSAR portal. I decided to use unwrapped

interferograms because these image contain the actual change in phase (deforma-

tion) value as compared to the wrapped data. Wrapped data masks and overpowers

the actual anomalous deformation, making it harder to detect. Also, the wrapped

interferograms are in range of [−π, π), this restricts the learning space, leaving

greater room for prediction error and model over-fitting. So, I organized the time-

series of unwrapped interferograms into small data sequences or data batches to

process. I started implementing and experimenting with VAEs first, so that the

model learns features that are regularized over the encoded latent space. Despite of

being advantageous as compared to the autoencoders, VAEs turned out to be diffi-

cult to train. This is majorly because of encoded space being different in dimension
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to that of decoded space. The input and output of the autoencoder is supposed

to be same. In this case, the output (epoch EP time-series is indirectly related

to the input but with different dimensions and different spatio-temporal patterns.

Though, I do convert the EP back to interferograms to compute reconstruction

loss and to meet the definition of the autoencoder. But still the other cost function

is dependant on the latent representation that is being computed entirely from the

encoded interferograms. For these reasons the model did not converge and keep on

outputting random irrelevant spatial patterns. I then tried GANs, the generator

of which is also an autoencoder. It comprises of two components, a generator G

model and a discriminator D model, both of these are trained in a simultaneously,

G predicts and then D decides how close it is to the input by classifying both the

input and the output as real or fake. The cost function of D is back-propagated

through G and D. During my experiments with GANs, I observed that the dis-

criminator model D, instead of helping to bring reconstructed data closer to the

input, added more noise to them (making them more fake). Again, this is because

of the fact the G is predicting EP time-series where as the D is focusing on the

reconstructed interferograms being real or fake. And because the cost function

of D is also back-propagated through G, it hindered its learning. This led me to

develop the network architecture that is similar to a generator G and the backbone

of which is a autoencoder.

3.4.1 Autoencoders

Autoencoders are a type of artificial neural network that is designed to understand

the underlying distribution of a dataset by learning to reconstruct the data from

a transformed version of them. The transformation of the input is referred to

as an encoding and usually results in a compressed representation of the data.

The reconstruction of the data is referred to as decoding and usually involves up-

sampling of the encoded data. This has proven to be a very powerful approach

with applications in image denoising, segmentation, 2D reconstruction and image
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generation purposes (Zhu et al. (2016); Vincent et al. (2010); Sameen and Pradhan

(2017)). Autoencoder-based anomaly detection in deep learning often refers to

training a model to learn the normality underlying a given labelled dataset. The

autoencoder learns to reconstruct the input, which can be an image or a video

sequence (Xu et al. (2015)) or multivariate sequence data (Lu et al. (2017) ; Marchi

et al. (2015)). So when fed with new input data the anomalies are identified

with high error. The autoencoder based anomaly detection can be designed using

different combinations of deep learning layers for example convolutional (for spatial

data) (Zhang et al. (2019)), LSTM (for temporal data) (Malhotra et al. (2016)) or

combined Convolutional-LSTM (for spatio-temporal data) (Luo et al. (2017)).

3.4.2 Network architectures

3.4.2.1 Compact model

We start by training a Compact model (Figure 3.2a), with just four of these blocks,

two with time-distributed convolution layers with strides and two with conv-LSTM.

For an input of X IFG that is made from Y EP, the encoded features, which are

ordered in time and are passed to LSTM blocks that learn and retain the spatio-

temporal pattern. To reconstruct the EP responses from these features, they are

first transformed to Y representations in temporal order by the FC layers, where Y

is the number of EP responses. At this stage the features are of size X × 16 × 16

× F (where F is the number of filters) and the number of neurons in the FC layers

are used in accordance with the size of features required after transformation, i.e.

Y × 16 × 16 × F . Likewise, in the decoder, transpose convolution layers are used

to upsample the reshaped NN features. The NN with 2304 neurons are used for

the transformation of X IFG to Y EP, where X is 26, Y is 9, so, the number of

neurons are 9 × 16 × 16 = 2304.
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3.4.2.2 Deep model

I further developed these building blocks and increase the overall depth of the

model, creating what is called the Deep model (Figure 3.2b). This is designed

with a balance of time-distributed convolutions and the conv-LSTM layers in the

encoder as well as the decoder. Each of the convolution blocks in the Deep model

includes a max-pooling layer that removes invariances like shift and scale in the

feature representation and ensures computationally manageable trainable paramet-

ers across the model by down-scaling and extracting the most important features.

Apart from depth, other major changes are the addition of upsampling layers in-

stead of the stride, smaller filter size (to precisely capture local features) in the

convolutions and tanh (Kalman and Kwasny (1992)) as an activation layer after

each layer except the neural network. An activation function is applied on the

top of layers to introduce non-linearity and the output of tanh is zero-centred and

ranges from −1 to 1, hence strongly mapping both negative and positive inputs.

3.4.2.3 Bi-Deep model

Finally, for the Bi-Deep model (Figure 3.2c) I added separate skip connections for

the encoder and decoder and also included a bidirectional-conv-LSTM layer. These

skip connections ensure the forwarding of any residual feature representation in

the previous layer and also helps in merging features learned by a time-distributed

convolution and a conv-LSTM layer and other combinations like a FC layer and a

time-distributed convolution layer etc. Unlike U-Net (Ronneberger et al. (2015)),

long skip connections cannot be used because of different feature sizes, as the model

reconstructs Y EP from the encoded X IFG. So, to ensure the flow of information

between layers of the autoencoder, I perform feature concatenation via short skip

connections separately for the encoder and decoder. The bidirectional-conv-LSTM

layer retains information by spanning the features propagating both forward and

backwards in time, to prevent bias in the predicted EP sequence associated with
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Figure 3.2: The network architecture of all models. (a) Compact, (b), Deep and (c)
Bi-Deep models are shown. Compact includes time-distributed 2D convolutional
layers with a stride in place of max-pooling, followed by layer normalization, 2D
convolutional LSTM, a fully connected layer and transpose convolutions to decode
the encoded features. Whereas the Deep includes a greater number of conv-LSTM
layers in the encoder as well as the decoder, with an extra fully connected layer,
max-pooling layers are replaced by stride in convolutions and upsampling layers
instead of transpose convolution. The Bi-Deep architecture is similar to the Deep
one but with a major difference in the input of each layer, here skip connections
are placed to merger features and a bi-directional LSTM layer is added at the end.

their order in time.

3.4.3 Experimental details

In general all these models (Compact, Deep and Bi-Deep) attempt to learn the

relationship between normal spatio-temporal patterns of background noise in a

set of related interferograms and the unknown 2D fields of that same noise in

their constituent epochs (e.g. Figure 3.1a). The model transforms X IFG in the

encoding feature space to Y EP in the decoding feature space. The transformation

is constrained through the loss function

Loss = MSE(IFG2TS(Output), Input) (3.1)

, where IFG2TS is a custom layer that converts the sequence of Y estimated epochs

into X interferograms by simple subtraction in each case of the 1st constituent
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epoch from the 2nd, as per Figure 3.1a. Therefore, the mean squared error (MSE)

is computed between the input set of interferograms and the reconstructed ones.

The data values in the interferograms are of varying ranges and positive and neg-

ative values hold equal importance, so activation layers like ReLU (ranges from 0

to ∞) and Sigmoid (ranges from 0 to 1) cannot be used. Therefore a tanh ac-

tivation function is applied for all convolutions except the output time distributed

convolution layer so that the prediction of EP values are not bound by any range.

I train and test the method using Sentinel-1 InSAR data from Turkey (Figure 3.3),

obtained from the COMET LiCSAR processing system (Lazecký et al. (2020)).

Turkey has been a focus area for the initial development of this processing system,

so has the largest dataset available for training and testing the method (Li et al.

(2016)).

The data frame on the northern coast of Turkey (LiCSAR Frame name:

014A_04939_131313, spatial extent ∼ 250 km × 250 km) is used for training. In

order to manage the complexity of the model and the memory required to train a

large number of parameters, the frame is divided into cubes of size 256 × 256 × 26

pixels (a spatial extent of approximately 20.5 km × 20.5 km) with a fifty percent

spatial overlap (in both E-W and N-S directions) and instead of passing the whole

time-series in every training iteration, a set of 26 interferograms that cover 9 EP is

passed. The temporal sliding window is 9 EP in length and moves with a stride of

4 ensuring a temporal overlap of > 50% between successive input sequences. The

26 interferograms link each EP with all successive and preceding EP within the

sequence, up to a maximum distance of 4 forwards and backwards in time. For

example, the central EP is linked by 8 interferograms to all other EP, but all other

EP in the sequence are linked with less than 8, to a minimum of 4 interferograms

for the EP at the start of the sequence and the EP at the end of the sequence. The

order with which the 26 IFG are passed to the model is sequential, for example,

the first sequence passed is in order:
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Figure 3.3: Data set details. (a) The map shows the geolocation of the train and
test data. (b) The training frame is located in the north-east of Turkey, whereas
the real earthquake test case, shown in (c) and (d) is located in the south-western
part of Turkey. (c) Shows the zoomed-in image of the region where the earthquake
occurred on the 20th of March 2019. The spatial structure of the earthquake which
is estimated by the model is shown here in (d) (shown in 3.7).

• 26 Interferograms: IFG12, IFG13, IFG14,IFG15, IFG23, IFG24, IFG25,

IFG26, IFG34, IFG35, IFG36, IFG37, IFG45, IFG46, IFG47, IFG48,

IFG56, IFG57, IFG58, IFG59, IFG67, IFG68, IFG69, IFG78, IFG79,

IFG89.

• Covering initial 9 Epochs: EP1, EP2, EP3, EP4, EP5, EP6, EP7, EP8, EP9.

The dataset details are given in Table 3.1. The model is trained using Keras

(Chollet et al. (2015)) with the TensorFlow (Abadiet al. (2015)) backend. Due to

the large size of the images in memory the batch size was set to 1 and because of

computational constraints no experiments are done with batch size greater than

1. Adam optimizer (Kingma and Ba (2014)) was used with a learning rate of
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0.00001. A lower learning rate gives the model a chance to learn features through

steady changes in a loss instead of rapid fluctuations. During my experiments,

in order to find the optimal value for this hyper-parameter, I initially start with

a comparatively higher learning rate and gradually decrease it by monitoring the

training and validation loss. This is discussed in more detail in section 2.2.1.1.

Table 3.1: Dataset Details

Data No. of
patch
loca-
tions

No. of se-
quences for
each patch loc-
ation

Total
se-
quences

Train 365 25 9125

Validation 62 25 1550

Synth Test 1 10 10

Real EQ 1 7 7

3.5 ALADDIn: Autoencoder-LSTM based Anomaly

Detector of Deformation in InSAR

The deep learning models are trained on background atmospheric noise so that in

case of an anomaly there must be a misfit. The training data has been manually re-

viewed for any anomalous events, thus confirming that the training patch sequences

contain only the ’normal’ background atmospheric noise. Once the test data are

passed through the models, the residuals are computed between the reconstructed

interferograms and the original data. Because any anomaly will appear in multiple

interferograms (and therefore also multiple residuals), I first reduce the residual

dataset down to a mutually exclusive set of NEI (Figure 3.4) "epoch intervals". An

epoch interval is a different image that spans two successive epochs, so therefore

NEI is equal to one less than the number of epochs. In order to estimate this

set of NEI residual epoch intervals, I perform a linear least squares inversion on
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a pixel by pixel basis of NIF G residuals as follows (based on the SBAS approach

from (Berardino et al. (2002))):

dIF G = G.mEI , (3.2)

where dIF G is a NIF G × 1 array containing pixel values of all NIF G residual inter-

ferograms, mEI is the NEI ×1 vector of epoch intervals that I wish to solve for, and

G is the NIF G × NEI sized design matrix for this system of equations, containing

1s and 0s only. Eq 3.3 shows an example of matrix G for a set of six residual

interferograms (IFG12, IFG13, IFG14, IFG23, IFG24, IFG34) corresponding to

the simplified cartoon structure shown in Figure 3.1, constructed from four epochs

(EP1, EP2, EP3, EP4), which will output three epoch intervals (EI12, EI23, EI34)

based on the residuals. These intervals are essentially equivalent to the shortest

spanning set of residual interferograms (e.g. EI12 is equivalent to IFG12 = EP2 -

EP1) but are instead estimated from the full set of residual interferograms so are

more robust to noise in any one residual image.

IFG12

IFG13

IFG14

IFG23

IFG24

IFG34


=



1 0 0

1 1 0

1 1 1

0 1 0

0 1 1

0 0 1




EI12

EI23

EI34

 (3.3)

Due to the overlap between successive sequences, most epoch intervals occur twice

in the time series and some appear three times. Epoch intervals for every sequence

are computed by solving the equation 3.2 for mET and then they are concatenated

together to make one overlapping time-series of residual epoch intervals. These

intervals are then automatically analysed for the presence of spatial anomalies.

This is achieved by two complementary analysis methods: semivariogram analysis

(Wackernagel (2013)) and density-based clustering (Kriegel et al. (2011)).
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3.5.1 Detection framework

3.5.1.1 Semivariogram

An empirical semivariogram is an estimate of how pairs of samples within a dataset

differ as a function of distance. The semivariance γ(h) for distance h is:

γ(h) =
∑

N(h) [Zi − Zi+h]2

2(|N(h)|) , (3.4)

where Zi is the value at pixel location i and N(h) is the total number of pairs

that lie at distance h. The spatial variability measured by the semivariogram can

account for deformation that affects only certain spatial frequencies, e.g. capturing

deformation that is spread over small regions, and separating such anomalies from

larger areas that are ’normal’. These small but significant changes are less likely to

be detected by simply computing bulk differences between actual and reconstructed

images (e.g. by a Mean Squared Error).

The epoch intervals containing no anomaly are all expected to have similar spa-

tial structures and therefore will also have similar empirical semivariograms, whilst

epoch intervals containing anomalies will have semivariograms that differ substan-

tially from this normal structure. This can be seen in Figure 3.5 b, where the

semivariograms for residual EI that contain synthetic anomalies (red lines) are

significantly different from semivariograms corresponding to ’normal’ epoch inter-

vals (blue lines). A semivariogram is calculated for each residual epoch interval,

and the root-mean-squared-error is computed between each semivariogram and

all others in the entire set of residual epoch intervals across all sequences. The

threshold used to separate the anomalous values varies per study and is not fixed

a-priori, as the spatial structure of the background noise will vary depending on

the dataset, resulting in varying semivariance values. But in each case, the key

assumption is that deformation events are rare. The threshold is computed using

the inter-quantile range of the average error values.
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3.5.1.2 Density-Based Spatial Clustering (DBSCAN)

The second detection operation I perform is density-based clustering (DBSCAN)

(Kriegel et al. (2011)) of the residual epoch intervals. Under normal circumstances,

the residual epoch intervals are expected to be similar with values near to zero (as

they are accurately reconstructed by the model, e.g. see Figure 3.4 bottom row),

but in case of an anomaly or multiple anomalies within a sequence, there must

be an interval containing the spatial structure of that anomaly. So, the goal is to

separate all normal intervals in one cluster and anomalies in other clusters without

any prior knowledge of the instances of anomalies in a sequence. This algorithm

performs clustering based on the density of data points and has the advantage for

this unsupervised problem of not requiring a-priori specification of the number of

clusters. As I have an overlapping sequence of residual epoch intervals, so each time

interval occurs at least twice. I use the prior knowledge of this overlap in epoch

intervals to set the minimum points in a cluster to be two. Due to the varying

nature of data points, I compute the search radius (epsilon) for the algorithm

separately for each sequence, by sorting and plotting the distance to the nearest n

points for each point. Epoch intervals are classed as anomalous if they do not fall

within the predominant cluster (Figure 3.5 c).

Finally, the classified anomalies from the semivariogram and clustering analysis of

epoch interval time series are combined using an AND operation in order to reduce

the number of false positives. DBSCAN clustering is prone to false positives due

to its sensitivity to the distance metric, and for synthetic test set, I reduce the

number of false positives from 12 when using DBSCAN to just 4 when combining

it with the semivariogram analysis. The Table 3.3 shows that combining DBSCAN

and semivariogram analysis gives high overall accuracy, as the false positives from

DBSCAN are mitigated by the incorporation of the semivariogram analysis.
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3.6 Results and analysis

I evaluate all models with three testing scenarios, i.e. a normal test sequence

with no deformation, the same normal test sequences but with synthetic anomalies

added, and test data that contains a real earthquake (see Figure 3.3 c). The purpose

of the normal test case is to show the comparison of reconstruction error between

an anomaly that occurred within a normal sequence (as demonstrated in the Figure

3.6). All of these testing sequences are from a different location than the training

data. Due to the fact that no ground truth is available for the epoch responses,

the extent of the model’s accuracy can be judged by the accuracy of interferogram

reconstruction. The reconstruction error used for analysis is root-mean-squared-

error RMSE between input IFG i.e. ground truth and the reconstructed IFG.

An accurate model should result in a reconstruction error near to or equal to zero

when a normal test sequence is passed, whereas the error should increase by a

large fraction when a synthetic deformation is added in that same normal test

sequence. The detecting mechanism relies on the output (EP responses) of all

three models, the overall accuracy of detection depends on TP (true positives), TN

(true negatives), FP (false positives) and FN (false negatives), where positive refer

to anomalous class and negative refers to normal class. I independently analyse

the test results of all models first, then plug in the detection mechanism on top of

it and independently investigate the overall accuracy of detection by splitting up

the semi-variogram and DBSCAN mechanism and also by merging them together

in an AND and OR the combination.

3.6.1 Synthetic 2D Gaussian test case

Ground truth for real-world deformation signals in InSAR data is rarely available,

so in order to assess the accuracy of framework, I first simulate a simple deformation

anomaly (Figure 3.5 g) that has the structure of a 2D Gaussian in space and is

effectively instantaneous in time with respect to the temporal-frequency of the data
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3.6.1. Synthetic 2D Gaussian test case

(i.e. the deformation event takes place completely in the time-period between two

epochs, which in this dataset is 6 days). The spatial structure of this signal is given

by:

Z(x, y) = A. exp (−(x2 + y2)/r) (3.5)

where the exponential length-scale r = 10.5 km, the amplitude A = 4.34 cm and x

and y are spatial coordinates relative to the location of Gaussian peak. This is an

ideal test signal as the amplitude and spatial size of this structure are similar to that

of noise in the data, as shown in Figure 3.4 and 3.5 g. To enable a robust assessment

of the detection accuracy and minimise the impact of the natural variability of noise

throughout the dataset on this assessment, I create a synthetic test case with the

same anomaly added to the data at multiple instances in time. Therefore the

synthetic anomaly is added at 8 different time instances in the real interferogram

dataset for a patch location that is separated from the train and validation data.

Each interval occurs twice due to the overlap of successive sequences, so in total

there are 16 anomalous synthetic deformation structures in the test case. This patch

features a total of 10 sequences spanning July 2017 to April 2018, and contains 260

interferograms and 80 epoch intervals, out of which 16 are anomalous and 64 are

normal.

The reconstruction error is plotted in Figure 3.6 (bottom), showing the minimum

error recorded by the Bi-Deep model, although an elevation in error can be seen

when in the same normal sequence the synthetic anomaly is added (Figure 3.6

(top)). A comparison of mean error values for all scenarios and all models (Com-

pact, Deep and Bi-Deep) can be seen in Table 3.2. In order to further analyse

the difference in error, the percentage increase in RMSE is also computed between

the ’real’ anomalous test set and the cleaned set (when the estimated structure of

anomaly is removed). The model predicts the time and location of these anomalies

with an overall accuracy of 91.25% (presented in the Table 3.3) and a true positive

rate of 81.25%. The full confusion matrix is shown in Figure 3.5 (f). To compute

the confusion matrix and the accuracy score, each overlapping interval is treated
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Figure 3.4: The results for the synthetic test case. Detailed discussion is given
in section 3.6.1. The synthetic test signal - a 2D Gaussian with peak amplitude
of 4.34 cm and exponential length-scale of 10.5 km; this signal was added to the
interferogram time series. Following the synthetic input, are the EP predictions,
using them the interferograms are reconstructed and residuals are computed. These
residuals are used in the least square inversion to compute residual based epoch
intervals.

as an individual anomaly. Figure 3.4 also shows the results from the 10th and final

sequence, which is the worst constrained sequence in the data set as there is no

overlapping sequence available for the last 4 epochs. Despite this, the images in

the Figure 3.4 show how the anomaly is still accurately detected in the residual

images. Figure 3.4 (purple box) also demonstrates how the method can accurately

estimate the spatial structure of interferograms even when the ground truth images

contain missing data (purple box in Figure 3.4 first and third row).

3.6.2 Case study: 2019 Earthquake in south-west Turkey

Finally, I also test the model’s ability to detect a real Magnitude 5.7 earthquake

that occurred in south west Turkey on 20th March 2019 (Elliott (2020)). Unlike
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Figure 3.5: The ALADDIn pipeline. (a) shows the Bi-Deep model (sec 3.4.2.3)
plugged in with the detecting mechanism that involves semivariogram analysis
(sec 3.5.1.1) and DBSCAN clustering (sec 3.5.1.2), summing up the ALADDIn
pipeline. (b) shows the semivariogram plot, red lines are the synthetic anomalies- all
have high RMSE with respect to the majority of semivariograms corresponding to
’normal’ epoch intervals (blues lines). (c) shows the results of clustering when it is
applied to residual epoch intervals. The results for the synthetic test case (detailed
discussion in section 3.6.1). (d) and (e) are one of the normal and anomalous
residual epoch intervals (also shown in the Figure 3.4). (f) Shows the confusion
matrix for the synthetic test results for the Bi-Deepmodel, where 13 out of a total
of 16 are correctly detected. (g) The synthetic test signal - a 2D Gaussian with a
peak amplitude of 4.34 cm and exponential length-scale of 10.5 km; this signal was
added to 8 different time intervals in the interferogram time series, which makes a
total of 16 anomalies due to the overlap between successive sequences. (h) shows
the estimated spatial structure of synthetic anomaly for one of the intervals and
(i) shows the undetected output of the same interval when the estimated structure
is subtracted and the data is reprocessed.

many transient deformation signals of interest, both the time of this event and

its location are known, which means I can verify whether the model can correctly

identify the earthquake interval as anomalous. Sentinel-1 InSAR data for this test

case includes 7 sequences starting from September 2018 to April 2019, and due to

the overlap between successive sequences, both the 6th and 7th sequences include
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3.6.2. Case study: 2019 Earthquake in south-west Turkey

the earthquake anomaly.

The 2 realisations of the earthquake interval are accurately detected as anomalous

(shown in Figure 3.7 pink box), along with another anomaly which on further in-

spection is a feature of InSAR data known as an unwrapping error (Figure 3.7 pink

box). These errors occur during the process of converting discrete cycles (‘fringes’)

of +/ − π phase into continuous values and are particularly significant in areas of

phase incoherence associated with steep topography, changes to surface scatterers

between satellite image acquisitions or exceptionally high deformation rates. Phase

unwrapping errors have magnitudes in multiples of 2π in individual interferograms

(potentially several cm apparent displacement) and propagate through time series

analysis to hinder the interpretation of tectonic or volcanic deformation. Deep

learning approaches to phase unwrapping for InSAR have been proposed by (Zhou

et al. (2021); Sica et al. (2020); Wang et al. (2021)). The identification of such

errors is valuable in itself, as they often need to be fixed in order to improve a wide

range of InSAR-derived products and results. The spatial structures of these three

anomalies are then computed by taking the mean of all original data interfero-

grams that contain the anomalous epoch interval (Figure 3.7 2nd row). In future,

for more complex temporal patterns of deformation than those investigated here,

where some interferograms may include contributions from more than one anomaly,

I can use the same inversion approach as I applied to the interferogram residuals

in Equation 3.2. This would enable to jointly estimate the spatial structure of each

anomaly from the subset of original interferograms that have been identified as

containing anomalies.

In order to examine the detection results and predicted estimate of anomaly, I re-

move these estimated anomaly signals from the original interferogram time-series

and then re-process the analysis. The re-processed results (Figure 3.7 3rd row) show

that the spatial and temporal patterns of earthquake deformation have been accur-

ately predicted and largely removed because the intervals containing the earthquake

are no longer identified as anomalous by the detecting mechanism. In contrast, the
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Figure 3.7: Anomaly detection results on a real earthquake of Mw 5.7. The top row
shows the residual epoch intervals that are detected as anomalous. 2nd row shows
the estimated spatial structures of detected anomalies, which are subtracted from
the time series before this ’cleaned’ data is then processed again. 3rd row shows
the new detection output, after removing previously detected anomalies (pink box)
and reprocessing it through the method. The bottom row, the pink box, is still
identified as an anomaly, which is also unwrapping errors. In contrast, the earth-
quake intervals are now identified as normal

unwrapping error persists and is flagged again because it is a data error rather than

a natural transient phenomenon. In all experiments, the first 4 and last 4 epoch

intervals are ignored during the identification of anomalies because they are always

poorly estimated, and are always separated by DBSCAN into the negative cluster

with epoch intervals that are derived from interferograms with large amounts of

missing data.
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3.7. Discussion

3.7 Discussion

3.7.1 Temporal dependency

Results displayed in this chapter show that the model has accurately learned the

varying spatial patterns of the training data. But due to the unique structure of

data and its overlapping behaviour explained in the section 3.4.3, the model lacks

learning the temporal dependency for a consecutive set of sequences. For every

sequence, there are 5 EP that occur more than once. The predictions for these

overlapping epochs and their corresponding interferograms must be really similar

to the ones which are predicted by the previous sequence. The model must learn to

minimize this difference between the multiple predictions of similar epochs. This

issue needs attention and a novel training scheme that I have proposed in the

following chapter.

3.7.2 Event agnostic detection

One of the goals of this thesis is to develop a methodology that is both unsuper-

vised and even agnostic. I plan to judge the model’s accuracy on this criterion.

This chapter provides a detailed proof-of-concept and presents the results of a real

earthquake and a synthetic Gaussian-based anomaly. Transient phenomenons dif-

fer from each other not only on the basis of the spatial pattern but they have

different temporal lengths as well, for example, an earthquake is instantaneous, a

volcano’s age depends on its activity over a range of time and a slow-slip event can

last for years with a very small magnitude. I have addressed this by evaluating the

methodology in the next chapter.
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3.8 Conclusion

In this chapter, I have attempted to systematically automate the detection and

extraction of transient episodes of crustal deformation applicable to global InSAR

datasets, a goal which is valuable for a wide range of solid earth and natural haz-

ard applications. I propose a new, state-of-the-art deep-learning based anomaly

detection approach for the automatic identification of transient deformation events

(anomalies) in noisy time-series of unwrapped InSAR images, without requiring

supervision or labelling of known example events. The novel workflow learns pat-

terns of the ‘normal’ non-tectonic signals in the InSAR dataset, leveraging the

unique three-dimensional structure of the interferogram stack to estimate the un-

known 2D fields that correspond to individual SAR acquisition dates (epochs). The

method automatically flags intervals containing deformation and separates the de-

formation from the normal background time-series. The method can successfully

identify synthetic deformation signals with peak line-of-sight displacements of 4.3

cm and of length scale 10 km, with high overall accuracy 91.25% and true positive

rate 81.25%, and has also been used to successfully identify a Magnitude 5.7 earth-

quake and unwrapping errors within data from SW Turkey - a geographic region

distinct from the location of the training dataset. I plan to further develop this

method by incorporating joint analysis of data from multiple overlapping InSAR

tracks, undertaking detailed testing on deformation events with varying temporal

and spatial signatures, and employing domain adaptation so that the method can

be applied to varied global regions beyond the training region.
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Chapter 4

Improved detection of tectonic

and volcanic deformation as

anomalies in InSAR: deep-learning

tailored to differential data

In this chapter, I present the development of an alternative approach based on

anomaly detection and tailored specifically to the differential structure of InSAR

data, where individual images (interferograms) are the difference in phase between

two temporally separated SAR images. I have incorporated a unique model training

system called ’Temporal self-attention’, which is assisted by the previously trained

Bi-Deep (ALADDIn) model in Chapter 3. Just like Bi-Deep, the deep learning

model developed in this chapter is unsupervised and event agnostic but with the

added advantage of improved temporal consistency.

Part of this work is in the review in the Journal of Geophysical Research (JGR) of

the American Geophysical Union (AGU). The text and figures from this submis-

sion are reproduced under a creative commons license and changes have been made

accordingly for the work to better fit the thesis. The trained models of ALAD-

Din explained in previous Chapter 3 and model for temporal-self attention elabor-
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4.1. Introduction

ated in this chapter can be found on GitHub: https://github.com/AnzaShakeel/

Deep-Learning-for-InSAR.git via DOI: https://doi.org/10.5281/zenodo.7326911

(Anza Shakeel (2022)).

4.1 Introduction

The abundance of routinely acquires Synthetic Aperture Radar (SAR) imagery

from missions such as the European Space Agency’s Sentinel-1 (and anticipated for

the NASA-ISRO SAR Mission - NISAR) has led to a surge in deep-learning based

approaches for the detection of deformation (Anantrasirichai et al. (2018); Gaddes

et al. (2019); Rouet-Leduc et al. (2021)). These efforts are critical for optimising

the usefulness of large Interferometric SAR (InSAR) for monitoring deformation,

given that the high volumes and rates of data (10TB/day, 1000-2000 images/day)

precludes systematic manual analysis. Detecting deformation in InSAR data sets

is critical for monitoring geohazards (especially volcanoes (Ebmeier et al. (2018)),

slow landslides (Bekaert et al. (2020)) and anthropogenic deformation (Semple et al.

(2017)) and for understanding of broader tectonic processes (Elliott (2020)). Deep

learning approaches also have the potential to transform the emphasis of scientific

research, allowing the automated discovery of signals in uniformly analysed regional

or global datasets rather than studies focused on locations where deformation is

already known.

Deep learning has been widely applied to the field of remote sensing, (e.g., (Sharma

et al. (2020); Ren et al. (2021); Shakeel et al. (2019)), mostly to satellite data-

sets that comprise time sequences of images. In contrast, InSAR has a unique

spatio-temporal structure, as interferograms provide information about changes

between two dates (differential data). However, the majority of applications of

deep learning to InSAR so far have used 2D spatial patterns of phase in individual

interferograms (Anantrasirichai et al. (2018)). This has allowed the application of

off-the-shelf models like AlexNet (Krizhevsky et al. (2012)) or U-Net (Ronneber-
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4.1. Introduction

ger et al. (2015)), modified by (Chen et al. (2022)) for semantic segmentation of

active landslides. A disadvantage of this is that off-the-shelf methods are rigid in

terms of input size (e.g., the input size of VGG (Simonyan and Zisserman (2015))

is 224 × 224 × 3, where 224 is the size of an image in X and Y dimensions and

3 represents the R(red), G(green) and B(blue) channels of a digital image) be-

cause they are built on existing models that were initially trained on RGB images

data. An alternative approach is to use time-series derived from interferograms to

obtain time sequences of images for input (Gaddes et al. (2019)), although this re-

quires an additional processing step that also has the potential to introduce errors.

Most deep learning approaches applied so far for InSAR data are supervised and

tailored to detect specific deformation events (Anantrasirichai et al. (2018); Sun

et al. (2020); Rouet-Leduc et al. (2021)). These approaches are either trained on

event-specific labelled interferograms (Anantrasirichai et al. (2018)) or on synthetic

data specifically designed for a particular task, for example, to detect volcanic de-

formation (Anantrasirichai et al. (2019)), landslides (Zhang et al. (2022); Chen

et al. (2022)), anthropogenic signals (Radman et al. (2021); Anantrasirichai et al.

(2020)) or tectonic deformation (Rouet-Leduc et al. (2021)).

InSAR data are very different to the video time-series commonly used to develop

machine learning analysis methods, where an individual image instead captures

information at a particular instant in time (for example surveillance video time-

series (Nawaratne et al. (2019)). A particular challenge presented by InSAR data

is the often very low signal-to-noise ratio, because the contribution of deformation

to the phase in an individual interferogram may be an order of magnitude lower

than contributions from changes in atmospheric properties. I aim to develop an

approach that is event-agnostic, sensitive to both low-rate and transient deforma-

tion, and insensitive to errors associated with higher level InSAR processing (e.g.,

time-series smoothing, fading signal in time series constructed from short-timespan

interferograms).

In the previous Chapter (ALADDIn: Autoencoder-LSTM based Anomaly Detector
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4.1. Introduction

of Deformation in InSAR (Shakeel et al. (2022)), was trained on sequences of un-

wrapped interferograms taken from northern Turkey. The model is a fully convo-

lutional network (FCN) (Long et al. (2015)) that comprises a CNN-LSTM-based

encoder and decoder, separated by a neural network. Although the model is capable

of detecting deformation as an anomaly, I observed a lack of temporal dependency

in some results, and qualitative analysis showed that estimations of deformation

varied more than expected for independent estimations of the same epoch. For

ALADDIn, a group of 9 epochs (making 26 interferograms, see Figure 4.1), made

up a single ’data batch’, and is treated independently from the next batch. A

comparison of epochs that were estimated by sequential batches (green circles in

Figure 4.1) showed that ALADDIn sometimes estimated different spatial patterns

of phase for the same epoch due to poor perception of the temporal connection

between batches.

In this chapter, I present improvements to the ALADDIn approach comprising an

improved training method that makes use of the redundancy in interferogram net-

works to incorporate information about the temporal structure of signals from mul-

tiple data batches. I take a transfer learning (Torrey and Shavlik (2010)) approach

by re-purposing the pre-trained model from ALADDIn (Shakeel et al. (2022)) with

new model for longer interferogram sequences. In addition, I assess the performance

of method using three different scenarios. I evaluate and compare models on an

extensive synthetic test data set consisting of multiple variations of magnitude and

wavelength of an anomaly representing deformation (Figure 4.6 and Figure 4.7). I

use the magnitude 5.7 earthquake from southwestern Turkey previously used as a

test for ALADDIn (Chapter 3) (Shakeel et al. (2022)) to illustrate the impact of

my method improvements (Figure 4.8). I then assess the impact of the choice of

’patch’ size on anomalous deformation retrieved while exploring the potential for

reproducing long-lived variations in displacement rate using a volcanic test case

from Domuyo, Argentina (Figure 4.9).
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Figure 4.1: Cartoon of the data set structure. Each line represents an interfero-
gram made by subtracting corresponding epochs (single date images) represented
by circles. Signals in the epochs contribute either positively or negatively to the
corresponding interferograms, and these linkages are learned by the model. I con-
sider a combination of 9 epochs (Time t1 to t9 ) that constructs 26 interferograms,
to be a single ’data batch’. Moving along in time with a temporal overlap, the
next data batch consists of 9 epochs but from t5 to t13 and so on. For illustration
purposes, only three consecutive data batches are shown here. The interferograms
(input) constructed from the relevant epochs (output) are shown in orange when
they are first passed to the model and green when they have been passed twice
due to the overlapping nature of input data. The data network constructed within
each batch is such that epochs from t1 to t5 are connected to the following four
epochs but for the last 4 epochs from t6 to t9, each epoch connects only with the
following available epochs in the data batch. For example, at epoch t8, it is used to
construct interferograms with t9 only, these connections can be visualized by the
’lines’ in each data batch. Only one line is going forward from t8 to t9.

4.1.1 Chapter overview

In this chapter, I first provide an introduction to InSAR data structure used in this

chapter and how it can be used with deep learning models in Section (4.1). Then

I present the methodology explaining the Temporal self-attention technique 4.2.

Finally, as proof of efficiency and accuracy, I put forward a detailed experimental

analysis of test results for two real and a synthetic test cases when passed through

the model in Section (4.3). Discussion about how these results can be further

improved and how should it be tested to judge its diversity is given in Section

(4.4). In conclusion, I discuss the key contributions of this Chapter in Section

(4.5).
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4.2 Methodology

I aspire to provide a method for learning from very large, unlabelled InSAR data-

sets without the need for manual interpretation. The process of labelling inter-

feorgrams to act as training data is labour intensive, potentially subjective and

requires a priori choices about the characteristics of deformation considered inter-

esting. In principle, more diverse data results in more accurate outputs for deep

learning methods (Marcus (2018)), but for unlabelled datasets, this relies on the

model architectures being intelligent enough to focus on useful information as there

is no ’target’ or ground truth (set of actual input interferogram as shown in Fig-

ure 4.4(b), referred to as ’GT’) available. This solution is to treat the analysis of

large, unlabelled InSAR datasets as an anomaly detection problem, where anom-

alies correspond to any phenomena that deviate from the ‘normal’ spatio-temporal

patterns in the data set. For InSAR, I consider ‘normal’ phenomena to arise from

any contributions to phase not caused by changes to the Earth’s surface. These

are generally dominated by atmospheric phase contributions but may also include

errors in estimations of satellite orbitals and ‘nuisance’ signals associated with pro-

cessing such as unwrapping errors, e.g., (Emardson et al. (2003); Simons and Rosen

(2007)).

Autoencoders (Baldi (2012)) and fully convolutional networks (FCN) (Long et al.

(2015)) are types of network architectures commonly deployed to perform unsu-

pervised tasks (Bengio et al. (2012)). The input and output of such models are

identical, so the models learn the underlying distribution of the data and represent

them in the form of low-dimensional feature embedding. These embedding act as

a bridge between an encoder and a decoder (the main components of an autoen-

coder), that encrypts and de-crypts useful information about multiple attributes of

the data. For the task of anomaly detection, these models are trained on ’normal’

data so that they learn the distribution of ’normality’ (Gong et al. (2019)). After

training, when these models are tested on anomalous data, they predict the out-
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put with high reconstruction loss as they are unable to accurately reconstruct the

anomaly (as they are rare and never seen by the model). Different combinations of

layers can be added to these architectures to meet the objectives of the task and

to suit the particular data properties. The wide applications of autoencoders for

anomaly detection include (Zhao et al. (2017a); Gong et al. (2019)).

Both ALADDIn (Shakeel et al. (2022)) and the developments presented here take an

anomaly-detection approach based on the use of autoencoders and thus avoid both

time-consuming pixel-wise labelling for training data and are agnostic in terms

of deformation detected. By using networks of interferograms as inputs I treat

spatial and temporal patterns co-dependently and do not rely on the derivation

of time-series from interferograms that could introduce further artefacts. I exploit

the fact that ’normal’ signals associated with individual SAR acquisition dates

(’epochs’) contribute to related interferograms with a temporal pattern that is quite

distinct from deformation, which appears as ’anomalous’. The model is trained

to predict background epoch time-series from the noise in a redundant network

of interferograms. Because deformation has a distinct temporal structure, I can

therefore separate it out from the predicted baseline signals.

4.2.1 Data set details - temporal dependency

I use Sentinel-1 InSAR data for training and testing the model. The input data

are networks of unwrapped interferograms in radar coordinates generated auto-

matically by the COMET LiCSAR processing system (Lazecký et al. (2020)) ∗.

This system constructs interferograms with the 4 shortest possible timespans both

forwards and backwards from each epoch (as illustrated in the Figure 4.1). For a

satellite repeat time of 6 days, this results in each epoch contributing to 8 inter-

ferograms (6,12,18,24 days). ALADDIn was trained on data from Turkey (Shakeel

et al. (2022)) and here, I use the same training data set (LiCSAR Frame name:
∗The unwrapped radar-coordinate data format with which the interferograms were saved until

the year 2019, is no longer saved. However, the exact data format on which this model is trained
can be reconstructed from the LiCSAR intermediate products that are preserved
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4.2.1. Data set details - temporal dependency

014A_04939_131313, data spanning from the year 2017 to 2019) that was first

passed through ALADDIn and its predictions are used to initiate the training of

this new temporal self-attention model. This data set was selected on the basis

that they were not expected to contain any known examples of deformation, but

were dominated by atmospheric signals.

to manage the complexity of the model and the memory required to train a large

number of parameters, the frame is divided into cubes of size 256 × 256 × 26 pixels

(a spatial extent of approximately 20.5 km × 20.5 km) with a fifty percent spatial

overlap (in both E-W and N-S directions) and instead of passing the whole time-

series in every training iteration, a set of 26 interferograms (abbreviated to IFGM)

that cover 9 epochs (abbreviated to EP) is passed (the set is called a data batch

and is shown in the Figure 4.1, where circles represent EP and the lines connecting

each circle i.e. EP represents the IFGMs). The temporal sliding window is 9 EP in

length and moves with a stride of 4 ensuring a temporal overlap of > 50% between

successive input data batches. The 26 IFGM link each EP with all successive and

preceding EP within the sequence, up to a maximum distance of 4 forwards and

backwards in time. For example, the central EP is linked by 8 IFGM to all other

EP, but all other EP in the data batch are linked with fewer than 8, to a maximum

of 4 IFGM for the first and last EP in the batch (as illustrated in the Figure 4.1,

where only four lines/IFGMs can be seen linking EP at t1 and t9).

The term temporal dependency is directly related to the temporal overlap that

exists within the data set. This can be seen in the Figure 4.1 when the colour of

EPs changes from orange to green with successive input data batches. For every

EP that occurs in overlapping data batches, the model must predict outputs that

are similar realistically. So, the output of each data batch should be temporally

dependent on the output of all batches. despite a high detection rate (91.25% over-

all performance accuracy on a synthetic deformation test case) ALADDIn (Shakeel

et al. (2022)), produced a different set of solutions for the five EP that overlap

between data batches (Figure 4.1 green circles represent overlapping EPs in the
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Figure 4.2: The comparison between the predicted epochs of both models. ALAD-
DIn (a) and the Temporal self-attention model (b). The green box covers the EPs
that are overlapping (as in the Figure 4.1). The purple box shows the difference
between the EPs that are occurring in multiple data batches. Comparing both the
boxes for (a) and (b), it can be seen that the difference computed for Temporal
self-attention is approximately zero. That is not the case for ALADDIn, the pre-
dictions made by ALADDIn (a) are not similar. Hence its output is not temporally
dependent.

data network). The evidence of this is shown in the Figure 4.2, where the output

of ALADDIn (4.2 (a)) is evaluated based on the difference between successive data

batches. I, therefore, aim and have successfully designed a system that predicts

realistically similar/temporally dependent spatio-temporal patterns for EPs in the

overlap between data batches (as shown in Figure 4.2 (b)).

4.2.2 Transfer learning - Pre-trained ALADDIn

I re-purpose the model pre-trained for ALADDIn here, using a transfer learning

approach. In the new network architecture, the same number of layers are used as

in the encoder and decoder of ALADDIn (Shakeel et al. (2022)). In fact, instead of
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4.2.3. New network architecture using temporal self-attention

initializing the weights of these layers from scratch, transfer learning (incorporation

of previously learned knowledge (Torrey and Shavlik (2010)) is applied and the

previously trained weights are utilized to begin training.

4.2.3 New network architecture using temporal self-attention

I designed the network architecture of this training system to exploit redundancy

in the input interferogram network, that is, that information about each epoch

may appear in multiple interferograms (Figure 4.1). The base of the deep learning

model is a fully convolutional network, including an autoencoder combined with a

neural network as shown in Figure 4.3(b).

The encoder translates the hidden features/distributions of the input data batch,

which is a batch of interferograms (26x256x256) (Figure 4.1). The neural network

then converts the features that are learned from IFGMs into the form of EPs

(9x256x256). This converted feature space is then decoded and interpreted to

predict the unknown EP time-series.

The model consists of a set of convolutional and convolutional Long Short Term

Memory (LSTM) with pooling layers in the encoder. The purpose of pooling layers

is to down-sample the input, by taking, for example, a minimum, maximum or av-

erage value. In this model, I have used maximum pooling (referred to as max pool,

to gather the maximum value of features within a window size. Likewise, trans-

posed convolutions and convolutional LSTM with upsampling layers are combined

in the decoder. In between the encoder and decoder, the neural network consists

of three 1D fully connected (FC) layers. The 3D convolution layer spans the input

spatially in all dimensions, whereas the Long shot-term memory (LSTM) layer (ori-

ginally 1D) is capable of maintaining memory with the help of learnable ’forget’,

’input’ and ’output’ gates. This, when combined with the convolutional opera-

tion, serves for any multi-dimensional input. This layer is tailored for the specific

task of learning both spatial and temporal patterns co-dependently. Every convo-

74



4.2.3. New network architecture using temporal self-attention

2048

576

Encoder Decoder

(b
) 

B
i-

D
ee

p
 m

o
d

el
 (

A
LA

D
D

In
)

In
p

u
t 

B
at

ch
 (t

)

2
6

x2
5

6
x2

5
6

x1

Conv*
Normalization

Conv LSTM

Fully Connected

Max Pool

Up Sampling

Bidirectional LSTM
Skip Connection

Transposed Conv*

* Time Distributed

9
x2

5
6

x2
5

6
x1

U
n

kn
o

w
n

s:
 (
EP
)

Ti
m

e-
se

ri
es

576

In
p

u
t 

B
at

ch
 (t

)

2
6

x2
5

6
x2

5
6

x1 2048

9
x3

2
x3

2
x6

4
FE

AT
U

R
ES

:
(E
P
)

Ti
m

e-
se

ri
es

Bi-Deep 

La
st

 5
 E

p
o

ch
s

9
x2

5
6

x2
5

6
x1

(a
)

Te
m

p
o

ra
l S

el
f-

A
tt

en
ti

o
n

5
x3

2
x3

2
x6

4
FE

AT
U

R
ES

:
(E
P
)

Ti
m

e-
se

ri
es

For t=0

Feedback 
to solve 
for data 
stack (t+1)

9x256x256x1
Unknowns/Output: (EP) Time-series for stack (t) Feedback 

to solve 
for data 
stack (t=0)

Figure 4.3: Illustration of network architecture and self-attention training scheme.
(b) Bi-Deep model from ALADDIn pipeline (Shakeel et al. (2022)) is used for pre-
trained weights and to initiate predictions for self-attention. The layers used to
create the architecture are: time-distributed 2D convolutional, max-pooling, nor-
malization, 2D convolutional LSTM, fully connected layers, transpose convolutions,
upsampling and a bi-directional LSTM layer. Skip connections are also in place to
merge features. For temporal self-attention in (a) the decoder is disconnected to
fuse features from the overlapping epochs from the previous data batch(t−1). The
pre-predictions from the previous data batch(t−1) is passed through a mini-encoder
consisting of a pair of time-distributed conv and two convolutional LSTMs

lution layer is followed by a normalization layer and max-pool for downsampling

in the encoder. Similarly, in the decoder, every convolutional LSTM is followed

by a normalization and upsampling layer. Transposed convolutions (often called

deconvolutions) perform similar operations but with broadcasting the feature map

instead of downsizing. The mini-encoder used for the attention of overlapping 5

epochs consists of 2 pairs of convolutions, convolutional LSTM following normal-

ization and max-pooling layers.

The neurons used in the fully connected layers are 2048 and 576 (see Figure 4.3).

These number of neurons are of immense importance, as they are used for con-

verting the feature maps from 26 interferograms (at the encoder side) to 9 epochs

(at the decoder side). For example, the size of data after being processed by the

encoder is downsized from 26 × 256 × 256 × 1 to 26 × 8 × 8 × 1 then the decoder

should receive an input of 9×8×8×1. Hence, the neurons in the 2nd FC layer are
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4.2.3.1. Training protocol - feature merging

computed by multiplying the dimensions 9×8×8×1 = 576. So, it can be unrolled

back into the dimension = 9 × 8 × 8 × 1 and used by the multi-dimensional layers

in the decoder. Tanh activation functions are used for every layer. This function

ranges from [-1 to 1] which is ideal for this model, as negative values are equally

important as positive values.

Furthermore, skip connections are added for feature reusability and to avoid the

problem of vanishing gradients (Hochreiter (1998)), where the weights (calculated

by each layer in a ’deep’ model) gradually decrease to zero and backpropagation

fails. In deep convolutional models, this problem often occurs and hinders learning.

Skip connections are represented by dotted lines in Figure 4.3(b), their purpose is to

re-use the output of layers and feed to deeper layers, to merge the information and

process t adding more features to help to dodge the vanishing gradient problem.

Finally, a bidirectional convolutional LSTM layer is added, that spans the output

both forwards and backwards and combines features to refine the predictions.

4.2.3.1 Training protocol - feature merging

The predicted EP time-series by the model should be spatially and temporally con-

sistent (in a sequential manner), regardless of the overlapping nature of the data

batches. To restore continuity in the data, that is lost when I divided the time-

series in to multiple data batches for computational purposes, each data batch is

computed with a temporal stride of 4 epochs that ensure 5 overlapping epochs.

The value for temporal stride is selected after considering computational capacity

as decreasing this value would increase the total number of data batches and vice

versa. The features learned for every (data batch(t−1)) batch should therefore facil-

itate learning for its proceeding (data batch(t)), especially for overlapping epochs

(which are 5, as illustrated in Figure 4.1) represented as green circles, as they

are already been computed in the previous iteration when (data batch(t−1)) was

processed. This form of attentive learning (a mechanism that focuses on specific

temporal regions in a sequence to create a representation of it, for example, here
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4.2.4. Framework for Anomaly Detection - Shuttling

it focuses specifically on overlapping EPs. ) is introduced in the decoder part of

the model. The continuity of the decoder is interrupted and predictions of the

last 5 epochs (data batch(t−1)) are fed back by passing them through a mini en-

coder. These features are combined with the first 5 epochs (data batch(t)). The

merged features are passed to the rest of the decoding layer to make refined epoch

predictions. In this way, the cyclic nature of deep learning model training and

back-propagation is not affected. Because no previous prediction is available in the

case of the very first data batch(t=0), the 5 epochs are constrained only by features

using the Bi-deep model of ALADDIn (Shakeel et al. (2022)).

Instead of one, two loss functions are used to constrain the model:

LossIF G =
n∑

i=1
(OutputIF GM − InputIF GM )2

LossEP =
n∑

i=1
(5epochst − 5epochst−1)2

Loss = LossIF G + LossEP (4.1)

where n is the number of interferograms in the case of LossIF G, it refers to the

loss computed between reconstructed interferograms by the model and the input

interferograms which is also the ground truth. LossEP is the difference between

the current predictions of overlapping epochs and the previous ones, so here n

is 5, and the accumulated loss is then back-propagated. The model is trained

using Keras (Chollet et al. (2015)) (a deep learning API) with the TensorFlow

(Abadiet al. (2015)) backend. Due to the large size of the images in memory the

batch size was set to 1. Adam optimizer (Kingma and Ba (2014)) was used with a

learning rate of 0.00001. A lower learning rate gives the model a chance to learn

features through steady changes in a loss instead of rapid fluctuations.

4.2.4 Framework for Anomaly Detection - Shuttling

When the model is tested against anomalous data, I expect to find high spatial

residuals between input data and predicted signals and/or a high overall recon-
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struction error. Due to the event-agnostic nature of this approach, I do not rely

on identifying specific patterns in the reconstruction error. Because I have no

preconceptions about the spatial size, intensity and temporal structure of an an-

omaly, I design a novel detection framework to pick up all kinds of anomalies with

a minimum possible rate of false positives. The prediction for every input data

batch is refined based on the estimations of findings from previous data batches. I

take full advantage of this capability and introduce ”shuttling” during test time.

”Shuttling” as its name suggests, completes multiple passes in forward and back-

wards directions for all of the data batches, as shown in Figure 4.4(a), here for

illustration purposes the data contains three batches only. During the backward

pass, the data is flipped spatial as well because now the pre-EP image serves as

the post-EP image to compute the interferogram which is: postEP − preEP. The

residuals (RES) shown in Figure 4.4(b) reveal that reconstruction is more accurate

after shuttling is implemented and the residuals are near zero after the second for-

ward pass. Input IFGMs that have spatial data gaps or pixels with missing values

(’NaN’) are a data error and one such IFGM is shown in Figure 4.4(b) black boxes.

If ’NaN’ is passed through the model, it will propagate through the model due to

back-propagation and diminish the learning to a ’NaN’. To avoid this, I identify

these missing values and replace them with a zero. This introduces box-like pat-

terns of zeros in the input, but as I am enforcing the model to learn both spatial

and temporal patterns. This helps the model to predict even when the input is zero

(as shown in the black boxes of Figure 4.4 (b) ’PRED’). Even though the model

makes estimates for missing pixels, these box-like patterns are passed in the ’RES’

through subtraction of PRED and GT.

Once the data are shuttled completely (terminated at the third pass, when no

improvement results are observed), I expect anomalies to appear as a residue in

residual (RES) IFGM as shown in Figure 4.7. An interferogram captures the

changes that occurred between two dates, so potentially spans multiple EPs. Hence,

for the data structure, an anomaly will always appear in multiple interferograms.
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Figure 4.4: The Shuttling scheme. (a) Temporal self-attentive training and test-
time shuttling procedure is illustrated here. Features of overlapping EP (green
circles in Figure 4.1) from data batcht−1 are fed in the model (pink box) for every
batcht as moved across time from batcht=0 to batcht=2. While testing the same
procedure is repeated for backward interferograms (both in space and time). The
last IFGMs of the forwarding pass (e.g., 15,16 and 16,17) are now the first IFGMs
of the backward pass (e.g., 17,16 and 16 and 16,15). This process is called shuttling,
it is repeated for another forward pass and so on until no change in the output is
observed (only three passes are shown here for illustration purposes). (b) Shows an
example output from the process, where ’GT’ refers to ground truth IFGMs which is
the input to the model (presented as lines in the Figure 4.1), ’PRED’ is predicted
IFGMs (output of the model) and ’RES’ are the residual IFGMs computed by
subtracting PRED from GT to measure what is missed by the model. Shuttling
helps to achieve model predictions that are close to the input ’GT’. In a comparison
of ’RES’ of forward0 (top row) and with ’RES’ of forward1 (bottom row), it is
clear that the ’RES’ is near zero. Black boxes enclosing IFGM 1,5 in all shuttling
iterations display an example of spatial data gaps or pixels with missing or ’NaN’
values, that are replaced with a zero before passing through the model.

To accurately detect the temporal window of an anomaly, I first reduce the residuals

down to a mutually exclusive set of NEIr ) "residual epoch intervals". An EP interval

is a different image that spans two successive EPs, so, therefore, NEIr is equal to

one less than the number of EPs. These intervals are essentially equivalent to

the shortest spanning set of residual ’daisy-chain’ interferograms but are instead

estimated from the full set of residual (RES) interferograms so are more robust to
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4.2.4. Framework for Anomaly Detection - Shuttling

noise than any residual image. In order to estimate this set of NEIr residual epoch

intervals, I perform a linear least squares inversion on a pixel-by-pixel basis of the

NIF GMr residuals as follows (based on the SBAS approach from (Berardino et al.

(2002))):

dIF GMr = G.m, (4.2)

where dIF GM is a NIF GMr × 1 array containing pixel values of all NIF GMr residual

interferograms, m is the NEIr ×1 vector of residual EP intervals that I wish to solve

for, and G is the NIF GMr × NEIr sized design matrix for this system of equations,

containing 1s and 0s only. Eq 4.3 shows an example of matrix G for a set of six

residual interferograms (IFGM12r , IFGM13r , IFGM14r , IFGM23r , IFGM24r ,

IFGM34r ), constructed from four epochs (EP1r , EP2r , EP3r , EP4r ), which will

output three epoch intervals (EI12r , EI23r , EI34r ) based on the residuals.



IFGM12r

IFGM13r

IFGM14r

IFGM23r

IFGM24r

IFGM34r


=



1 0 0

1 1 0

1 1 1

0 1 0

0 1 1

0 0 1




EI12r

EI23r

EI34r

 (4.3)

Instead of using all residuals of the overlapping epochs, I only use the latest ones

predicted by the model, which should be the most reliable. Also, I perform the

linear least square inversion for both, forward progressing data and backward pro-

gression data, to create two independent sets of residuals EP intervals for detection.

These intervals are then automatically analysed for the presence of spatial anom-

alies using two complementary analysis methods: semivariogram analysis (Wack-

ernagel (2013)) and density-based clustering (DBSCAN) (Kriegel et al. (2011)).
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In the absence of deformation, the residual epoch intervals are expected to take

values near to zero (as they will be accurately reconstructed by the model, e.g. see

Figure 4.4(b)), but in case of an anomaly or multiple anomalies within a sequence,

the spatial structure of that anomaly will appear in at least one epoch residual.

My goal is thus to separate ’normal’ intervals from the anomalous ones, without

any prior knowledge of where anomalies appear in a sequence. I use a clustering

algorithm (DBSCAN) (Kriegel et al. (2011)) that does not require a-priori spe-

cification of the number of clusters to locate anomalies. To ensure I detect all

anomalies, using both, forward and backwards independent sets of RES EP in-

tervals and perform DBSCAN combining them, setting the minimum points in a

cluster to be two.

I incorporate the spatial variability measured by the semivariogram, to separate

anomalies with certain spatial frequencies (e.g. deformation that is spread over

small regions) from larger areas that are normal. These localised but significant

changes are less likely to be detected by clustering or simply computing bulk dif-

ferences between actual and reconstructed images (e.g. by a Mean Squared Error).

I expect that residual epoch intervals (epoch intervals constructed using residual

interferograms i.e. ground truth - prediction) containing no anomaly will all have

similar spatial structure and therefore will also have similar empirical semivari-

ograms, whilst epoch intervals containing anomalies will have semivariograms that

differ substantially from this normal structure. A semivariogram is calculated for

each residual epoch interval, and the root-mean-squared-error is computed between

each semivariogram and all others in the entire set of residual epoch intervals across

all sequences. Finally, the classified anomalies from the semivariogram and cluster-

ing analysis of epoch interval time series are combined using an AND operation in

order to reduce the number of false positives. The variables and parameters used

for both these analysis methods are the same as ALADDIn (Shakeel et al. (2022)).
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4.3. Results

4.3 Results

I evaluate the performance of improved models on the basis of (1) temporally

consistency in overlapping data batches, (2) the range of anomalies detected in

terms of spatial and temporal scale, and (3) the model’s ability. to process large

areas using sliding spatial and temporal windows and (4) its ability to detect a

range of deformation types.

4.3.1 Performance evaluation - 2D Gaussian synthetic test data

set

Before testing the models on real scenarios, I use a synthetic data set to test the

model. I design a synthetic test to compute the accuracy and assess the capacity

of the models. It is important to analyse the extent in terms of the wavelength

and magnitude of the deformation signal that is accurately captured by the model.

For simplicity, I use a 2D Gaussian spatial pattern with varying magnitude and

wavelength and add it at eight random instances in a test patch location of the

Turkey data frame (014A_04939_131313 i.e. same as the training frame but the

southern region of this frame is separated for evaluation purposes) that has never

been seen by the model during training. The structure of this anomaly is computed

using the equation given below:

Z(x, y) = A. exp (−(x2 + y2)/r) (4.4)

where r is the exponential length-scale or wavelength, that varies from 10 m to

12 km. A is the scaling parameter that is directly proportional to the magnitude

or peak-value that varies from 1 cm to 11 cm (almost doubling each time to cover

maximum range with fewer test variations). x and y are spatial coordinates relative

to the location of Gaussian peak. This means that the signal-to-noise ratios for

this test dataset range from 0.0003 to 70 (1 cm peak displacement) to 0.0000003

to 1.7 (11 cm peak displacement). These anomalies are shown in Figure 4.5.
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Figure 4.5: The synthetic test data set. It is created using the equation 4.4 with
varying wavelength (10 m to 12 km) and magnitude (1 cm to 11 cm). Each anom-
aly is augmented with same wavelength and magnitude but with different center
location, creating 105 anomalies altogether. These synthetic anomalies are added
into 8 different time intervals in the test data.

I examine a total of 105 scenarios, each consisting of 10 data batches (spanning from

to 28thJuly2017 to 18thApril2018), containing 8 anomalies. The test set is passed

through the model and analysis is done on a quantitative as well as a qualitative

basis. Figure 4.6 (a) shows a heat-plot of overall accuracy (OA) and Figure 4.6 (b)

shows a heat-plot of true positive rate (TPR) and Figure 4.6 (c) shows the average

OA, TPR and FPR of this model for each magnitude. Where sample outputs of

two synthetic cases are shown in Figure 4.7. As it is a synthetic data set, ground

truth is known beforehand and one-hot encodings of ground truth and predictions

are computed, where a label ’0’ is for normal data and ’1’ is for an anomaly. TPR

and OA are then plotted for each test sample. The temporal self-attention model

performs with a higher true positive rate (>60%) for lower magnitudes (2 cm) and

higher wavelengths. The mean true positive rate is then plotted in comparison

with the mean false positive rate and mean overall accuracy for each magnitude.
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4.3.1. Performance evaluation - 2D Gaussian synthetic test data set

The equations of which are given below:

TPR = TP/(TP + FN)

FPR = FP/(FP + TN)

OA = (TP + TN)/(TP + TN + FP + FN) (4.5)

where TP is truly positive, FP is a false positive, TN is a true negative and FN is

a false negative. Negative here corresponds to the ’normal’ data or 0’s and positive

corresponds to anomalies or 1’s. OA is the overall accuracy, and TPR and FPR

are true and false positive rates respectively. The plot in Figure 4.6 (c) shows that

the average overall accuracy of the model for magnitudes greater than and equal

to 4 cm is greater than 70%, this is due to the true negatives that are much more

in number and carry equal importance, as it shows the architecture’s specificity.

Whereas a fairly high false positive rate is majorly due to the fact that the model

is fitting on ’normality’, leaving greater residuals resulting in false flags.

The false positives include unwrapping errors as well as missing data. The model

does a better job of predicting ’normal’ interferogram patterns and therefore flag-

ging more of the errors in the input data, which are classified as anomalies according

to the tests. The temporal self-attention model has proven to be accurate by de-

tecting anomalies with magnitudes of 4 cm or peak line-of-sight displacement of

a few cm (1-2 fringes), and of a length-scale greater than a few hundred metres,

it displays an overall accuracy of 80 to 90% - this is the region in the pink poly-

gon in Figure 4.6 (a) and (b). The Figure 4.7 displays the results of temporal

self-attention for two synthetic test scenarios both for low magnitude and greater

wavelength (bottom) and for higher magnitude and lower wavelength (top). The

model accurately estimates the centimetre scale (4 cm and 7 cm) spatial structure

of the flagged anomaly as shown in the Figure 4.7.
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Figure 4.6: Performance evaluation of the model on synthetic test data. (a) Shows
a heat plot of overall accuracy for each magnitude and wavelength of anomalies.
(b) Similarly, the same is plotted for a true positive rate. (c) Shows the bar plots
for mean true positive rate (orange), mean false positive rate (yellow) and mean
overall accuracy (blue). The pink polygon covers the predicting region or spatial
scale of detection of the model. The true positive rate is high for magnitudes as low
as 4 cm and length scale few m to km. The red star shows the real earthquake (in
terms of its magnitude and wavelength) that occurred in Turkey and is detected
by the model.
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Figure 4.7: The figure shows two cases of synthetic test data. (Top) Magnitude
7 cm and wavelength 1.5 km and (bottom) magnitude 4 cm and wavelength 7km.
GT IFGM is the ground truth interferogram, PRED EPs is the predicted epoch,
REC IFGM is the reconstructed interferograms made using PRED EPs and RES
IFGM is the residual interferogram. The RES IFGM is of importance as it carries
the anomalous signal missed by the predictions.

4.3.2 Case study: 2019 Earthquake in south-west Turkey

To compare the accuracy of models I revisit a real earthquake of magnitude 5.7

that occurred in southern Turkey on 20th March 2019 (Elliott (2020)), and was

previously used to test ALADDIn (Shakeel et al. (2022)). This south-western

region of Turkey has experienced major earthquakes in the past (Mw 7.0 in 1914

(Ambraseys (1988)), Mw 6.2 in 1971 (Taymaz and Price (1992)), Mw 6.2 in 1995

(Wright et al. (1999)) and Mw 6.6 in year 2017 (Karasözen et al. (2018))). InSAR

data that has been analysed by the model, estimates deformation of approximately

4 cm (as reported by (Elliott (2020))), shown in Figure 4.8 (c). The data for this

test case is processed from the time-period 18th September 2018 to 10th April 2019.

I divide the data into 7 data batches (according to the Figure 4.1), comprising

31 epoch intervals in total. This test region is never seen by any of the models

during training. The method ALADDIn successfully detected this earthquake and
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estimated its spatial structure, but due to the overlapping data structure, two

variations of the same instantaneous anomaly were retrieved, as shown in Figure

3.7. It can be seen that the Temporal self-attention model constructs one accurate

estimate of epoch interval whereas the two variations estimated by ALADDIn are

different in terms of the spatial pattern (shown in Figure 4.8 (a)). In a comparison

of residual EP intervals with the estimated earthquake structure (Figure 4.8 (c)),

it can be seen that the proposed method produces the pattern of an anomaly in the

residuals similar to the actual structure (as reported by (Elliott (2020))). All model

variations prove capable of flagging the earthquake, but I am still able to compare

their performance on the basis of the spatial structure of the anomaly leaked in

the residual i.e. the foreground for the detection framework. Each of the predicted

epoch intervals depicts the behaviour of background noise which is negatively and

positively correlated to one another and the interval capturing the earthquake is

spatially different from other intervals. The estimated spatial structure of the

flagged anomaly by the Temporal Self-attention model is shown in Figure 4.8 (c).

4.3.3 Case study: The Domuyo Volcanic eruption

I apply the most accurate model - Temporal Self-attention trained on real data - to

an additional real test case. I select a well-documented period of uplift at Domuyo

volcano, Argentina (Lundgren et al. (2020); Astort et al. (2019); Derauw et al.

(2020)), because this allows to examine (1) how the model trained on real InSAR

data from northern Turkey performs in a location with completely different atmo-

spheric conditions and topography and (2) how well it can detect persistent rather

than transient deformation, and (3) how the model performs when the deforma-

tion signal (in this case - 64 × 40 km) exceeds the patch size (20.5 × 20.5 km).

Domuyo stratovolcano (4702 m elevation), in northern Patagonia, is thought to be

late Pleistocene (but possibly Holocene) age. It has no record of historical activ-

ity, but a major hydrothermal field centred southwest of the volcano’s flanks has

a very high thermal energy release and recent gas-driven explosions, which imply
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Figure 4.8: The results of the real earthquake test case. (a) Shows the predicted
EPs. Red box is the time period 17th March 2019 to 23rd March 2019 that cover
the event date, i.e. 20th March 2019. (b) Shows the time-series plot of detected
interferograms encompassing the detected epoch interval which is marked by a
red dotted line. Interferograms marked with red colour and represented by the
red ’pentagon’ are anomalous. (c) Shows the shortest (6-day) ground truth (GT)
interferogram capturing the earthquake anomalous signal. The red box covers the
exact region of size 256 × 256 pixels that have been processed by the model. (d)
Shows the estimated spatial structure of the flagged anomaly by the model. The
deformations shown here are measured in cm.
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the presence of an active magmatic system (Chiodini et al. (2014); Lundgren et al.

(2020)). Further evidence for this comes from uplift, which has been attributed

to the intrusion of volatile-rich magma at 6.5-7 km depth (Astort et al. (2019)),

and has occurred in lagged correlation with edifice-wide warming (Lundgren et al.

(2020)). Domuyo subsided between 2008 and approximately 2013, before entering a

phase of uplift in 2014 with a maximum rate of 15 cm/yr. Uplift slowed until early

2021, when the volcano began to subside. I selected a period of relatively high-rate

uplift between May 2017 and December 2018 for the method test (Figure 4.9a).

Over this interval deformation was relatively constant, so every interferogram to

be flagged is expected.

This case study also provides the opportunity to assess the implications of applying

deep learning to automatically processed, noisy InSAR data sets with significant

data gaps. The network design for standard LiCSAR processing relies on short

timespan interferograms: 4 forward connections for each epoch, maximum inter-

ferogram length of 48 days for 12 day acquisition intervals, as at Domuyo. This

means that even for the relatively high rate persistent deformation at Domuyo, dis-

placements in individual interferograms are commonly < 1 cm, well below the level

of atmospheric contributions (Figure 4.9b). Furthermore, the standard LiCSAR

network design is not optimised for regions with major seasonal variations in phase

coherence (e.g., snow cover). This results in loss of coherence in the test data-

set, relative to a network tailored to include only summer-summer interferograms

(Lundgren et al. (2020)).

The interferograms I analysed also had a minimum 12-day interval as compared

to the training data which had a minimum of a 6-day gap. In order to create the

data network with the structure shown in the Figure 4.1, I require each epoch to

be connected by 4 interferograms forwards and backwards. Where there were large

gaps between useable interferograms in the automatically processed data, epochs

were skipped. The sample interferograms shown in Figure 4.9 (e) illustrate typical

data gaps (circle), low coherence with unwrapping errors (square), low signal-to-
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Figure 4.9: Result of anomaly detection when tested on a volcanic eruption in
Domuyo. (a) Time series of displacements at Domuyo Volcano, made from LiC-
SBAS time series algorithm Morishita et al. (2020)) using LiCSAR interferograms
(b) Cumulative deformation estimated from a stack of the displacement rates for
all GT IFGMs, assuming a linear displacement rate. (c) Detection map showing
flagged EIr on a patch by patch basis (spatial and temporal sliding window for
processing). (d) Final estimation of the spatial structure of deformation of all de-
tected epoch intervals. (e) (Top) Signal to noise ratio, as estimated as the ratio of
peak displacement to interferogram variance with deforming area masked, for the
processed region of interest for all interferograms. (Bottom) Interferograms with
lower SNR are displayed in comparison to the one with higher SNR (red triangle).
All of which are detected by the model.
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4.3.3. Case study: The Domuyo Volcanic eruption

noise ratio (inverted triangle and square) and an example of a high signal-to-noise

ratio image where the Domuyo displacements are visible (triangle). Although the

training data set did include regions of poor coherence, it did not include data gaps

as shown in Figure 4.9a (circle), so these are flagged as anomalies, leading to a high

false positive rate.

The model not only accurately predicts the temporal extent of the volcano but

also results show that it can be used to process larger regions and stitching the

results together co-relates the spatio-temporal pattern of the large ground truth

interferogram. The Figure 4.9 shows the visualizations of results when the volcano

is tested. The bottom left corner of the interferogram of size 1408 × 896 pixels are

processed, the centre of which is covered by the volcano, covering ∼ 13000km ×

11000km area on the ground. This region is divided into 60 overlapping patches of

size 256 × 256 and each patch location is independently passed through the model

and detection framework. The data temporally spans from 17th May 2017 to 14th

December 2018 (∼ 2 years), comprising 10 data batches with 44 epoch intervals for

each patch location. The results show that the predictions are spatio-temporally

consistent, despite the fact that the whole area is processed on a patch-by-patch

basis in a sliding window scheme and stitched together in the end. The key benefit

of the convolution neural network is translation invariance, which has proved to be

beneficial in this case and has resulted in consistent output. This property of CNN

is prompted by the spatial overlap in the training data set. The test set is full of

missing data points resulting in a greater number of false positives. All the flagged

epoch intervals of each patch are visualized on a heat map called the detection map

(shown in Figure 4.9 (c)). The total number of epoch intervals is 44 but due to the

overlapping nature of patches, each location is covered by at least 4 patches, except

for the boundaries, hence epoch intervals are flagged by multiple patches. The

most flagged region is enclosed by the orange-red intensity with most EIr flagged

in Figure 4.9 (c)). It performs well both for high and low signal to noise ratio

interferograms (Figure 4.9 (e)), although large data gaps and unwrapping errors
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4.4. Discussion

result in false positives. These results demonstrate the transferability of training

using data from Northern Turkey to a completely different geographic setting, with

very different topography, vegetation, patterns and therefore interferogram noise.

The estimation of the accumulated deformation from the automatic detection is

very consistent with displacements estimated using conventional analysis methods

such as ‘stacking’ (compare Figure 4.9 b and d).

4.4 Discussion

4.4.1 Training on the synthetic data set (background noise)

For anomaly detection framework, especially unsupervised, it is vital to create a

training data set that entirely focuses on ’normality’. The probability of raw data

containing errors is high. These errors can be due to multiple factors, for example,

pixel-wise gaps, temporal errors/gaps, artefacts due to noise, low signal-to-noise

ratio, etc. To further improve the understanding of normal data, so that anomalies

can be flagged with high accuracy. It is important to train the models on a synthetic

’normal’ data set to evaluate all models based on test results. For this, the synthetic

data needs to be defined and created, so that the model can be trained on them.

4.4.2 Testing on descending frame

So far, I have evaluated my model on the basis of temporal dependency, area

of anomaly and its type. The model accurately separates the anomaly from the

atmospheric background noise that has been captured by the Sentinel-1 InSAR

data. As elaborated in Section 1.2.2, the SAR acquisitions are made twice (day

and night time). The model is trained on the data from Turkey that actually

belongs to the data acquired at night time (Ascending frame). The look angle i.e.

viewpoint and perspective of the satellite at night and daytime track are different

because they travel in opposite directions (S to N for Ascending and N to S for
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4.4.2. Testing on descending frame

Descending). This makes the spatial patterns captured by the satellite appear at

different pixel locations on the images, with different sizes and structures. Plus the

participation of atmospheric noise is comparatively different for day and night times

acquisitions. The transformation matrix between the two tracks can be defined by:

Translation, Scale, Rotation, Shear and Reflection.

CNNs are expected to be both invariant and equivariant, invariance corresponds to

ignoring the fact that a transformation has occurred, whereas equivariance relates

to re-producing the same transformation (Mumuni and Mumuni (2021)). Invari-

ance plays a major role in tasks like classification (but not limited to), where a

score or label is to be produced for a whole image instead of pixel-wise output.

Whereas equivariance majorly assists for tasks like dense segmentation or object

reconstruction. Though these traits exist in the current layers of CNNs, research

has been done to further improve them, for example (Dai et al. (2017) , Kayhan

and Gemert (2020) ,Mumuni and Mumuni (2021)). The straightforward solution

for this problem is training the models with augmented data, and different tech-

niques for data augmentation have been introduced (Chen et al. (2020a)). The

model understands the transformation while training and generalizes the whole

data helping to predict the invariant output.

Due to the fact that the models are trained on Ascending data only, In order

to check the ’generalization’ of the model, it is important to test the anomalies

captured during Descending tracks. The translation invariance property of CNN

has already been proved by testing the Volcano at Domoyu (see Figure 4.9), which

covered a greater area as compared to the size of patches I trained the model on. I

seek to evaluate the impacts of processing an area from a Descending track in the

following chapter.
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4.5 Conclusion

In this chapter, I present a novel deep learning architecture and a unique, iterative

training scheme of my model that successfully incorporates temporal consistency

to learn the spatio-temporal patterns in InSAR data. The unsupervised and event

agnostic property of the model is demonstrated in this chapter. Where both a

tectonic (≈ 5 to 6 cm) and a volcanic deformation (≈ -25 to - 30 cm) is not only

detected but its accurate spatial structure is also estimated by a single pipeline, that

is trained on generic unwrapped interferograms, mostly consisting of background

noise. Test results clear all doubts regarding the limitations of the model with

respect to the size of patches it is trained on. In fact, the sliding window technique

of processing large areas is proven to be advantageous. Because anomalous intervals

can be flagged by multiple patch locations, or if missed by one can be flagged by

others. This can be extended and refined by developing a voting system instead of

taking a simple union for gathering the epoch intervals. The quality of data plays an

important role both in the detection as well as in prediction of the spatial structure

of the detected anomaly. For instance, if the output of the Turkey earthquake is

compared with the Domuyo volcano, it can be seen that the spatial structure of

the earthquake anomaly is clearer than the volcanic anomaly, despite the fact that

the temporal signature of the volcano is much longer (i.e. accurately detected by

the model). High atmospheric noise together with a greater number of missing

pixel-wise information in the Domuyo data is reflected in the accumulated spatial

structure of the anomaly. Signal to noise ratio (SNR) of the Domuyo data is plotted

in Figure 4.9 (e). This ratio represents the variance of only the processed region

of the frame (Figure 4.9(b)) verses the suspected volcanic region. More than 90%

of the data have low SNR (below the dotted line plotted at SNR 1). The model

successfully detects the anomaly even with SNR as low as 0.06, the red square

(shown in the bottom of Figure 4.9 (e)) encapsulates this interferogram. The

extent of missing pixel wise values can also be seen here, that exist consistently
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4.5. Conclusion

around the anomalous region.

The proof-of-concept study in ALADDIn (Shakeel et al. (2022)) Chapter 3, demon-

strated the efficient and accurate automatic analysis of unwrapped interferograms.

Here I have investigated and eliminated the limitations of temporal dependency of

my proof-of-concept. By introducing Temporal Self-attention, I have not only initi-

ated temporal consistency in the results but also improved the capacity of detection

(range of magnitude ≈ 4 cm and wavelength ≈ 700 m) and its overall accuracy.

This has been evaluated by a synthetic test data set. Similarly, the results of 2

real scenarios (tectonic and volcanic) depict that it is capable of detecting anom-

alous deformation of different temporal length, spatial extent and magnitude. The

output of the model is not only restricted to detection of anomalies, the predicted

epoch time-series estimated by the model can be used for studying atmospheric

and distinctive spatial-temporal patterns of crustal activities. The unsupervised

efficient analysis is also useful for automatically labelling/categorizing anomalies.

The nine year long data set from the start of Sentinal-1 mission till date (2014 to

2022) carries useful global information, that can be processed to categorize this

data for future work.
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Chapter 5

A performance evaluation and

analysis of anomaly detection

methods across training sets,

architectures and events

In this chapter, I seek to improve detection accuracy by introducing training with a

synthetic dataset in both deep learning models discussed in Chapter 3 and Chapter

4. I present my analysis by evaluating and comparing all models, based on the con-

sistency of predicted spatio-temporal patterns; accuracy of epoch prediction (un-

known before as no ground truth of epochs is available); rate of anomaly detection

and the capacity of detection. Here, I also test my model’s performance on a syn-

thetic slow-slip event and a real tectonic activity (small earthquake and aseismic

creeping) in Descending frames around the North Anatolian Fault in Turkey.

Some portion of the work presented in this chapter has been submitted to the

Journal of Geophysical Research (JGR) of the American Geophysical Union (AGU).

The text and figures from this submission are reproduced under a creative commons

license and changes have been made accordingly for the work to better fit the thesis.
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5.1 Introduction

The InSAR data creates unlabelled maps of surface deformation. This motion can

be due to the ’normal’ atmospheric signals the satellite is capturing or it can be

a consequence of a tectonic activity like an ’anomaly’ earthquake or an ’anomaly’

volcanic eruption. Deformation occurred by both anomalous tectonic activity and

the normal atmospheric signal may occur at the same time and location in the in-

terferogram, overpowering the signal of interest (anomaly) and occurring with the

vast majority in all of the InSAR data. The Sentinal-1 InSAR data provides inter-

ferograms with a minimum of a 6-day interval, which is the shortest interferogam,

maximum can be of at least 24 days or more, as I create InSAR data networks of

each epoch (EP single-acquisition) going four times forwards (as shown in Figure

3.1 and Figure 4.1). The anomalous deformation is best captured by the shortest

interferogram spanning the event. Generally for an anomaly occurring on an in-

stance of time, for example, the deformation resulted from the Turkey earthquake

of Mw 5.7 that occurred on 20th of March 2019 (Elliott (2020)) was captured only

by 10 interferograms as compared to 125 normal atmospheric images (Shakeel et al.

(2022)), as shown in Figure 4.8 (b). One of the challenges of this dataset is an im-

balance in the number of data samples between normal and anomalous scenarios.

One of the major difficulties while finding a solution for anomaly detection lies in

the availability of balanced data. An anomaly is an irregularity/abnormality that

appears in the regular pattern of normal behaviour. The frequency of occurrence of

these irregularities is by definition low as compared to the normality. For example,

globally, 552 events (anomaly) that are classified as earthquakes occurred for the

time span of 20 years from 2000 to 2019 (CRED). These 552 anomalous cases

are very few in number (and are also unlabelled) as compared to the 20 years

worth of data. This introduces a large bias in the dataset and makes it difficult to

train deep learning models for classification purposes (Pang et al. (2021)). Deep

learning models on the other hand need a balanced dataset for training; otherwise,
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5.1. Introduction

the convolutional layers may over-fit to cases in the dataset that are in majority

(Yan et al. (2015)). Datasets for deep learning models are prepared to keep in

mind the following: (a) the task it is being created to solve, (b) the total number

of samples, (c) the total number of classes/categories, (d) the total number of

samples per category and (d) diversity in the samples of each category (a variety of

different examples belonging to a category). Points (c) and (d) do not apply in the

case of anomaly detection, as there is only one category the model is trained on,

which is the ’normal’ class, so I aim to have as many cases of diverse atmospheric

background noise as possible.

To get around this data imbalance, the classical way of training such models is

used, i.e. to train on normal data only and understand the normal pattern only

(Ye et al. (2021)), as implemented in Chapter 3 and Chapter 4. Other ways to

train supervised anomaly detection models are to augment the anomalous data by

synthesizing/faking labelled similar cases for validation or testing purposes (Lim

et al. (2018)). But, these supervised models may not be able to generalise to unseen

real anomalies that exhibit different aberrant traits from the labelled synthetic

anomalies because they are only designed to detect the few identified anomalies.

Most of the available literature incorporates CNNs with InSAR data, train super-

vised models (Anantrasirichai et al. (2020); Sun et al. (2020); Rouet-Leduc et al.

(2021)) or evaluate (Rouet-Leduc et al. (2021); Sun et al. (2020)) on labelled syn-

thetic datasets. All these methods pose limitations like (I) model supervision, (II)

model generalization on specific events and (III) extra data processing steps before

testing through the model (Gaddes et al. (2019)) or for creating pixel-wise labeling

(Anantrasirichai et al. (2018)). Model generalization here is referred to in terms

of the extent of diversity in the training data, as the model while training will

generalize only over samples that are in the training set. The general principle is

to train such a model that can be accurately applied to various scenarios.

Instead of using synthetic anomalous samples either for training or for validation, I

aim to design a synthetic training set particularly based on a ’normal’ atmospheric
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signal. The goal is to synthesize atmospheric behaviour that is solely established on

the phase (ϕ) contributions from a planar ramp (ϕramp, representing residual errors

in the estimation of satellite orbits), the stratified troposphere (ϕstrat_atm) and

turbulent troposphere (ϕturb_atm, described in terms of maximum phase variance,

maxvar and characteristic length scale exponent, α). The objective behind this is

to improve the understanding of atmospheric patterns by training my deep learning

network architectures on this data, improving overall detection accuracy (OA), true

positive rate (TPR) and accurately separating atmospheric signals from anomalous

deformation.

5.1.1 Chapter overview

In this chapter, I introduce the issue of training data imbalance that exist in anom-

aly detection models in Section (5.1). Then I present the methodology to design

synthetic training data in Section 5.2. Finally, I provide a comparative perform-

ance evaluation of all models and their synthetically trained counterparts in Section

(5.3). Discussion in regards to the spatial extent and type (synthetic or real) of

the training data is elaborated in detail in Section (5.5). In conclusion, I discuss

the key contributions of this chapter in Section (5.6).

5.2 Training on synthetic data

The anomaly detection model is built by understanding the continuous background

atmospheric noise (normality). So when an anomalous event (earthquake, volcano,

etc) occurs, the model detects it with high error - as the model fails to understand

it due to its anomalous nature. The data used to train the model is real InSAR

data from a region of Turkey, that do not contain any anomalous activity but does

contain data errors like unwrapping errors that introduce anomaly-like patterns in

the IFGMs. Deep learning models have been presented in the past to pick unwrap-

ping errors (Zhou et al. (2021); Sica et al. (2020); Wang et al. (2021)), ALADDIn
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(Shakeel et al. (2022)) also detects these as an anomaly. The spatial data gaps

and missing values for pixels also introduce artefacts in the data. In an attempt

to further improve the detection accuracy of the method, a synthetic training data

set is designed based on realistic background atmospheric noise. Synthetic datasets

are commonly used to train deep learning models, as employing them overcomes

the problem of data imbalance (Anantrasirichai et al. (2019)). I test the impact of

using synthetic training data on the performance of the model. I expected that the

addition of synthetic training data should reduce any impact of unwrapping and

other processing-related errors.

5.2.1 Synthetic data preparation

I construct the synthetic interferograms by first generating synthetic epoch images

from which to build them. The reason behind generating synthetic EPs instead of

interferograms is to obtain ground truth EPs, so that the models can be evaluated

based on quantitative judgements of EP prediction. This is not possible before

as no ground truth of EPs are available for raw unwrapped interferograms. So,

before the model’s EP predictions are indirectly judged by the reconstruction of

interferograms by them.

Our simple synthetic ’normal’ (non-deforming) data set is made up from phase

(ϕ) contributions from a planar ramp (ϕramp, representing residual errors in es-

timation of satellite orbits), stratified troposphere (ϕstrat_atm) and turbulent tro-

posphere (ϕturb_atm, described in terms of maximum phase variance, maxvar and

characteristic length scale exponent α, similar to (Ebmeier (2016)), described as:

ϕramp = aX + bY + c

ϕstrat_atm = kH

ϕturb_atm =
√

maxvar ∗ exp(−r ∗ α)

ϕEP = ϕramp + ϕstrat_atm + ϕturb_atm (5.1)
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5.2.1. Synthetic data preparation

where X and Y are pixel locations and H is the elevation from the digital elevation

model (DEM). The appropriate parameters are estimated using linear least square

inversions (e.g., eq 4.2), where matrix dIF G is the interferogram patch, reshaped

as 65536 × 1 array, G is the design matrix (size: 65536 × 4) containing horizontal

pixel location (X), vertical pixel location (Y), elevation (H) and ones (for constant

c) and m is the desired output of 4 parameters (a,b,c,k). These values are computed

for each patch location for all available time acquisitions of the Turkey data frame

used for training. I estimate the parameters (maxvar,α ) for (ϕturb_atm) using the

residual interferogram after removal of ϕstrat_atm + ϕramp:

R = dIF G − G.m, (5.2)

To generate the synthetic EP, a, b, k, c, max var and α are drawn randomly from

the distribution of each of these parameters with mean = 0 and standard_deviation

estimated their distribution in the training dataset. Because the variables are

computed using interferograms, their sigma values are divided by
√

2 so that it can

be used to draw a distribution for EP images. The created EP and interferograms

are displayed in Figure 5.1.

We use the same network architecture described in Chapter 3 and Chapter 4, but

synthetic data replaces the real data for training both the Bi-Deep model of ALAD-

DIn called Synth-ALLADIn and the Temporal self-attention model called Synth-

Temporal self-attention. The one main difference when using synthetic training

data is in the estimation of the loss function. Previously, I have been using the

predicted epochs to reconstruct interferograms to compute loss functions. Now, I

use the aggregated loss of interferograms and epochs, to take advantage of having

synthetic ’ground truth’ of EP themselves (given in equation 5.3).
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Figure 5.1: Visualization of the synthetic training data. (a) Planar ramp
(ComponentA), (b) Stratified tropospheric (ComponentB), (c) turbulent tropo-
spheric (ComponentC), (d) synthetic 9 epoch generated by aggregating all com-
ponents (eq 5.1). (e) 26 synthetic interferograms, following the data structure
presented in the Figure,4.1 are made using the generated epochs shown in (d).
The line-of-sight displacement is measured in cm on a scale of -5 to 5 cm for (d)
and (e), whereas (a), (b) and (c) are measured on a scale of -3 to 3 cm.

LossIF G =
n∑

i=1
(OutputIF GMi − InputIF GMi)2

LossEP1 =
n∑

i=1
(5epochst

i
− 5epochst−1

i
)2

LossEP2 =
n∑

i=1
(OutputEPi − InputEPi)2

LossALADDIn = LossIF G + LossEP2

LossT SA = LossIF G + LossEP1 + LossEP2 (5.3)

where n is the number of interferograms in the case of LossIF G, it refers to the loss

computed between reconstructed interferograms by the model and the input inter-

ferograms which is also the ground truth. LossEP2 is the error computed between

ground truth EPs and predicted EPs. LossEP1 is the difference between the cur-

rent predictions of overlapping epochs and the previous ones, so here n is 5, and

102
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the accumulated loss is then backpropagated for Synth-Temporal self-attention net-

work architecture. Whereas for Synth-ALADDIn network architecture the aggreg-

ated loss backpropagated is LossALADDIn for architecture. The model is trained

using Keras (Chollet et al. (2015)) (a deep learning API) with the TensorFlow

(Abadiet al. (2015)) backend. Due to the large size of the images in memory the

batch size was set to 1. Adam optimizer (Kingma and Ba (2014)) was used with a

learning rate of 0.00001. A lower learning rate gives the model a chance to learn

features through steady changes in a loss instead of rapid fluctuations.

5.3 Performance evaluation across models

In order to select the best model out of (1) ALADDIn, (2) Temporal self-attention,

(3) ALADDIn trained on synthetic data and (4) Temporal self-attention trained

on synthetic data. I evaluate the performance of all four of them on the basis of (a)

temporal consistency in overlapping data batches, and (b) the range of anomalies

detectable in terms of spatial and temporal scale. It has already been established

in Chapter 4, that the network architecture that is trained through the ’Temporal

self-attention’ technique is temporally consistent as compared to ALADDIn which

estimates different spatial patterns for similar overlapping EPs. For the quantitat-

ive analysis, I evaluate all four models on a synthetic dataset based on 2D Gaussian

test data (see Figure 4.5 in Section 4.3.1). And for qualitative analysis I use a real

earthquake test case of Mw 5.7 in southern Turkey (Elliott (2020)).

5.3.1 Synthetic case study: 2D Gaussian-based synthetic test

data

The 105 synthetic test cases are added to the atmospheric noise of Turkey test data,

i.e. a testing patch from the frame: 014A_04939_131313, that is separated for

testing before training. So, the noise in this data plus the synthetic anomaly added

to it has never been seen before by any of the models. This test data spans from
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5.3.1. Synthetic case study: 2D Gaussian-based synthetic test data

28th July 2017 to 18th April 2018, with 170 interferograms that are divided into

10 data batches as per the required data structure of all four models as depicted in

Figure 4.1. The anomalies are added in this data at 8 different temporal instances,

totalling a ground truth (GT) true positives (TP) of 16 anomalies for each case

when tested through (1) ALADDIn and (3) ALADDIn trained on synthetic. Where

the GT (TP) totals 8 for models: (2) Temporal self-attention and (4) its synthetic

counterpart. This change in values is due to the overlapping nature of input data

and temporal consistency in the output of the models.

The anomalies created in this dataset vary from 1 cm to 11 cm for peak value that

is represented as magnitude and the size of the anomaly varies from 10 m to 12 km

represented as wavelength. This synthetic test data induces a strict competition

between the peak value/magnitude of the anomaly and its size (wavelength of the

anomaly), as shown in Figure 4.5. Though peak values much lower than ≈ 4 cm

are successfully detected by the Temporal self-attention model while it was applied

to the data containing volcanic eruption in Domoyu, Argentina (see Figure 4.9),

here similar peak-values/magnitudes are difficult to get detected by the model due

to low signal-to-noise ratio because of the extremely small size of the anomaly. The

patch covers the area of 20.5 km × 20.5 km, for the cases of anomaly of peak-values

< 4 cm and wavelength < ≈ 7 km, these cover ≈ 30% or less area on the patch

and often dwarfed by low signal-to-noise ratio in the data.

The results displayed in Figure 5.2 (a) True positive rate (TPR) also called the

Recall, (b) Mean accuracy, Mean False positive rate (FPR) and (c) Comparison

of all models, proves that the Temporal self-attention model outperforms ALAD-

DIn and its synthetically trained counterpart. Firstly, a similar pattern of output

performance is followed when a change in technique takes place and when train-

ing data is replaced. A drastic increase in TPR from 0.34 (ALADDIn) to 0.51

(Temporal self-attention) is observed when the technique is changed. Similarly, for

the synthetic counterparts, the TPR increases from 0.24 (Synth-ALADDIn) to 0.50

(Synthetic-Temporal self-attention). This trend can be seen in the comparison plot
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5.3.1. Synthetic case study: 2D Gaussian-based synthetic test data

of Figure 5.2 (c).

Here, the evaluation goals are to look for an increase in overall TPR (Recall)

on this difficult synthetic dataset and lower FPR as much as possible without

compromising the TPR ((Recall)). I have focused on the metric that is, Recall,

which is a metric that measures the proportion of accurate positive predictions

among all possible positive predictions. Overall accuracy (OA) computed using

eq 4.5 is dependent not only on the true positives but also on the true negatives.

Negative here corresponds to the atmospheric noise in the normal InSAR data.

Greater false positives mean a lower number of true negatives, these can result due

to any artefacts in the test data, extremely low signal-to-noise ratio and unwrapping

errors. Hence, mathematically decreasing the overall accuracy. The extent of the

model’s capacity in terms of magnitude/peak-value of the anomaly is the poorest

for ALADDIn, where it fails to detect anomalies the majority of the time for

magnitudes < than 4 cm. Whereas for the same magnitudes, it is greatest for the

Temporal self-attention model where it competitively detects anomalies of varying

sizes (≈ 10 m to 12 km) with a mean TPR of ≈ 0.30, this is shown in plot (c) of

Figure 5.2 where mean TPR (orange), mean FPR (yellow) and mean OA (blue) is

plotted for all magnitudes.

The capacity of all models is presented by a pink polygon in Figure 5.2 (a) that

covers the range of magnitude versus the range of wavelengths for which the model

performs better (> than 50%) in terms of TPR (Recall). Finally, the results prove

that the technique of Temporal self-attention is best with a much higher TPR,

but when the same technique is trained on synthetic data, it increases the FPR

from 0.27 to 0.29 and decreases the TPR from 0.51 to 0.50. Similar trend can be

seen in Table 5.1, where Fβ score is considered to balance the affect of minimizing

false positives (Precision) or minimizing false negative (maximizing true positive)

(Recall). These two factors are combined with a β values of (1, 0.5 and 2) to

compute the Fβ scores. It is calculated using eq 5.4. When β is 1, where recall and

precision are given equal importance, Temporal self-attention has the maximum
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5.3.1. Synthetic case study: 2D Gaussian-based synthetic test data

(a) True Positive Rate (Recall) = TP / (TP+ FN) (b) 
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Figure 5.2: Performance evaluation and comparative analysis of all models. (a)
Heat map plot of true positive rates (Recall) for all four models, ALADDIn (Shakeel
et al. (2022)), Temporal self-attention, synthetic-ALADDIn (trained on synthetic
data) and synthetic-Temporal self-attention (trained on synthetic data). SNR
ranges from (0.0003 to 70) for 11 cm peak value and (0.0000003 to 1.7) for 1 cm.
For 4 cm SNR ranges from (0.00004 to 11). Pink polygon on each of these plots
display the region of accurate detection of each model. The x-axis corresponds
to wavelengths starting from 10 m to 12 km, ’*’ represents the same wavelength
but with different location (bottom left corner) on the patch. Y-axis corresponds
to varying magnitudes from 1 cm to 11 cm. The red star marks the size of the
Turkey earthquake shown in Figure 5.3. (b) Bar plots illustrating mean true pos-
itive rate also called Recall (orange), mean false positive rate (yellow) and mean
overall accuracy (blue) for all four models. Note that the detectable displacement
magnitudes quoted here are peak values in a dataset with a background of variance
of 0.6 m, and are therefore very conservative.

106



5.3.2. Real Case study: 2019 Earthquake in south-west Turkey

Table 5.1: Fβ Measure

Models Fβ Score
F1 F0.5 F2

ALADDIn 0.36 0.39 0.34
Temporal self-attention 0.41 0.37 0.45

Synth-ALADDIn 0.26 0.30 0.24
Synth-Temporal self-attention 0.37 0.33 0.43

score of 0.41. But when β is decreased to 0.5, this mean that the measure is

focusing more towards minimizing false positive then the score of ALADDIn is

greatest with 0.39. Where as, when β is 2, that is giving more weight to the Recall

then again Temporal self-attention has the maximum score of 0.45. The analysis

proves that the Temporal self-attention model is best as it outperforms all others

models in terms of balancing a high TP. I base my analysis emphasising on the true

positives, because I don’t want the model to miss any anomaly. This might increase

the false positives but they can always be reviewed through human intervention.

But missing an event that might be anomalous must not happen. Even though

the change is slight, it nonetheless exists. For this reason, based on quantitative

analysis, I decided to test the Temporal self-attention model in actual situations.

Fβ = ((1 + β2) × Precision × Recall)
(β2 × Precision + Recall) , (5.4)

5.3.2 Real Case study: 2019 Earthquake in south-west Turkey

After the quantitative analysis, I test and evaluate all four models on the real

earthquake of Mw 5.7 that occurred in Southern Turkey on 20th March 2019. In

terms of temporal accuracy, meaning the flagging of correct epoch interval (EI)

that captures the earthquake signal, all four models accurately detect the anom-

alous interval, which is the shortest interval/interferogram in the data 20190317

(17th March 2019) to 20190323 (23rd March 2019). Due to the overlapping nature
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Figure 5.3: Test results of the real earthquake of all four models. The spatial
structure of real earthquake anomaly captured in the detected residual-based epoch
intervals (EIr) of all four models are displayed.

of data, ALADDIn and its synthetically trained counterpart estimate two different

realizations of the same earthquake signal. This is shown in Figure 5.3 (1st and

2nd column). The temporally independent model makes different predictions for

the same overlapping input data and so the anomaly with different spatial struc-

tures is leaked in the residuals (RES) and similarly in the estimated residual epoch

intervals (EIr) that are passed on to the detection framework. Whereas the tempor-

ally consistent technique of Temporal self-attention and its synthetic counterpart

accurately estimates a single realistic interval.

The remaining anomalous signal that is left in the RES interferograms, plays a

vital role in the anomaly detection framework. As the more, the signal is captured

in RES the stronger chance it has to be distinctive as compared to the ’normal’

RES and then detected as an anomaly. Both, the Temporal self-attention and its

synthetic counterpart release a much greater signal in terms of area and magnitude

in the RES and so in the estimated EIr. This is shown in Figure 5.3.

5.4 Results

After a competitive qualitative and quantitative evaluation and analysis of test

results of all four models, I pick the Temporal self-attention model as the most
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5.4.1. Synthetic case study: Synthetic slow slip event

accurate one. So, this model is further tested and its output is analysed for a

synthetic slow slip event and for data created from Descending frame that captures

deformation around the North Anatolian Fault in Turkey.

5.4.1 Synthetic case study: Synthetic slow slip event

When a fault ruptures at a high velocity (several km/s), an earthquake occurs and

seismic waves are generated. Faults typically experience repeated semi-periodic

failure in earthquakes as part of the earthquake cycle. The earthquake cycle con-

sists of three phases, the inter-seismic, co-seismic, and post-seismic phases. During

the inter-seismic phase, elastic strain accumulates in the shallow crust as the fault

is ’locked’ by friction. This accumulated strain is then released in the co-seismic

phase when the fault ruptures seismically. Finally, stress concentrations caused by

the earthquake are alleviated by slow, transient slip on the fault and by other aseis-

mic viscous processes during the post-seismic phase. However, in some instances,

certain faults may also release strain slowly, by rupturing over hours-weeks rather

than seconds during a normal earthquake, this type of event is called a silent or

slow earthquake and the energy released during these events is hard to detect by

a seismometer (Dragert et al. (2001)). However, satellite radar (InSAR) observa-

tions can be used instead to detect these slow slip events, by instead measuring the

small-magnitude ground deformation they cause. (Nissen et al. (2011); Nippress

et al. (2017)).

5.4.1.1 Synthetic test data preparation

One such slow slip event is synthesized using Okada’s model (Okada (1992)). De-

formation maps of patch size 256 × 256 pixels and 20.5 km × 20.5 km are generated

due to strike-slipping fault and converted to displacements in the satellite’s line-of-

sight with parameters similar to (Rousset et al. (2016); Rouet-Leduc et al. (2021)),

as given in the Table 5.2. The maximum slip value of 0.0002 m is exponentially
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5.4.1.1. Synthetic test data preparation

varied to create a slow-deforming event that slips gradually over a period of sev-

enteen months with a minimum difference of 6 days between each EP. The data

covers a total of 350 interferograms, made up of 85 EPs starting from 5th January

2017 to 30th May 2018. For each EP, the slip value is computed using the equation

5.5:

slip = S

1 + e−a·(EP−C) , (5.5)

where S is the maximum slip value, i.e, 0.0002 m, a is 0.2 is a constant value of

the rate of change or the size of gradient, it decides how long the function will take

to reach peak value. EP is the time for which the slip needs to be calculated (1 to

85) and C is a constant the value of which is 40, it measures the mid-point of the

exponential curve. The graphs that plot equation 5.5 along with the line-of-sight

(LOS) displacement in mm is shown on the secondary axis in Figure 5.4 (a). For

background atmospheric noise, interferograms from the patch of Turkey test data

are used (see Figure 3.3 (b)), which are also employed to synthesize 2D gaussian

test data. Each LOS displacement map is then added to the interferogram that

covers its temporal time-stamp.

Table 5.2: Parameters for synthetic right-lateral on North Anatolian Fault, using
Okada’s model (Okada (1992))

Parameter Value (Units)
Depth 3 (km)
Strike 90 (degrees)
Dip 0 (degrees)

Length 8 (km)
Width 3 (km)
Rake 170 (degrees)
Slip 0.0002 (m)

Open 0
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Figure 5.4: Visualization of the synthetic slow slip data. (a) Time-series plot of
slip values and corresponding peak line-of-sight of displacement in mm is plotted
together over a period of 17 months from 5th January 2017 to 30th May 2018. (b)
Deformation maps for each time are shown here on a scale of -30 to 30 mm. These
deformation maps are then added to relative interferograms.

5.4.1.2 Results

The data is passed through the Temporal self-attention model and testing proced-

ures explained in Chapter 4 for the detection of anomalies. 84 EIr are created and

variogram analysis and DBSCAN clustering is applied. The attributes of this syn-

thetic test data are known beforehand so, the ground truth temporal and spatial

pattern of this anomaly is noted. I have marked EPs starting from 30th March 2017

as anomalous as can be seen from the plot in Figure 5.4 (b), the deformation at this

point is 0.2 mm. This makes 70 continuously anomalous out of 84 EI. The model

successfully detects 66 EIs out of which 56 are true positive (TP) and 10 false

positive (FP). The model is able to detect anomalous deformation starting from

LOS displacement of 11 mm without considering the FPs. The model achieves an

overall accuracy (OA) of 71% and a true positive rate (TPR) of 80%. The confusion

matrix can be seen in Table 5.3. The estimated spatial structure of this continuous
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5.4.1.2. Results

anomaly is displayed in Figure 5.5 (b). The anomalous signal estimated by the

model’s response is dwarfed by the surrounding atmospheric noise.

Table 5.3: Confusion Matrix for synthetic slow slip test data

Actual Anomaly Actual Normal
Predicted Anomaly TP = 56 FP = 10
Predicted Normal FN = 14 TN = 4
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(a)  GT Accumulated spatial structure (b)  Estimated Accumulated spatial structure

Figure 5.5: Comparison of estimated spatial structure. (b) By the model’s detec-
ted 66 anomalous EIr is shown in comparison to the actual/ground truth (GT)
accumulated spatial structure (a) of the anomaly.

As the anomaly is small in magnitude (mm to few cm) and size (few km), it is

difficult for the detection framework to distinguish noise covering the whole area

and anomalous signal covering a few km on the patch. Hence, causing false posit-

ives. The false positives are basically those interferograms, that have a high range

of missing pixel values (NaNs in raw data that are replaced by zero for processing)

and have high atmospheric background noise. These artefacts are misinterpreted

as anomalous signals and so, flagged as anomalies. Figure 5.6 and Figure 5.7

visualizes the half of 330 ground truth (GT) interferograms, predicted (PRED) in-

terferograms and residual (RES) interferograms with corresponding signal-to-noise

ratio SNR for ’Forward’ and ’Backward’ input data that is processed. It can be

seen that the millimetre-scale deformation is captured by the RES interferograms.

But, it is hard to quantify the small region of an anomaly as compared to the

high atmospheric background that is too leaking into the residuals and overpower-

ing it. The black box covering the rows of data in the forwarding pass in Figure
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5.6 and similarly in the backward pass in Figure 5.7 displays the impact of large

atmospheric noise (fairly low SNR) and a greater number of pixels with missing

data, making it harder for the model to detect the anomalous signal. The RES

interferograms exhibit this pattern, as for such cases no or very little anomalous

signal leaks in the RES. The pink box shows the interferogram samples with a high

signal-to-noise ratio and no pixels with missing data, for these cases, a significant

quantity of anomalous signal is leaked in the RES and detected as anomalies for

both forward and backward passes in Figure 5.6 and 5.7.

Despite all these factors, the Temporal Self-attention architectures successfully

manage to capture millimetre-scale deformation (≈ 11 mm and beyond) in an

unsupervised manner using raw unwrapped interferograms. (Rouet-Leduc et al.

(2021)) also extract similar millimetre-scale deformation but through a supervised

model, that is specifically tasked to predict accumulated deformation of the input

time-series and trained to labelled synthetic training data.
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Figure 5.6: Model predictions for 2nd shuttling iteration of forward slow-slip data.
Half of the 330 interferograms are shown here. GT corresponds to model inputs or
ground truth interferogram, PRED is the model predictions that are re-constructed
using model predicted EPs and RES are the residual interferograms, computed by
subtracting GT and PRED. These RES images are then processed by the detec-
tion framework. It can be seen that the millimetre-scale deformation is captured in
Residual, though the size of the synthetic anomaly is small. Black boxes encapsu-
late the images that have greater noise, both atmospheric and in terms of missing
pixel-wise data, depicted in the signal-to-noise ratio that is plotted for every in-
terferogram. Whereas pink boxes cover the set of interferograms with a balanced
signal-to-noise ratio.
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Figure 5.7: Model predictions for 1st shuttling iteration of backward slow-slip
data. Similar patterns in the output of the model and signal-to-noise ratio are
followed when the Model processes for 1st shuttling iteration of backward slow-
slip data. Half of the 330 interferograms are shown here. GT corresponds to model
inputs or ground truth interferogram, PRED is the model predictions that are re-
constructed using model predicted EPs and RES are the residual interferograms,
computed by subtracting GT and PRED. These RES images are then processed by
the detection framework. It can be seen that the millimetre-scale deformation is
captured in Residual, though the size of the synthetic anomaly is small. Black boxes
encapsulate the images that have greater noise, both atmospheric and in terms of
missing pixel-wise data. Whereas pink boxes cover the set of interferograms with
a balanced signal-to-noise ratio.
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5.4.2 Real Case study: Descending frames in Turkey, across the

NAF

To evaluate the model’s sensitivity on the basis of satellite look direction, I test

the model on interferograms that are captured during a ’Descending’ data (N to

S, daytime pass). As the model is trained only on ’Ascending’ data (S to N,

nighttime pass), it is important to verify and interrogate its output on the former.

For this purpose, I organized unwrapped interferograms from 4th January 2018 to

8th August 2018 (125 interferograms in total) around the North Anatolian Fault

(NAF) in northern Turkey. This plate boundary experiences converging motion

of the Anatolian and Eurasian plates and large earthquakes of Mw 7 and greater

have occurred around it over the past century (Stein et al. (1997)). The fault

experiences transient aseismic slip episodes and has been slipping aseismically since

1994, Mw 7.3 earthquake (Ambraseys (1970); Altay (1991); Bilham et al. (2016)).

Similar regions around the NAF are analyzed (Rouet-Leduc et al. (2021)) and

millimetre-scale (≈ 5 mm) deformation is extracted during a slow earthquake in

2013. Similarly, I test 28, 865 km × 39, 360 km region of this area that covers

part of NAF. This region of interest and six to seven months long time-series also

contains an earthquake of Mw 4.7 that occurred on 7th of April 2018, 12 km North

of Bolu, Turkey (USGS earthquake catalogue). The region around Bolu, Turkey

has experienced similar slow earthquakes over the past years.

As per the model’s requirement, each EP is connected 4 times forward and back-

wards with a minimum 6-day gap, with each data batch containing 26 interfero-

grams (as shown in the Figure 4.1). If these EP connections are broken, for in-

stance, instead of 4 forward and backward connections, there are three or two.

Then, it would not be possible to construct a data batch of 26 interferograms from

9 corresponding EPs. The input and output nodes of the model, especially the

number of interferograms and EPs cannot be changed. A similar scenario occurs

here, the EPs in this data are strictly connected to 3 forward EPs only instead
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of 4. I solve this problem by constructing the 4th interferogram using the existing

images in the data. The data is constructed by applying the following equation

5.6:

IFGM14 = IFGM12 + IFGM23 + IFGM34, (5.6)

All these missing interferograms are constructed and the dataset is organized with

32 EPs and 125 interferograms. These are further divided into 7 temporal data

batches. The region is covered by 140 spatial patch locations out of which 17

patches are ignored that cover the Black Sea.

5.4.2.1 Results

The model accurately detects the small earthquake in the EI: 4th to 16th April

2018 in the descending frame. But due to missing pixel values (as shown in the

Figure 5.8) across the earthquake region, the spatial structure of the earthquake

anomaly is not estimated. The results from this case demonstrate the diversity of

this model and the ability of transformation invariance that is possessed by the

convolutional layers in the model. The black star in Figures 5.9 (a), (b) and (c)

represents the location of the earthquake as per the USGS. The detection map in

5.9 (b) acts as a heatmap of deformation around the earthquake region, with most

flagged EIr. All flagged intervals from all of the patch locations are processed

together to estimate the predicted accumulated spatial pattern of the deformation.

This is shown in 5.9 (c).

This spatial pattern of earthquake anomaly is compared within patches of all of the

ground truth interferograms capturing it. The comparison is displayed in Figure

5.8. It can be seen that the anomalous small signal is overpowered by high atmo-

spheric noise and missing pixel values. High atmospheric noise is due to the fact

that the area is very near to the sea. Despite the extremely low signal-to-noise ratio,

the model accurately detects the interseismic, millimetre-scale deformation centred

around the fault, that too in a descending frame, a look-direction never seen by the
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5.4.2.1. Results

model. A high false positive rate is observed in this test example mainly because

of the strong edge contained in the images, because of the boundary between the

sea and the land. Also, the high false positive is due to high atmospheric noise and

unwrapping errors.

Line-of-sight displacement (cm)

Figure 5.8: Ten interferograms covering the Mw 4.7 earthquake that occurred on
7th of April 2018. The earthquake location is represented by the red star and the
displacement is measured in cm. The earthquake signal is completely missed by
the satellite and is covered by ’NaN’ or missing pixel values.
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Figure 5.9: Results of descending frame around the NAF. (a) Shows the ground
truth accumulated deformation. The accumulated deformation is computed by
adding the rate of change captured in ground truth interferograms (b) Shows the
detection map of the patch-wise anomaly detector. And (c) is the estimated de-
formation of all flagged intervals. The faults are shown in black lines plotted over
(a), (b) and (c). The active faults are not drawn to scale.
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5.5 Discussion

5.5.1 Selection of training data

The primary step for the application of deep learning models is the preparation of

datasets. Which is further divided into three sets: training, validation and testing.

Training data is the most important part of the whole learning process. As the

distribution of samples in the training set is reflected in the training of the model.

So, it is important to create a large, diverse, balanced dataset to be utilized for

different tasks. For example, the ImageNet (Deng et al. (2009)), this data contains

at least 1000 natural images for each category and subcategory, where there are

20000 categories, totalling up to 14 Million images for object recognition. Features

learned by training the model on ImageNet are called ’general-purpose features

that can be adapted later to solve other tasks through transfer learning (Huh et al.

(2016)). And the end goal of training a hefty, deep learning model is that the

features learned are transferable and could be repurposed for various tasks.

The preparation of labelled data is a laborious task. In most cases the labelled

data is not readily available, for example, medical research data is not accessible

for privacy issues and so, synthetic data is used (Benaim et al. (2020)). Similarly,

for InSAR, it is strenuous to maintain pixel-wise labels for the global and temporal

data sets.

5.5.1.1 Real or synthetic?

The gap that synthetic data bridges is massive, to collect, clean and mark real/raw

or natural data is strenuous. On the other hand, it is easy to computerize the

generation of large synthetic data and its labelling. Improving the training set

both in numbers and quality directly affects the performance of the deep learning

model. (Anantrasirichai et al. (2019)), improves the accuracy of detection of vol-

canic deformation by combining synthetic datasets in the training. Deep learning
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5.5.1.1. Real or synthetic?

models, specifically Generative adversarial nets (GANs) (Goodfellow et al. (2014))

are widely employed to generate realistic synthetic data, to mention a few, (Frid-

Adar et al. (2018); Esteban et al. (2017)). In Chapter 4, I utilized the weights

learned by ALADDIn (Shakeel et al. (2022)) and polished my dataset through its

predictions, which are used for training Temporal self-attention. This removed the

artefacts, data errors and missing pixel values in it, as the predictions made by

ALADDIn are spatially relevant within a patch and only lacked temporal depend-

ency.

In this thesis, the motive behind training on synthetic data is to generalize the

model solely on background atmospheric noise. Real/raw interferograms across

the globe are readily available, but raw data comes up with the cons of data errors,

missing values, errors introduced due to noise corrections, etc. All of these may

be detected as anomalies and in reality a false positive. So, to improve detection

accuracy I too created synthetic data, as shown in section 5.2. However, this neither

drastically improved nor worsened my results. It performed similarly to the models

that are trained on raw unwrapped interferograms.

Initially, it was challenging to train similar network architectures on synthetic data.

The problem of model over-fitting very early in training time hindered its learning.

The network architectures are designed to cater for the raw unwrapped interfero-

gram, the deformation values of which varied in a wide range. Whereas, the range

of values in the synthetic dataset is tight and small-scale, not diverse as compared

to raw data. To solve for over-fitting, (1) I lowered the learning rate, to give the

model some time to converge before over-fitting, (2) introduced another loss func-

tion, so that the weights can be updated by a large number and (3) increased the

number of training samples. The models learned the simplified version of back-

ground atmospheric noise and resulted in high FPR with lower TPR.

The end goal of a synthetically trained model is that it must accurately perform

on real data. For, the case of supervised tasks, it is advantageous to generate

large, labelled synthetic data for training. But, for unsupervised tasks, the images
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in the data are the only source of information. The model is going to converge

on the distribution of data, rather than the combined effect of categorizing it as

well. So, I observed in this thesis, that training on raw data is useful and the

features learned through this type of training are transferable and diverse. Transfer

learning is applied using such features that are trained by ALADDIn (Shakeel

et al. (2022)), this has significantly improved the detection. Though a mixed set

of training data could have been generated by randomly selecting samples from

both real and synthetic datasets. This was shadowed by the fact that I generated

synthetic data using phase, stratified and turbulent tropospheric contributions from

the real interferograms (as explained in Section 5.2.1), making them similar to the

background atmospheric noise that is in real dataset. But actually the spatial

patterns computed in the synthetic dataset are evenly spread (smoothed) with

wavelength that is small in comparison to real data, leading the models to over-fit.

5.5.1.2 The spatial extent of training data

The size of images in the training data is another important aspect to look into

before designing and training deep learning networks. As the pixel width and height

of an image coordinate with the convolutional layer in terms of the size of the filter

and parameters like stride and padding, this finalizes the area covered in an image

by the CNN while training. This concept is often referred to as the receptive field

of CNN. Also, the greater the image, the more training time is required because

the number of pixel-wise computations increases and most of the time, to cater for

a larger image size the depth of the model is increased. Image resolution is also

an important aspect to consider, especially when dealing with satellite imagery or

images taken from above (aerial imagery). So, the optimum size of the input image

is decided, based on available computation power, information that is captured

within that size, and the depth of CNN and its receptive field respectively.

In this thesis, I have selected the image size of 256 × 256, the resolution of which

is 20.5 km × 20.5 km. This size is reasonable in terms of capturing the most
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anomalous signals. I am unable to increase this size due to computational reas-

ons because here I am dealing with a 2D temporal sequence. Research has been

done in the past and features from different levels and different convolutions are

merged in a pyramid of features to make predictions for object detection (Lin et al.

(2017)). Similarly, multiple convolutional filters are applied at the same level but

with different parameters (kernel size, padding and stride) to capture and learn

from various receptive fields (Liu et al. (2018)). The network architectures de-

signed in this thesis can be extended for pyramid feature merging techniques, this

will help in the prediction of high wavelength signals that are often missed by the

models due to comparatively small image size.

5.5.2 Data augmentation

Due to insufficient training data, deep learning models find it difficult to converge

and instead overfit the data. One of the solutions to this problem is data aug-

mentation. Traditionally, this is done by applying multiple transformations (affine,

elastic, etc) on each input image and augmenting transformed variants as indi-

viduals. This is the simplest way of scaling one’s dataset. Deep learning, itself is

employed to generate and augment the transformed data, using GANs (Goodfellow

et al. (2014)). Also, the augmentation is learned during the training and generated

samples are feedback as inputs (Perez and Wang (2017)). To generate variants of

images, neural style transfer (Gatys et al. (2015)) can also be applied to output

images containing similar content but different artistic features.

The data that is augmented, is not completely different from the original images.

It is either enhanced or modified but carries a similar context. So, the modified

images cannot be referred to as synthetic data. The InSAR data, I am working with

does not contain an object but instead a pattern that can be re-created as synthetic

data. In this thesis, I have created synthetic training data that realistically match

the behaviours of background atmospheric noise. The fraction of this synthetic

data set can be augmented with the raw interferograms for training and it can help
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the model to detect anomalies with improved performance. With InSAR data, the

descending and ascending frames can be augmented together to increase training

samples. As both cover and carry similar geolocation and patterns but with a

different angles.

5.6 Conclusion

In this chapter, I create a synthetic dataset containing background atmospheric

noise. The data is created with an intention to improve performance. Here, I eval-

uate the models based on the techniques (ALADDIn and Temporal self-attention)

the network architectures are designed on and the training data (real interfero-

grams and synthetic data) they are trained on. The temporal self-attention model

trained on real data is proved to be the most accurate, with greater capacity of

detection (range of magnitude and wavelength) and highest TPR. The quantitative

test results are based on a difficult 2D Gaussian based synthetic test dataset. I test

all models on real earthquake anomaly, that occurred in Southern Turkey in 20th

March 2019. The results in this case are judged on the basis of the intensity and

size of anomalous signal that has been leaked in the residual epoch intervals EIr,

as this forms the basis of detection framework.

The performance-wise best model is then further evaluated on a synthetic slow-slip

event added in noisy time-series of Turkey. The Temporal self-attention model

accurately detects millimeter-scale deformation and flags anomalously deforming

intervals with very low signal-to-noise ratio (≈ 0 to 0.02). Ideally, it is expected

that the spatial pattern of anomaly should be captured by InSAR. But due to

unpredictable and uncertain data of the surrounding region of NAF, the model

predicts false positives.
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Chapter 6

Discussion

6.1 Synopsis

The aim of my thesis was to allow quick and accurate analysis of the large-scale

InSAR data to understand ground deformation. Specifically:

• Design and development of an unsupervised deep learning model, that un-

derstands and learns from the spatio-temporal patterns.

• Training a generalized model, that is capable to be tested globally for all sorts

of tectonic and volcanic processes.

• Detect in time and estimate the accurate spatial structure of anomaly.

Deep learning methods are rapidly being developed for InSAR data. When I began

this project, there was only one method that employed deep learning for the clas-

sification of volcanoes Anantrasirichai et al. (2018). I wanted to develop an un-

supervised method, specifically suited for the unlabelled and large InSAR data

capable of detecting various deformation scenarios. In Chapter 3, I presented the

proof-of-concept of the unsupervised model, which is trained on normal data, or-

ganized from unwrapped interferograms of an ascending frame of Turkey. This

method is called ’ALADDIn’ and it is tested on a 2D Gaussian based synthetic
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data and demonstrated equally accurate results on a real earthquake of Mw 5.7

that occurred in Southern Turkey on 20th of March 2019. On further testing, I

observed a lack of temporal dependence in the predictions of this model because

it did not allow the possibility of processing a long time-series altogether. The

computationally feasible way to overcome this is to create overlapping chunks and

consecutively process them through the model. Despite the overlapping nature of

the data batches, the model must predict similar spatial structures for overlapping

temporal acquisitions. This is incorporated into the model through a technique

called ’Temporal self-attention’, presented in Chapter 4. This unique, state-of-the-

art method, re-purposed the training and predictions of ’ALADDIn’ and sequen-

tially minimized the error between overlapping acquisitions while training. This

new method demonstrated its accurate analysis of a volcanic deformation in Do-

moyu, Argentina from 17th May 2017 to 14th December 2018 and the Mw 5.7

earthquake in Turkey that is tested before.

I then intended to further improve the detection of anomalies by training on syn-

thetic data, that I created with only background atmospheric noise. I trained both

of the models and a detailed comparative analysis is provided in Chapter 5. The

best model is selected, based on TPR, FPR and OA of results on a complex 2D

Gaussian based synthetic data with a signal-to-noise ratio < 0.1. ’Temporal self-

attention’ trained on raw unwrapped interferograms outperformed all other models

for various reasons, which are elaborated in section 5.3. The choice is also made

based on the computational time required for each technique. These processing

times and test data details are given in Table 6.1. It showed, that the ’Temporal

self-attention’ method required ≈ half the processing time as compared to ALAD-

DIn because here, there are no multiple predictions of overlapping data.

Finally, I test this model rigorously on a synthetic slow-slip event (millimeter-scale

deformation) and on a descending LiCS frame capturing deformation around the

NAF, Turkey from 4th January 2018 to 8th August 2018, where a small earthquake

of Mw 4.7 occurred Bolu, Turkey on the 7th of March 2018.
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6.2. Global application as a predictive model

6.2 Global application as a predictive model

The COMET’s LiCS portal provides interferograms covering the globe. The model

(Temporal self-attention network architecture) and a variety of different test results

that I have processed and tested in this thesis prove that the model is diverse and

so has a wide range of applications. The first and foremost application of the

presented pipeline is to deploy the method online at the LiCS portal, to make

real-time computations of the global dataset and separate suspected anomalies

(earthquakes, volcanoes, creeping events and data errors like unwrapping errors).

There are 923,989 interferograms available on the LiCS. If each interferogram covers

250 km × 250 km, then ≈ it will contain 700 overlapping patch locations or 150

non-overlapping patch locations with ≈ 60 data batches spanning 6 years 2017 to

2022. As per Table 6.1, this global dataset will just take 96 days for overlapping

spatial patches and just 21 days for non-overlapping patches. This will assist to

create a global catalogue of anomalies, initially unlabelled. But once the raw

data is filtered, the detected anomalies can be further categorized by mapping the

locations with already catalogued events such as by the USGS’s earthquake portal

and COMET’s earthquake and volcanoes data provider.

6.2.1 Real-time detection

In recent times, automation is widely overlapping with real-time applications of

artificial intelligence methods for a wide variety of tasks, for example, speech recog-

nition Li et al. (2022), face recognition Parkhi et al. (2015), text analysis (Paolanti

et al. (2019)), etc. I had similar motives for real-time application. So, when I began

designing the model, I considered its deployability and real-time application in fu-

ture. The primary step in this regard is to convert the methodology/model to a

software. Some of the biggest hurdles in this step are (1) unsupported models, not

all deep learning operations/layers are supported by the deployment framework,

for example, developers face challenges in converting LSTM models for mobile ap-
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plications (Chen et al. (2020b)) but not for browsers, (2) model specifications, my

model that is presented in this thesis, requires a sequence of 26 raw unwrapped in-

terferograms of size 256 × 256 (that are readily available), no normalization or data

pre-processing steps are required. (3) Selection of API, I have trained my model in

Tensorflow (Abadiet al. (2015)), Keras (Chollet et al. (2015)) and saved model files

and trained weights in .json and .hdf5 file types, Tensorflow (Abadiet al. (2015))

alone provides 7 APIs for model conversion. And (4) model configuration and

quantization, deep learning models have millions of parameters and are compu-

tationally expensive, before deploying on mobile phones they are first quantized,

which sometimes reduces its accuracy. The weight file of my model ranges from

≈ 440 to 500 MB. The heavier the model, the more time it will take to be loaded

online and the more space required for local storage on the browser.

I have designed and trained the models considering all these challenges and have

avoided over-usage of complex deep learning operations/layers that might pose diffi-

culty in conversion and deployment without compromising the overall performance

of my model. Plus, the specifications of the model align with the data acquisi-

tion of LiCS. The event agnostic nature of the model makes it flexible and widens

the range of its applications, real-time detection of anomalous events being the

foremost. The labelled dataset can be created using this application and online

competitions can be organised to engage researchers and developers to use, design

and develop methods over it.

6.2.2 Past, present and future anomalies

Once the global data is automatically processed by my model and it has accurately

separated anomalous signals from atmospheric noise. The past spatio-temporal

patterns, that are already been established as irregular tectonic events in lengthy

InSAR time-series can be thoroughly studied. The understanding of pre-patterns,

patterns at the time of the event and post-patterns during an anomalous event can

lead the scientific community to the forecasting of such events in future.
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Deep learning and LSTM have been employed in the past to forecast short-term

traffic (Zhao et al. (2017b); Yu et al. (2017)). The spatial temporal patterns in the

traffic dataset are dynamic and random. Similarly, LSTMs are used for stock price

prediction (Sunny et al. (2020)) and recently these methodologies are competing

with the most accurate numerical weather models (Schultz et al. (2021); Hewage

et al. (2020)).

I agree, that predicting or forecasting tectonic activities is a very challenging task,

as the plate movement is random. But, trends in these movements in relation

to ground deformation are already observed and studied. On top of that, the

anomalous estimates made by my model after its global application on raw InSAR

can be utilized to specifically learn the dynamic deformation and would be one step

closer to training LSTM classifiers and predictors to forecast anomalous activity if

any.

6.3 Further research

Another capability of the methodology presented here is that the deep learning

component in it can solely serve as a building block for further development of

various solutions. The EP time-series estimated by the model majorly represents

signals from background atmospheric noise, this time-series in itself is of great

significance. I use this time-series for anomaly detection, it can also be further

developed for regional segmentation of anomalous activity or of different features

by training another deep learning model on top of it. This can be done by using the

residual images (RES) from my model as a mask or pixel-wise label for segmentation

of anomaly.

The variogram component in my detection pipeline is computationally expensive as

shown in the Table 6.1. This could be replaced by another deep learning component,

that is trained on RES images. Most of the pixels in RES images are ≈ zero,

except those areas which are anomalous. Convolutions applied to such area will
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6.3.1. Integrating external features as input

result in some values whereas zero will nullify the classifier, outputting zero. So,

a discriminator-type mini-classifier can be trained, with labels initially randomly

assigned 0 (normal) and 1 (anomalous). This will work accurately for anomalies

with large spatial structures. For smaller anomalies, like small earthquakes or

landslides, the same technique could be applied by dividing the images into non-

overlapping smaller patches, for example, 64 × 64. For instance, considering this

size, then each image will have 16 sub-patches and so 16 mini-classifiers can be

trained on top and a voting system can be designed to gather results for flagging.

As discussed earlier in this section, the model tasked for segmentation can be

involved indirectly in the flagging of each pixel. The RES images are used as a

mask/pixel-wise label, that already holds pixel-wise spatial information of anomaly

(small or large). The area covered by this region can act as an indicator for flagging.

And so, deep learning components can take over the anomaly detection framework

and that can be automated as well.

6.3.1 Integrating external features as input

The current model can further be extended and improved by adding in extra fea-

tures like weather models, and digital elevation models (DEM). These features con-

tain information that directly correlates with the background atmospheric noise,

i.e. the topology of location (DEM) and weather models. The earthquake test

case that is tested through all the models, depicts the role of DEM and related

improvement. The lake can be seen in Figure 4.8 (c) just beside the earthquake

location. The weather conditions and water in the lake, replicate the patterns of

ground deformation, misleading the model. If, topology is added then pixel-wise

information of topology with ground deformation information in the interferograms

will assist in further understanding of tectonic activities. Similarly, the background

atmospheric noise is directly related to the time of the year and weather. By adding

this extra information, the understanding of atmospheric noise by the model can

be further enhanced.
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These features can be easily added to the model by adding another dimension to the

network architecture. For example, currently the dimensions on which the model

is trained are 256 × 256 × 26 × 1. The last dimension can be increased by adding

DEM and weather model, this will make the size be 256 × 256 × 26 × 3, keeping

all other convolutional layers of the same parameters. The operation of convolution

is itself multidimensional by sliding window dot product in all dimensions.

6.3.2 Weakly supervised deep learning

In this thesis, I have repurposed the weights of the trained ’ALADDIn’ model

and employed transfer learning to train the ’Temporal self-attention’ and also used

its prediction (clean data) to train the latter. Similarly, my model can be used

to automatically label/categorize data. And a weakly supervised model like this

(Bilen and Vedaldi (2016)) can be trained on top of it. Weak supervision is referred

to the deep learning models that are used for labelling the data and re-using the

data with labels to re-train the model. All of this happens simultaneously. To

initiate this type of training, a subset of data should be labelled. This could also

be done by using the RES images as pixel-wise labels.

6.4 Concluding remarks

Automatic analysis of large unlabelled InSAR data is beneficial for understanding

crustal activities and for various solid earth applications. In this thesis, I have

presented a deep learning based anomaly detection framework that processes un-

labelled unwrapped interferograms and predicts time-series and detects event ag-

nostic anomalies in it. The model is capable to process different types of anomalies

with varying spatial sizes (millimetre-scale ≈ 10 - 20 mm up to a few centimetres

≈ 11 and more) and temporal lengths (single temporal acquisition in case of an

earthquake and a year-long temporal stamp for a volcano). As compared to the ex-

isting deep learning based InSAR applications (as shown in Table 6.2), the method
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demonstrated here is unique and state-of-the-art. I have evaluated the model on

data from different parts of the world with different topological and weather con-

ditions (the global diversity of my test data is showcased in the Figure 6.1) that

prove the model’s capacity and diversity. Finally, I have discussed its applications

that can be implemented efficiently. Also, I have made recommendations on the

further development of this method and how future researchers can re-purpose this

method in various ways to solve multiple tasks and further improve the results.

Figure 6.1: LiCS frame locations (marked in red) that have been processed in
this thesis. Three frames from Turkey (2 ascending and 1 descending) and one
ascending frame from Argentina.
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Appendix A : Detailed network

architecture of ALADDIn
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Figure A1: The detailed network architecture and connections of deep learning
operations with feature sizes.
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Appendix B: Detailed network

architecture of Temporal

self-attention
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Figure B1: The detailed network architecture with feature sizes. Highlighted blue
is same as ALADDIn and yellow one is new addition.
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