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ABSTRACT Although there are proposals in the literature for authoring mulsemedia (multiple sensorial
media) applications with 2D content, there are no suitable solutions when it comes to 360° content.
Moreover, little consensus on 360° mulsemedia authoring methodology exists. Aiming at filling this gap, we
propose the concept of immersive authoring of 360° multisensory applications. Our proposal comprises an
immersive 360° authoring environment to bring the author closer to the final user presentation environment.
We implemented our proposal in AMUSEVR, a virtual-reality (VR) environment for authoring 360°
mulsemedia applications. We see it as an alternative or a possible complement to available 2D mulsemedia
authoring tools. AMUSEVR provides creation and editing of interactive multiple sensorial media scenes
by directly arranging objects in a 3D space using VR technology. Also, the tool allows users to run their
applications through AMUSEVR viewer mode. We used the Goal Question Metric (GQM) approach to plan
our tests and a group of users evaluated the tool with the SUS and UEQ questionnaires, obtaining a SUS
score of 82.25 and an excellent UEQ benchmark, which are very promising results.

INDEX TERMS 360 authoring, Event-based relations, Interactive scenarios, Mulsemedia, AMUSEVR.

I. INTRODUCTION

THE evolution of multimedia applications has brought
new kinds of content, such as 360° image and video,

which provide the consumer an enhanced sense of immersion
within the media content. Therefore, they bring the promise
of fresh narratives in communications, education and mar-
keting, among other fields [23]. It should be noted that there
are a few limitations to this technology in that the freedom
of orientation found in the VR (Virtual Reality) environment
introduces unpredictability in the user experience. The audi-
ence is at risk of losing essential elements or details, due to
the methods of interaction with content, as well as the lack
of experience of content producers and the eventual audience
[23].

Considering 360° media, one limitation is the fact that
the user is usually fixed at the center of the application.
This can work for cinema content (movies and alike), where
one sits in a fixed location, but does not always work for
interactive museums, for example. To meet the demand for
freedom of movement, VR has been used, as it offers a mix

of different kinds of content along 6 axes of movement.
Furthermore, multiple media objects can be located spatially
in the presentation and, using controller devices, users can
interact with content, allowing them to evolve from passive
spectators to active participants [7], [11].

For VR to proliferate as a technology that offers an
enhanced user experience [23], we need to provide tools
for producing that kind of content to authors who are not
programming experts. However, available tools still use au-
thoring techniques inherited from traditional technologies
aimed at 2D media. Some use the approach focused on
building presentations based on timelines [4], [5], others
on relationships among media objects [10]. Unsurprisingly,
providing an authoring environment that allows manipulating
360° media content in 3D space is still a challenge.

Based on the videogame development industry, which is a
current environment for VR content creation [23], the work
of [18] recommends the use of VR to produce and place
objects within the content in order to improve production
and provide greater fidelity in the final product. For this
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particular type of technology, game engines, such as Unity1,
offer good production support for VR content, as well as
support for standard media, such as image, video and audio,
user interaction and even integration with sensory effects
[20], [21].

Indeed, integration with sensory effects becomes impera-
tive, given that most human communication is non-verbal,
and we frequently use other senses, besides sight and hear-
ing, to understand the world around us, to socialize, and to
entertain ourselves [8]. Additionally, we can better interpret
content offered by an application combining different senses
[23]. We have proposals for authoring sensory effects and
interactive events synchronized with traditional multimedia
content, such as MultiSEM [10] and STEVE [1]. However,
there are fewer applications and methodologies for this pur-
pose targeting VR and 360° content.

In this paper, we propose and investigate the concept of
immersive authoring of 360° interactive applications. We aim
at answering the following research question: "What is the
user experience of creating 360° interactive multisensory
applications using an immersive authoring environment?" To
investigate and answer this research question, we propose
an immersive 360° authoring environment to bring the au-
thor closer to the final user presentation environment. The
immediate goal is to establish a working environment and
interface. However, in a near future, we will integrate multi-
sensory rendering modules. Therefore, detailed descriptions
of sensory effects are not the focus of this article.

We implemented our proposal in a VR environment named
AMUSEVR (Authoring 360° MUltimedia and Sensory Ef-
fects in VR). The main contribution of this work is that it
provides immersion for the application author and not just for
the final users. Our goal is to facilitate the production of 360°
interactive applications by placing the author in the same
environment that the end user will experience. This work is
an extension of [19], in addition, we go deeper discussing the
XML language we developed as an interchange format for
AMUSEVR. We also present new AMUSEVR user experi-
ments detailing the methodology used and results obtained
when evaluating AMUSEVR with SUS (System Usability
Scale) and UEQ (User Experience Questionnaire). To the
best of our knowledge, we are not aware of a similar solution
that provides authoring in real time in a VR environment,
supports interactive media objects and a flexible XML lan-
guage as an interchange format.

The remainder of this paper is organized as follows.
Section II discusses related work. Section III presents our
proposal for immersive authoring for 360° interactive appli-
cations. Section IV presents AMUSEVR, the implementation
of our proposal in a VR platform. Section IV-B briefly
presents MultiSEL, the XML language we propose as inter-
change format. Section V describes evaluation experiments
based on the Goal Question Metric (GQM) approach. Con-
clusions and future work are given in Section VI.

1https://unity.com/

II. RELATED WORK
In regards to related work, we defined, as our search goal,
studies about authoring solutions, which used authoring tools
supporting mulsemedia (multimedia and multisensory) con-
tent, 360° content, user interaction, all in a fully immersive
environment. As a totally equivalent solution was not found,
our search filters were set for post-2017 results, using the fol-
lowing keywords: “interactive authoring”, “360 authoring”,
“immersive authoring”, “mulsemedia authoring”, “sensory
effect authoring”, “virtual reality authoring”, and “virtual
reality environment”. The sum of our searches turned up a
catalogue of more than a thousand results. Duplicate results,
poorly relevant academic and erroneous work were removed
through filters, leaving us with forty-seven relevant studies in
total, albeit none matching our research query fully. Of the
forty-seven, the following noteworthy results are mentioned
as contributing to our research.

STEVE 2.0 [10] is a graphical authoring tool that uses
its own event-based model called MultiSEM (Multimedia
Sensory Effect Model) to represent mulsemedia applications
and to synchronize their nodes, whether traditional media
or sensory effects. The model uses an event-based temporal
synchronization paradigm, which allows STEVE’s users to
define interaction and temporal relations among media items.
Since the tool provides a temporal view in the authoring
GUI (Graphical User Interface), users do not need to have
programming skills to define a mulsemedia application using
the STEVE 2.0 environment. It also gives authors feedback
about temporal synchronization inconsistencies and provides
automatic extraction of sensory effects from audiovisual con-
tent analyses by applying machine learning-based methods
[1]. STEVE 2.0 provides NCL (Nested Context Language)2

as a final format that can be run in the Ginga-NCL player,
an extension of the Brazilian Digital TV middleware. On the
other hand, STEVE does not explore 360° or VR content.
In regards to STEVE’s underlying model, MultiSEM [10]
represents sensory effects as nodes following the approach
presented in [15], which models sensory effects as first-
class entities. That representation approach uses a high-
level abstraction so that the spatio-temporal synchronization
of mulsemedia applications can be specified regardless of
devices used for implementing them in the real world. We
follow this same approach in our proposal for immersive
authoring, with a multisensory module set to be addressed
in the future.

With regards to studies that support 360° content, the
work of [18] proposes a declarative authoring model that
allows authors to design and create 360° interactive videos,
focusing on their own declarative language based on XML.
As their solution projects media content onto a spherical
object, the VR environment creates limitations due to the fact
that the user is able to move around freely, which can break
the immersion of their 360° video objects. In addition, the

2https://www.itu.int/rec/T-REC-H.761
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creative process is limited to direct editing in XML, to be
later viewed through a VR HMD (Head Mounted Display).

In [4], the authors propose a multisensory 360° video
authoring tool that allows the author to edit content linked to
the video with a basic level of customization. That authoring
tool allows the editing and viewing of 360° video with the
particularity of allowing the video to be complemented with
other sensory stimuli such as tactile and olfactory effects.
The same authors in [5] propose an authoring tool with three
different authoring interfaces (desktop, immersive and haptic
interface) for creating multisensory 360° videos, updating
previous work. In [6], they updated the tool to provide some
support for collaborative authoring. In their work, the authors
were limited to direct desktop editing for later viewing the
result through VR HMDs. In addition, sensory effects are not
specified using the virtual authoring environment.

The work described in [12] has two main contributions:
(1) it investigates existing highlighting methods for VR scene
settings that are based on 3D models and explores their suit-
ability for a 360° video VR setting; (2) it proposes immersive
authoring methods suitable for non-expert users to create
highlights within a 360° video VR application. However,
although the tool provides authoring in real time, it is limited
to creating menus and inserting highlights in video objects.

Demonstrating the versatility of VR technology, the work
of [13] reports the evaluation of an educational toolkit called
the Immersive Nugget3 Tiles (IN-Tiles). With IN-Tiles, the
authors report that manipulating VR nuggets and authoring
VR learning content can be directly accomplished within a
virtual environment allowing authors to immediately experi-
ence the results of their authoring efforts in VR. Because this
tool is focused on learning, the authors made comparisons
with 2D teaching tools. However, the toolkit does not support
multimedia content, presenting static virtual content entirely
in polygonal 3D.

Citing a popular non-academic tool, we also have the
Google Tour Creator4, a versatile tool that focuses on the
production of 360° environments. It was designed to provide
presentations based on tours through Google Maps. Although
it is very versatile and enables interactive content, it does
not support sensory effects, whilst production and editing
via web browsers is limited, in addition to Google having
announced the end of the tool support in June 20215.

Table 1 summarizes the comparison among related work.
Notwithstanding related tools, we are not aware of any avail-
able solution which offers unique support to all features like
AMUSEVR does, such as: authoring in real time within a vir-
tual reality environment, including media objects and sensory
effects in any location in the 3D environment, in addition to
supporting interaction with media objects, transforming the
presentation from passive to interactive, alongside supporting
a flexible XML language such as MultiSEL as an interchange
format, as will be discussed in the following sections.

3Nugget is the author’s reference to small segments of content.
4https://arvr.google.com/tourcreator/
5https://support.google.com/edu/expeditions/answer/10086878?hl=en
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Saleme et al. [21] No No No Yes Yes No
Mattos et al. [10] No Yes No Yes Yes No
Mendes et al. [18] Yes No Yes No Yes No
Coelho et al. [5] Yes Yes Yes Yes Yes No
Horst et al. [13] Yes Yes No No Yes Yes
Coelho et al. [6] Yes Yes Yes Yes Yes No
Comşa et al. [7] Yes No Yes Yes No No
Horst et al. [12] Yes Yes No No Yes Yes
Coelho et al. [4] Yes Yes Yes Yes Yes No
Park and Han [20] Yes Yes Yes Yes Yes No
Fassold and Takacs [11] No No Yes No No No
AMUSEVR Yes Yes Yes Yes Yes Yes

III. PROPOSAL FOR IMMERSIVE AUTHORING OF 360°
MULSEMEDIA
While there are a myriad of 2D authoring tools currently
available, including a few which support mulsemedia, when
it comes to immersive mulsemedia content, either the number
of options is greatly diminished, or the support options for
multiple media types is reduced. Various factors are respon-
sible for limiting the number of existing proposals. These fac-
tors include difficulty in implementing a management system
to control diverse immersive media content and limitations in
editing and viewing the content in real time.

Taking into consideration some related work cited in
Section II and other studies [9], as well as our desired
goal, we defined the following desirable requirements for
an immersive authoring environment and the execution of
360° mulsemedia applications. The requirements related to
360° content, layout and scenes were based on requirements
proposed in studies such as [6], [18]. In respect of the require-
ment to use an interchangeable format to import and export
projects, in addition to relationship synchronization tools, we
were inspired by [1], [18]. Regarding the support for sensory
effects, we got some ideas from [4], [6]. Accordingly, the
environment should:

• offer authoring functionalities and also run 360° mulse-
media applications in a VR platform;

• allow the author to edit and preview his/her 360° interac-
tive applications in a similar way that the end-user will
experience it, so that the author will have as close an
experience as possible to that of the end-users;

• support a 360° background, which can be disabled if so
desired;

• allow the author to insert and manipulate media in a
number of formats, including traditional media objects
(video, audio, still images, and text), 360° media (sill
images and video), sensory effects (light, wind, scent,
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temperature changes, etc.);
• allow six-degrees of movement (6DoF) to the user;
• provide preview options for the full 360° content with-

out the need to save or leave the immersive environment;
• support a number of mulsemedia content formats in

simultaneous playback according to the author specifi-
cation;

• provide support for user interactivity in any application
to be created;

• support event-based relationships [9] between media
items to allow for flexible media synchronization and
interactions associated with media objects;

• support physical actuator-operated sensory effect sys-
tems while also rendering the visual counterparts of
the said sensory effects in the VR environment. This
requirement is left for future implementation; and

• provide and use an interchangeable format to allow
application interchange with other authoring environ-
ments. XML is a strong candidate due to its flexibility
and ease of adaptation to new technologies.

Aiming at satisfying those requirements, we propose an
immersive environment as illustrated in Figure 1. Observe
how the author (or end-user) is free to move within the virtual
environment using an HMD and interacting with diverse
media objects (2D or 360°) and sensory effects, within an
open virtual environment.

To provide an improved form of separation and organiza-
tion of several 360° content in the same immersive appli-
cation, we propose organizing the application into scenes.
One scene can be composed of a single 360° media item and
several other 2D media items and sensory effects, which are
positioned in the virtual 3D space. Using scenes improves
distribution and storage of media content to be processed in
the VR equipment memory. Each scene is independent and
has its own media objects, enabling the author to create mul-
tiple scenes with different themes, which allow for diverse
scenarios in the same presentation. The end-user can navigate
from one scene to another interacting with media objects in
the previous scene. Figure 2 shows the class diagram of our
proposal, where a scene is defined as a composition of media
objects and sensory effects. Links allow defining interaction
relationships between media objects or other scenes.

To synchronize the presentation of media objects in a
scene, a hybrid methodology was adopted, unifying the con-
cepts of timeline and event-based paradigms to create rela-
tionships between media objects. Each scene, when started,
serves as a time reference for all its media and sensory effect
components.

FIGURE 1. Illustration of a scene in our proposal.

IV. AMUSEVR

The implementation of our proposal of an immersive au-
thoring system for 360° interactive multisensory applications
is named AMUSEVR6 and was developed using the Unity
engine, the HTC Vive7 virtual-reality HMD and the Windows
platform. For demonstration and usability tests, we used
media content available at free websites8.

As seen in the use case diagram shown in Figure 3, the
system was developed with two profiles in mind. For the end-
user profile, we have the "Viewer Mode", where it is possi-
ble to import a saved project and thereby experience 360°
interactive applications. For the author profile, there is also
the "Author Mode", where the author creates and edits the
content in a truly immersive environment. In this particular
mode, as seen in Figure 4, the headset and controls allow the
author to insert media objects, edit them by changing their
properties individually, or remove them from the project. For
this purpose, we designed for right and left-handed people a
menu that contains options and methods for the scene to be
positioned above the left control device by default. The right
control device is designed to point at the menus and further
manipulate objects.

6A video about AMUSEVR is available at
https://youtu.be/qtAWrNpSuXQ

7https://www.vive.com/us/
8https://www.pexels.com/ and https://www.mettle.com/360vr-master-

series-free-360-downloads-page/
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FIGURE 2. Class diagram of our proposal.

FIGURE 3. AMUSEVR - Use case diagram.

FIGURE 4. AMUSEVR - Author Mode menu and controls.
VOLUME 4, 2016 5
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A notable difference in the authoring methodology pro-
posed by our work is that traditional applications work first
by selecting the media object file, then editing or deleting
them. However, in our solution, each media object type
presents different behavior and properties. For example, a
2D image can be selected through pointing, then edited or
deleted. On the other hand, a 360° image must not be selected
through pointing, as it could be selected unintentionally due
to how the author’s field of view is fully taken up by the 360°
image. In that case, the 360° object can be selected via a
dropdown menu in the scene editing menu shown in Figure 4.
Therefore, the proposed authoring steps follow the flowchart
shown in Figure 5, where the command functions seen in the
menu in Figure 4 are chosen first, so the appropriate order
of commands is followed, depending on the type of media
object.

FIGURE 5. AMUSEVR - Activity diagram.

Figure 6 illustrates a very important aspect of the proposed
3D spatial concept, the ability to position 2D media objects
anywhere in the x, y and z axes within the 3D environment,
simply with a drag-and-drop sequence. Additionally in Fig-
ure 6, on the left we have a photo of a tourist spot (Sugar
Loaf) in the city of Rio de Janeiro, which is a 2D image-type
media object. On the right side of the figure, there is another
2D-video media object, portraying a seal at a beach. Below
the Sugar Loaf photo, the scene contains yet a third text
type media object, containing the phrase “YOUR MESSAGE
HERE”, and finally, a fourth 360° video media object of
a beach scene in the background. All media objects have
editable positions and attributes within the scene, allowing
authors to fine tune their characteristics.

FIGURE 6. 2D Media objects in a 360° scene.

In Figure 7 a sample 2D-video editing window can be seen.
Its properties are as follows:

1) Displays the media ID;
2) A dropdown list of any compatible media content file

found within the installation folder.
3) Event-based relationships specifying how this media

object begins or ends. Inside the "Starts" combo box,
we can find the options "OnBegin This Scene", "OnBe-
gin", "OnEnd", and "Not defined", each being related
to another media object within the same scene. The
"Ends" combo box options are "End of This Media
Time", "OnBegin", and "OnEnd", which are also re-
lated to another media object within the scene;

4) User interaction options group. Upon enabling an ob-
ject to be interactive, it can start or end another scene
or media object when the end-user interacts with it;

5) Scale slide bar to change the video media object size;
6) Group of audio options related to the object;
7) Defines a delay for the object start time;
8) Controls the duration of still media items and/or sen-

sory effects. Controls video/audio looping;
9) Imports new media files into the installation folder to

populate the dropdown menu;
10) Starts or stops media during authoring mode;
11) The "Look at" option keeps media oriented towards the

user; and
12) A strip allowing the user to drag and drop the object to

another position.

FIGURE 7. Video object editing in detail.
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Figure 8 shows the Editing Mode for a new scene in which
we see a scenario composed of a 3D audio media object,
a 360° panoramic image and a 2D video with its editing
properties being displayed. In this sample scene shown in
Figure 8, we highlight how AMUSEVR provides editing
methods, such as displaying or hiding media elements in
the scene, as well as creating links to other scenes, thereby
enabling transitions between scenes of the same 360° project.
This feature transforms projects from passive to interactive
presentations, providing options to define interactive objects
and create hyperlinks.

FIGURE 8. Scene Editing Mode.

Noteworthy is the “Is interactive?” option in Figure 8.
When the author specifies that an object is interactive, he/she
can specify which other object should be started ("Start
Target") or ended ("End Target") when the end-user interacts
with it. Upon activating the “Is interactive?” attribute, the
correspondent object gains button-like properties along with
an icon in the shape of an "i" in the upper-right corner, as
seen in the Sugar Loaf 2D-video in the middle of Figure
9. These functions grant creative freedom and functionality
within diverse applications where the user can, for example,
move between the rooms of a virtual museum or scenes
for 360° interactive movies, or to switch between spoken
or subtitled language. The interactive function can be run
at any time with a click on the object during preview or
playback mode. As the actions are activated by interactive
functions, one can show or hide content as previously set up
in authoring mode. Thereby, one is able to transition from
one scene to the next by clicking on media objects, show or
hide subtitles, enable ASL (American Sign Language) PIP
(Picture-in-Picture), change the audio or version of a video,
all through user interaction. For example, in Figure 8, object
“Video 2D - 1” is interactive, and when the end-user clicks
on it, it will start “Scene 2”.

In AMUSEVR Viewer Mode, each scene, upon being
accessed, runs its own discrete clock, independent of the
other scenes, which serves as time reference for all media
contained inside it. However, media objects also respond
to interaction or synchronous events defined by event-based
relations. Each media object has its own start, end and delay
time properties, which are displayed or not depending on the
author’s preferences.

As previously commented, another way to control the
presentation of media objects in the scene is through the
event-based relationship paradigm, in which it is possible
to associate the beginning and end of the presentation of
a media object to another media object. In Figure 7, the
“Starts” menu defines a start relationship with media ob-
ject “Video360” through the option “OnBegin”. That is, the
object being edited, called “Video 2D - 1”, will only start
when object “Video360” has started. For the same “Video
2D - 1” object, we have another event-based relationship
called “Ends”, associated to the end (“OnEnd”) of object
“Audio3D - 1”. Thus, “Video 2D - 1” will only end when
object “Audio3D - 1” ends. Through this, it is possible for
the author to schedule the presentation of objects in the
scene in an event-based manner and to remove them from the
scene automatically as needed. The author can also specify
hyperlinks on interactive objects to enable presentation of
other media objects in a scene together with synchronized
events.

FIGURE 9. A scene with an interactive video and still image.

As shown in Figure 7, the object called “Video 2D - 1”
has further options, such as duration, loop, delay, volume and
scale. These other properties may or may not be available
according to the object type. See Table 2 for detail about the
extra properties of media objects and sensory effects.

More information about supported file types, codecs, etc.,
can be found at the website of the associated documentation
of the Unity engine9.

Regarding the communication between AMUSEVR and
physical actuators for rendering sensory effects, this issue
is left for future work. Moreover, freedom of movement in
AMUSEVR will be discussed in detail in Section IV-A. In re-
spect to the method for importing and exporting AMUSEVR
projects, XML was chosen as the interchange format, as will
be discussed in Section IV-B.

9https://docs.unity3d.com/Manual
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TABLE 2. Specific properties of media objects and sensory effects.

Object types Properties
3D audio Loop, volume and mute
2D image Scale

360° image Loop
Interactive object Target object/scene or related start/end event
Picture in picture Loop, volume and mute
Sensory Effects Loop, duration and intensity
Text message Loop and text content

2D video Loop, volume, mute and scale
360° Video Loop, volume and mute

A. SIX DEGREES OF FREEDOM

AMUSEVR has both authoring and visualization modes that
support movement in six degrees of freedom (6DoF), aiming
at supporting creative freedom and flexibility for authors and
greater immersion for participants in a presentation. This is
possible because of the ability of the user to walk around
the virtual scenario freely, limited only by one’s physical
environment in the real world.

In AMUSEVR Author Mode, media and sensory effects
being edited provide an option named “Look at”, shown as
item 11 in Figure 7. Whenever it is enabled, it causes the 2D
media, audio or even a sensory effect, to rotate on its central
axis and focus its front face or the direction of emission
towards the center of the virtual reality HMD of the author
(or end-user), yet still maintaining its anchor at the X, Y,
and Z position defined by the author. When the option is
disabled, the 2D media, audio or even sensory effect, stops
updating the focus in the virtual reality HMD and retains its
most recently updated facing direction.

By means of the “Look at” media property, along with
participants being allowed complete freedom of movement
within the presentation, the author can design immersive
scenarios where media positioning is coordinated with the
users’ participation.

Considering that audio objects in AMUSEVR support 3D
audio, the sound is spread spatially from approximately 1
meter of the point of emission (approximate distance within
the virtual world), with linear volume loss until reaching ap-
proximately 10 meters of radius from the point of emission.
When 3D audio objects produce sounds recorded in a mono
format, they distribute the sound equally in all directions;
whereas, when the content is recorded in multichannel mode,
it uses the visual icon’s face as a central reference for sound
emission.

FIGURE 10. Example of 6DoF.

Also taking 2D images and videos into consideration, the
content will be presented through the front of the frame
(layer). This means that a participant observing laterally at
90 degrees from the front or directly behind the 2D image
or video media object will not be able to see the content
being displayed. Following the considerations above, Figure
10 describes customized micro-scenarios which exemplify
the use of media, such as 3D audio and 2D images, with
the position of the participant being taken into account: In
frame A - we have audio which possibly has the "Look at"
function enabled and the participant is in the sound range of
the audio, he will perceive the audio as being transmitted in
front of him. In frame B - we have audio which possibly has
the "Look at" function enabled and only the left side of the
participant is in the audio’s sound radius. He will perceive the
audio as being transmitted from his left direction. In frame C
- we have audio which has the "Look at" function disabled
and the participant is in the sound radius of the audio, he will
perceive the audio as being transmitted behind him. In frame
D – we have audio which has the “Look at” function disabled
and the participant is outside the sound range of the audio,
he will not hear that particular audio object. In frame E –
we have an image which possibly has the "Look at" function
enabled and the participant will be able to view the image
as soon as the participant’s field of vision is rotated to the
right side. In frame F – we have an image which possibly
has the "Look at" function disabled and the participant may
have difficulty viewing the 2D image object, unless he/she
is positioned further in front of the image and consequently
look towards it. Considering the collection of scenarios in
Figure 10 we can see how the author, having the freedom to
place different content to be displayed at different times in
different locations, would take advantage of the multitude of
options during the creative process of his immersive projects.

8 VOLUME 4, 2016
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B. THE MULTISEL AUTHORING LANGUAGE
MultiSEL (Multimedia Sensory Effect Language) is an
XML-based language for specifying mulsemedia applica-
tions with 360◦ visual content for virtual reality environ-
ments. It is also based on the MultiSEM model [10] and
uses the declarative approach to allow authors to specify 360◦

multisensory applications. MultiSEL also aims at aiding the
interoperability between 2D/3D mulsemedia authoring tools.

In our proposal, AMUSEVR uses MultiSEL as an inter-
change format between the Author Mode and the Viewer
Mode. Therefore, an author can create or edit an immersive
360° application using the Author Mode and distribute it later
to end users to experience it using the Viewer Mode. We
chose this language as it has proven its value for editing,
as well as benefiting from the clarity provided by the XML
structure. MultiSEL was projected as the basis of future
support for tools which work with multiple 3D scenes, media,
and sensory effects simultaneously, as well as providing
concepts such as interaction relations. As our proposal is
an authoring and editing approach using controls within an
immersive environment, it becomes possible for authors to
start developing their application in a 2D editor, such as
STEVE [9], to export an intermediary project in MultiSEL,
and then import the MultiSEL project into AMUSEVR. Al-
ternatively, expert authors can simply create their MultiSEL
project directly in XML and then refine and finish their
project in AMUSEVR. The possibilities provided can be seen
in Figure 11.

A MultiSEL document can be composed of several scenes,
declared in the body element, as shown in Listing 1. The first
scene to be presented is defined by the body primaryCompo-
nent attribute.

In MultiSEL, a 360° scene is represented by the scene
element, which has the attributes id and primaryCompo-
nent attributes. The latter defines the first media node to
be presented when the scene starts. The scene element also
contains the following child elements: the document nodes
(media and sensory effects) and their relations, the port and
property elements. The port element provides external access
to the scene’s inner elements. It defines interface points that
relations use to refer to inner nodes of a scene. To do that,
the port element defines the id attribute for identifying the
interface point and the component attribute for referring to
an inner node of the scene to which the interface point maps.
This component attribute can also refer to a scene property. In
addition, the port element may define the interface attribute
to reference media and sensory effect properties. Concerning
the property element, it defines scene variables that can be
used in temporal relations among the document nodes.

MultiSEL also provides the relation element to specify
temporal relations among components, such as scene, media
and effect. The language defines two basic attributes for the
relation element: type and delay. The type attribute allows
authors to give the temporal semantic among the relation ele-
ments. To do that, MultiSEL is based on the predefined tem-
poral relations defined in MultiSEM temporal synchroniza-

tion model [10]. Therefore, the type attribute can assume the
following values to define synchronous temporal relations:
starts, startsDelay, finishes, finishesDelay, meet, meetDelay,
metBy, metByDelay and before. The delay attribute may be
necessary according to type. For example, if the type attribute
is startsDelay then the delay attribute should be defined. In
this case, the relation starts the secondary nodes with that
delay after the primary node starts. The delay can also be
specified for the relation’s secondary participants separately.
Table 3 shows the graphical representations and descriptions
for those relation types. Those synchronous relations com-
prise one primary node (green rectangle) and one or more
secondary nodes (gray rectangles). The primary node plays
the condition role (starts or stops) and the secondary plays
the action role (start or stop) [10].

TABLE 3. MultiSEL Synchronous Temporal Relation Types

Relations Symbols Descriptions

Starts Nodes begin when the primary node
starts

Starts_Delay Nodes begin with delay when the pri-
mary node starts

Finishes Nodes end when the primary node fin-
ishes

Finishes_Delay Nodes end with delay when the primary
node finishes

Meet Nodes begin when the primary node fin-
ishes

Meets_Delay Nodes begin with delay when the pri-
mary node finishes

Met_By Nodes end when the primary node starts

Met_By_Delay Nodes end with delay when the primary
node starts

Before Present nodes sequentially with a delay
between them when the primary node
finishes

MultiSEL also provides asynchronous relation types to
specify user interaction. The relation type onSelectionStart
specifies that when the user interacts with the relation pri-
mary node, the secondary one will be started. In this case,
the primary node represents the media item end-users need
to interact with using an interactivity key to trigger the
associated action. The relation type onSelectionStop specifies
that when the user interacts with the relation primary node,
the secondary one will be stopped.

An example of MultiSEL code is given in Listing 1.
This MultiSEL document defines two scenes: scene1 and
scene2. scene1 starts with video_background media as
its 360° background. It also contains a relation element
whose type is starts. This relation defines that the sec-

VOLUME 4, 2016 9



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

FIGURE 11. MultiSEL document example of portability.

ondary component (2D_image) begins when the primary one
(video_background) starts. Included in the body element, the
document specifies a relation of type onSelectionStart be-
tween both scenes. It defines that scene2 begins when media
2D_image, accessed through the port element in scene1, is
selected using the trigger key. scene2 contains a wind sensory
effect that begins with a 10s delay when image_background
starts. image_background is a media object contained in
scene2, but is not shown in Listing 1.

1 <?xml v e r s i o n =" 1 . 0 " e n c o d i n g =" u t f −8 " ?>
2 < m u l t i s e l i d =" 360 M u l s e m e d i a P r e s e n t a t i o n " xmlns="

D e f a u l t P r o f i l e ">
3 <head >
4 <meta name=" a u t h o r " v a l u e =" anonymous " / >
5 <meta name=" y e a r " v a l u e =" 2022 " / >
6 </ head >
7 <body primaryComponent=" sc e ne 1 ">
8 < s c e n e i d =" sc en e 1 " pr imaryComponent="

v i d e o _ b a c k g r o u n d ">
9 < p o r t i d =" p o r t _ i m a g e " component=" 2D_image " / >

10 <media i d =" v i d e o _ b a c k g r o u n d " s r c =" r i o . mp4" t y p e ="
360 v i d e o ">

11 < p r o p e r t y name=" background " v a l u e =" t r u e " / >
12 < p r o p e r t y name=" loop " v a l u e =" f a l s e " / >
13 </ media >
14 <media i d =" 2D_image " s r c =" p o r t a l . j p e g " t y p e ="

image ">
15 < p r o p e r t y name=" x " v a l u e =" 0 " / >
16 < p r o p e r t y name=" y " v a l u e =" 2 " / >
17 < p r o p e r t y name=" z " v a l u e =" 6 " / >
18 </ media >
19 < r e l a t i o n t y p e =" s t a r t s ">
20 < p r i m a r y component=" v i d e o _ b a c k g r o u n d " / >
21 < s e c o n d a r y component=" 2D_image " / >
22 </ r e l a t i o n >
23 </ scene >
24 < s c e n e i d =" sc en e 2 " pr imaryComponent="

image_background ">
25 . . .
26 < e f f e c t i d =" w i n d _ e f f e c t " t y p e =" w i n d E f f e c t ">
27 < p r o p e r t y name=" i n t e n s i t y " v a l u e =" 50 " / >
28 < p r o p e r t y name=" x " v a l u e =" 0 " / >
29 < p r o p e r t y name=" y " v a l u e =" 6 " / >
30 < p r o p e r t y name=" z " v a l u e =" 12 " / >
31 </ e f f e c t >
32 < r e l a t i o n t y p e =" s t a r t s " d e l a y =" 10 ">
33 < p r i m a r y component=" image_background " / >
34 < s e c o n d a r y component=" w i n d _ e f f e c t " / >
35 </ r e l a t i o n >
36 </ scene >
37 < r e l a t i o n t y p e =" o n S e l e c t i o n S t a r t " keyCode=" t r i g g e r "

>
38 < p r i m a r y component=" sc e ne 1 " i n t e r f a c e =" p o r t _ i m a g e

" / >
39 < s e c o n d a r y component=" sc e ne 2 " / >
40 </ r e l a t i o n >
41 </ body >
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42 </ m u l t i s e l >

Listing 1. MultiSEL Document Example

In demonstration of the equivalence between AMUSEVR
and MultiSEL, using different scenarios as examples, the
equivalent of the AMUSEVR relation category "Starts"
shown in item 3 of Figure 7 can be seen in lines 19-22 in
Listing 1. Another case, this one involving interactivity, can
be found in item 4 of Figure 7, which represents the relation
found in lines 37-40 in Listing 1.

When importing a MultiSEL document into AMUSEVR,
sensory effects are considered in the virtual environment in
the current implementation. As future work, we are going to
implement physical rendering of sensory effects.

V. PROPOSAL EVALUATION
This section discusses the evaluation process for this proposal
via experiments where users utilized the AMUSEVR tool as a
case study prototype. To that end, we used the Goal Question
Metric (GQM) [2] evaluation techniques and methods, the
User Experience Questionnaire (UEQ) 10 [16], [22], and the
System Usability Scale questionnaire - SUS11 [3].

For the purpose of describing the process, the methodology
used to structure and to elaborate our evaluation are discussed
in Section V-A. The user experiment is discussed in Section
V-B and a quantitative evaluation is described in Section V-C.
In Section V-D, we present the obtained results and finally in
Section V-E, an analysis and discussion of final conclusions
and current limitations are given.

A. METHODOLOGY
We used the Goal Question Metric (GQM) [2] approach
to structure our evaluation. The GQM mechanism can be
visualized as a flowchart in which, following the top-down
concept, the flow starts in goal nodes, continues to the
question nodes and ends in the metric nodes. Furthermore,
the GQM guidelines aims at defining the proposal and the
perspective of the goals. The proposal defines the object
being studied and motives for its study. The perspective
defines the personal aspect or point of view given by the one
performing the evaluation.

Applying the GQM method results in a three-tier hier-
archy model: Conceptual (goals), Operational (questions),
and Quantitative (metrics). The model definition has the
establishment of goals as an initial step. Each defined goal
is decomposed into questions that aim at answering them,
making them quantifiable. The questions are, in turn, refined
into objective or subjective metrics.

Table 4 shows the goals defined for the evaluation of
AMUSEVR. For each goal G1-G4, the "Description" column
describes the object being analyzed.

10https://www.ueq-online.org/
11https://www.usability.gov/how-to-and-tools/methods/system-usability-

scale.html

TABLE 4. The goals which were defined for the AMUSEVR experiments.

Goal Description
G1 Analyze the tool with the goal of evaluating its usability

from the user’s perspective.
G2 Analyze the tool with the goal of evaluating its quality of

experience from the user’s perspective.
G3 Analyze the tool with the goal of evaluating the authoring

effort required for both expert and novice users.
G4 Analyze the tool with the goal of evaluating the authoring

effort compared to an alternative method.

1) G1 - Questions and Metrics

In order to reach goal G1, i.e., analyze the tool with the goal
of evaluating its usability from the user’s perspective, the
System Usability Scale (SUS) questionnaire [3] was used, as
it is a well-known tool for measuring usability. SUS specifies
a questionnaire of ten items shown in Table 5, where each one
accepts responses in the Likert scale, ranging from "Strongly
disagree" ranked at 1 to "Strongly agree" ranked at 5 [17].
We used the SUS score as metric for G1 questions.

TABLE 5. SUS questionnaire.

Items Questions
SUS-Q1 I think that I would like to use this system frequently.
SUS-Q2 I found the system unnecessarily complex.
SUS-Q3 I thought the system was easy to use.
SUS-Q4 I think that I would need the support of a technical person

to be able to use this system.
SUS-Q5 I found the various functions in this system were well

integrated.
SUS-Q6 I thought there was too much inconsistency in this system.
SUS-Q7 I would imagine that most people would learn to use this

system very quickly.
SUS-Q8 I found the system very cumbersome to use.
SUS-Q9 I felt very confident using the system.
SUS-Q10 I needed to learn a lot of things before I could get going

with this system.

2) G2 - Questions and Metrics

To satisfy goal G2, i.e., analyze the tool with the goal of
evaluating its quality of experience from the user’s perspec-
tive, the User Experience Questionnaire (UEQ-S) [16], [22]
was used. As can be seen in Table 6, the questionnaire
contains eight items (UEQ-Q1 to UEQ-Q8) with negative
feedback in the middle column and positive feedback in the
right column in response to the sentence "The AMUSEVR
experience was." The participants answers were on a scale
of one (negative feedback) to seven (positive feedback). We
used UEQ pragmatic and hedonic scores as metrics for G2
questions.
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TABLE 6. UEQ-S questionnaire.

Items The AMUSEVR experience was
UEQ-Q1 Obstructive Supportive
UEQ-Q2 Complicated Easy
UEQ-Q3 Inefficient Efficient
UEQ-Q4 Confusing Clear
UEQ-Q5 Boring Exciting
UEQ-Q6 Not interesting Interesting
UEQ-Q7 Conventional Inventive
UEQ-Q8 Usual Leading edge

3) G3 - Questions and Metrics
To meet goal G3, i.e., analyze the tool with the goal of
evaluating the authoring effort required for both expert and
novice users, a set of specific additional questions were used
as can be seen in Table 7. Q1 ascertained if the participant
was able to complete a task, and if so, the time required for
task completion was annotated in Q4. Questions Q2 and Q3
were intended to generate correlation towards which users
had previous experience in virtual reality and authoring tools,
separating experts and novices.

TABLE 7. Custom questions.

Q# Questions
Q1 Did you manage to finish the task?
Q2 Have you used virtual reality before?
Q3 Do you have experience with multimedia authoring tools?
Q4 How many minutes did you take to complete the task?

Question Q2 was designed to separate the participants into
two groups, those who had already used similar technologies
for immersion and those who had not. The hypothesis is that
participants with experience and greater comfort in the use
of virtual reality equipment would do better than those who
have no experience.

Question Q3 was designed to separate the participants into
two groups, those who had already worked on multimedia
authoring tasks and those who had not. The hypothesis is that
participants with knowledge of multimedia authoring would
do better than those with no experience.

We used the editing time taken to complete the task as
metric to answer G3 questions comparing expert and novice
users.

4) G4 - Questions and Metrics
For goal G4, i.e., analyze the tool with the goal of evaluating
the authoring effort compared to an alternative method, we
used MultiSEL as the alternative authoring method. There-
fore, one question Q5 is defined, which is "What is the
required number of clicks on the AMUSEVR tool compared
to the number of lines of a correspondent MultiSEL file with
a similar specification?". In order to answer that question, a
comparative test for AMUSEVR was done against the declar-
ative authoring method based on the MultiSEL language,
considering different taks as seen in Table 8. We used a
quantitative metric based on the number of clicks between

AMUSEVR and the number of lines of MultiSEL code for
each task, which will be detailed in Section V-C.

We recognize that this comparison between AMUSEVR
and MultiSEL may not be so fair, but as there is no other
available alternative method or tool to compare AMUSEVR
authoring effort with, we used MultiSEL for this initial
evaluation.

5) GQM graph
Figure 12 summarizes and illustrates the structure of the
GQM model built. The experiments performed for data col-
lection will be presented in the following subsections. Our
experiments were divided into two parts, one experimenta-
tion with participants to meet G1-G3 and the second that was
carried out at another time in order to analyze quantitative
data to reach G4.

FIGURE 12. Directed Graph for our Goals, Questions and Metrics (GQM).

B. USER EXPERIMENTS
User experiments were done to investigate our main research
question: "What is the user experience of creating 360°
interactive multisensory applications using an immersive
authoring environment?". Due to the COVID-19 pandemic
and resulting health restrictions on the use and sharing of
rooms and equipment, it has not been possible to carry out
experiments with a large number of candidates; yet tests have
been carried out with ten (10) users, a number sufficient to
highlight most usability issues [14]. They were eight men and
two women aged between 23 to 47 years old, with education
levels ranging from undergraduate to post-graduate. Only five
had not used virtual reality equipment previously, while four
had not had any experience of multimedia authoring systems;
a single participant was left-handed.

Participants were given the option to choose whether to sit
or stand during the immersive authoring experience, as illus-
trated in Figure 13, with a test supervisor monitoring the task.
The test was monitored and displayed on an additional screen
in real time. A video about the experiment is available12.

12https://youtu.be/KPFfSj-5_qk
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FIGURE 13. Experiment with a participant (seated position).

All participants were given time to familiarize themselves
with the environment and tools used (five minutes on aver-
age), after which, each one started the tasks and had their
results recorded. The tasks aimed at creating an interactive
360° presentation of a tourism showcase of Rio de Janeiro.

The tasks were defined according to some requirements:
• the project should be short with a maximum of two

scenes, Scenes 1 and 2, as participants may have no
experience in authoring tools or in virtual reality. Also,
predicting possible future comparisons with other tools
or even a MultiSEL project;

• to cover some highlights of the tool, there should be
an example of background media, some classic 2D
media and a sensory effect, as well as an example of
a synchronization relationship and interaction between
scenes;

• participants must activate the preview mode in order to
assess whether they are satisfied with their project and
test the programmed interactivity.

To guide users participating in the experiment, we pro-
vided a table in the control menu describing the tasks to be
performed, which are:

• insert a 360° video or image in Scene 1 and Scene 2;
• insert a 2D image or video in Scene 1;
• create a synchronization relationship between the 2D

image or video with the 360° video or image, in Scene
1;

• edit the video or 2D image to make it interactive and
start Scene 2;

• in Scene 2, use a sensory effect, and
• upon completion, return to Scene 1 in Viewer Mode to

experience the final result.
After completing the tasks, participants were asked to fill

out a survey which covered the SUS and UEQ questionnaires,
as well as questions about age, education level, and experi-
ence with multimedia authoring tools.

C. AUTHORING EFFORT - AMUSEVR X MULTISEL
As an initial method of quantitatively comparing authoring
effort between AMUSEVR and MultiSEL, we focused on the
number of clicks necessary to complete tasks in AMUSEVR
against the number of lines within a MultiSEL document with
the same specification. In order to run this comparison, we
created different applications with AMUSEVR. After editing
each project in AMUSEVR, we exported it as a MultiSEL
project for the purpose of establishing a comparative standard
for each different level of specification.

For the first comparative task, we set up the 360-degree
background video demo.mp4. Completing this task in AMU-
SEVR involved: a right-hand pointer click on the left-hand
menu button "New Media" as shown in Figure 4, followed
by a click on the "New 360 Video" button in the newly-
opened menu. A new click was done on the media list menu
contained within the floating media editing menu (see Figure
7), which lists all available media files to be used as a 360
background. To export the project, a click on the left-hand
menu button "Back" by which the user is taken back to the
main menu. Another click on "Exit" closes the project, and
to complete the task, a final click on "Yes" to confirm the
export. In summary, six clicks were required to complete the
task. The exported file resulting from the AMUSEVR task
produces Listing 2, a 22-line MultiSEL document. In this
example, a 360 degree video was used in the background,
but for each type of media, there is an evaluation of the type
of properties, resulting in a variation in the number of lines.

1 <?xml v e r s i o n =" 1 . 0 " e n c o d i n g ="UTF−8 " ?>
2 < m u l t i s e l i d =" P r o j e c t −1 " t i t l e =" MultiSEL f o r AMUSEVR"

xmlns=" D e f a u l t P r o f i l e ">
3 <head >
4 <meta name=" a u t h o r " v a l u e =" anonymous " / >
5 <meta name=" y e a r " v a l u e =" 2022 " / >
6 </ head >
7 <body primaryComponent=" s c e n e 1 ">
8 < s c e n e i d =" s c e n e 1 " pr imaryComponent=" v ideo360_s1 ">
9 <media i d =" v ideo360_s1 " s r c =" demo . mp4" t y p e =" v i d e o "

>
10 < p r o p e r t y name=" d u r a t i o n " v a l u e =" 259 " / >
11 < p r o p e r t y name=" background " v a l u e =" t r u e " / >
12 < p r o p e r t y name=" loo p " v a l u e =" f a l s e " / >
13 < p r o p e r t y name=" volume " v a l u e =" 0 . 7 2 " / >
14 < p r o p e r t y name=" mute " v a l u e =" f a l s e " / >
15 </ media >
16 < r e l a t i o n i d =" R e l a t i o n −1 " t y p e =" f i n i s h e s ">
17 < p r i m a r y component=" s c e n e 1 " / >
18 < s e c o n d a r y component=" v id eo360_s1 " / >
19 </ r e l a t i o n >
20 </ scene >
21 </ body >
22 </ m u l t i s e l >

Listing 2. Example of an AMUSEVR-compatible T1 task done in MultiSEL.
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To avoid bias, we established six identical yet progres-
sively more difficult tasks to compare AMUSEVR and Mul-
tiSEL authoring, as seen in Table 8 (T1 to T6).

TABLE 8. Comparative Tasks.

T# Tasks
T1 Scene 1 containing a 360-degree video background (like Listing 2).
T2 Scene 1 containing a 3D audio.
T3 Scene 1 containing a 360-degree video background and a 3D audio.
T4 Scene 1 containing a 360-degree video background and an interac-

tive button for scene 2. Scene 2 with one 360 degree image.
T5 Scene 1 containing a 360-degree video background and an interac-

tive button for scene 2. Scene 2 with one 360 degree image and one
2D video.

T6 Scene 1 containing a 360-degree video background and an interac-
tive button for Scene 2. Scene 2 with one 360 degree image and
an interactive 2D video for Scene 3. Scene 3 with one heat sensory
effect.

D. RESULTS
This section analyzes and discusses the data obtained from
the experiments and the questionnaires which answer the
goals defined previously.

1) G1 - Analysis of results - SUS Score
Considering goal G1, for analyzing the usability of AMU-
SEVR, the SUS questionnaire returned an A-grade average
score of 82.25 points, as illustrated in Figure 14. This score
was obtained through the data generated by G1 questions
shown in Table 9. The SUS score result is promising for
system usability, as it is higher than 68 points that represent
the baseline average [3].

TABLE 9. Number of users and their answers to the SUS questionnaire
statements (1 - strongly disagree; 5 - strongly agree).

SUS Questions 1 2 3 4 5
I think that I would like to use this system frequently. 0 0 1 5 4
I found the system unnecessarily complex. 6 1 3 0 0
I thought the system was easy to use. 0 0 1 4 5
I think that I would need the support of a technical person
to be able to use this system.

3 3 1 1 2

I found the various functions in this system were well
integrated.

0 0 0 4 6

I thought there was too much inconsistency in this sys-
tem.

7 2 1 0 0

I would imagine that most people would learn to use this
system very quickly.

0 0 2 1 7

I found the system very cumbersome to use. 6 2 1 1 0
I felt very confident using the system. 0 0 0 4 6
I needed to learn a lot of things before I could get going
with this system.

6 1 0 2 1

2) G2 - Analysis of results - UEQ Metrics
To achieve goal G2, the UEQ was carried out in a com-
plementary manner to evaluate user experience. The mean
values of the answers to the questions and the methodology
already established for the UEQ were used, with its data

analysis tool13. According to UEQ result interpretation [22],
our results indicate an average around 2.0 for "Pragmatic
Quality" and average around 2.5 for "Hedonic Quality", as
it can be seen in Table 10. Figure 15 shows the benchmark
achieved, which classifies the user experience as excellent
according to the evaluation requirements of UEQ creators
[16], [22].

TABLE 10. UEQ Average results.

UEQ
Quality

Negative Positive Aver. Sc. Stand.
Deviat.

Pragmatic

Obstructive Supportive +1.8 0.8
Complicated Easy +1.5 1.2

Inefficient Efficient +2.4 0.5
Confusing Clear +2.0 1.1

Hedonic

Boring Exciting +2.5 0.5
Not interesting Interesting +2.6 0.5
Conventional Inventive +2.6 0.3

Usual Leading edge +2.5 0.3

3) G3 - Analysis of results - Authoring Effort for Expert and
Novice users
Questions Q1, Q2, Q3 and Q4 were used for analyzing goal
G3, as presented in Table 7. Participants’ answers to those
questions are shown in Table 11. We can notice that all
participants have finished the proposed tasks (Q1); 50% of
the participants had used virtual reality technology before
and the other 50% had not (Q2); 60% of the participants had
previously used authoring tools and the other 40% had not
(Q3); and the average time taken to complete the tasks with
AMUSEVR (Q4) was 7.6 minutes with a standard deviation
of 2.87 minutes for the whole group. The time taken for
distinct groups of VR expert and novice users is presented in
Table 12. Table 13 presents the time taken considering expert
and novice users in multimedia authoring tools.

TABLE 11. G3 question answers.

Participants Q1 Q2 Q3 Q4 (min)
1 Yes Yes Yes 14
2 Yes No No 6
3 Yes Yes No 7
4 Yes Yes Yes 6
5 Yes No Yes 7
6 Yes Yes Yes 5
7 Yes No No 10
8 Yes No No 4
9 Yes No Yes 9

10 Yes Yes Yes 8

TABLE 12. VR expert and novice users time to complete the experiment.

VR User Time (minutes)
Average Standard deviation

Expert 7.27 4.83
Novice 6.54 4.11

13https://www.ueq-online.org/Material/Short_UEQ_Data_Analysis_Tool.xlsx
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FIGURE 14. Acceptability and Adjective Scales (SUS Score).

FIGURE 15. UEQ benchmark.

TABLE 13. Multimedia authoring tool expert and novice users time to
complete the experiment.

Authoring Tool User Time (minutes)
Average Standard deviation

Expert 8.90 4.84
Novice 4.90 3.77

4) G4 - Analysis of results - Quantitative Comparison

FIGURE 16. AMUSEVR Clicks versus MultiSEL Lines.

In regards to achieving goal G4, the testing process was
described in Section V-C. Figure 16 shows the comparison of
number of clicks and lines required for diverse tasks T1-T6.
We can see that, as the complexity of the task increases from
T1 to T6, it is clear that there is an almost linearly progressive
distance in relation to the number of AMUSEVR clicks
(blue) and number of MultiSEL lines (orange) in Figure 16.

E. DISCUSSION AND LIMITATIONS
We recognize the small number of users in the authoring
experiment as a current limitation of our research, as due to
COVID-19 restrictions, we were not able to recruit a larger
sample. Nonetheless, our exploratory work has resulted in
some very promising results. We also recognize that the
evaluation to analyze goal G4 is limited, but unfortunately we
found no other alternative authoring method or tool available
to compare the AMUSEVR authoring effort with. Therefore,
we can conclude that:

• G1 goal was met as the SUS score of 82.25 points shows
that usability of the AMUSEVR tool was excelent from
the user’s perspective as shown in Figure 14;

• G2 goal was met by the UEQ results, which indicated
that user experience with the AMUSEVR tool was ex-
celent considering UEQ benchmark as shown in Figure
15;
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• Considering the G3 goal, we conclude that AMUSEVR
can be used by novice users as they were able to cre-
ate a 360° interactive experience. On the other hand,
when comparing expert and novice users, our results
were different than we expected, as participants with
more experience with VR and authoring tools took in
average more time to complete the authoring tasks. We
believe that expert participants were more interested in
exploring AMUSEVR facilities and knowing the im-
mersive environment in more detail than novice users.
Therefore, that explains why they took more time using
the authoring system.

• G4 goal was also met considering our test results, as
AMUSEVR proved to cause less authoring effort than
MultiSEL for creating different 360 interactive experi-
ences.

Finally, we also asked users for free comments and sug-
gestions about AMUSEVR. We received suggestions consid-
ering:

• User Interface (UI) aspects - Some improvements to the
UI were suggested by users, such as enlarging some
fonts and message pop-ups which alert the user to
important actions, such as delete functions, for example.
One example of user comment about UI was "...Some
menu itens were small and the pointing was difficult.";

• Positive feedback - We got compliments on immersion,
the leading-edge factor, and satisfaction of use. One
example of user compliment was "The system is very
interesting to use. You can have fun while creating con-
tent. I enjoyed it a lot, I’m even thinking about studying
similar topics in the future. I loved the innovation! I felt
like "The Tech Guy" in a sci-fi movie.";

• Portability aspects - suggestions to port AMUSEVR
to other more readily available VR platforms, such as
those similar to Google Cardboard14. The goal is to
provide easier access to the tool using smartphones. One
example of user comment about portability was "...I
would like to use this system with my smartphone...".

VI. CONCLUSIONS
This paper investigated the use of immersive authoring en-
vironments for creating 360° interactive experiences. We
presented an immersive approach for authoring this type of
applications in a VR environment. The approach was imple-
mented in an authoring system named AMUSEVR, which
provides author immersion in a VR environment, creative
freedom and the availability of using a wide variety of media
object and sensory effect types.

AMUSEVR was evaluated with the GQM approach con-
sidering user and quantitative experiments. Usability experi-
ments reported a viable user experience, where all users com-
pleted their tasks of creating a 360° interactive mulsemedia
presentation for a tourism application. Quantitative experi-
ments showed that the authoring effort using AMUSEVR is

14https://arvr.google.com/cardboard/

smaller than the effort using a declarative authoring approach
with MultiSEL.

AMUSEVR is extensible and designed to receive updates
with new types of media with minimal effort. In addition,
we are planning to provide support for other brands of VR
headsets, such as Oculus Quest 2 (now called Meta Quest
2) and Google Cardboard, along with a standalone Viewer
Mode. As future work, we will implement physical rendering
of sensory effects to provide fully 360° multisensory expe-
riences. We also expect to run further user experiments to
evaluate discomfort when using the system. We also expect to
run further user experiments involving MultiSEL XML for-
mat for authoring and exchanging multisensory applications.
We are particularly interested in the education domain, where
teachers could use AMUSEVR for creating 360° interactive
applications for their students. To the end, we would like to
investigate how multisensory experiences could be used for
improving education across different levels - and will form
the thrust of our future research efforts.
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