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Abstract: Satellite and airborne observations of surface elevation are critical in understanding cli-
matic and glaciological processes and quantifying their impact on changes in ice masses and sea
level contribution. With the growing number of dedicated airborne campaigns and experimental
and operational satellite missions, the science community has access to unprecedented and ever-
increasing data. Combining elevation datasets allows potentially greater spatial-temporal coverage
and improved accuracy; however, combining data from different sensor types and acquisition modes
is difficult by differences in intrinsic sensor properties and processing methods. This study focuses on
the combination of elevation measurements derived from ICESat-2 and Operation IceBridge LIDAR
instruments and from CryoSat-2’s novel interferometric radar altimeter over Greenland. We develop
a deep neural network based on sub-waveform information from CryoSat-2, elevation differences
between radar and LIDAR, and additional inputs representing local geophysical information. A time
series of maps are created showing observed LIDAR-radar differences and neural network model
predictions. Mean LIDAR vs. interferometric radar adjustments and the broad spatial and temporal
trends thereof are recreated by the neural network. The neural network also predicts radar-LIDAR
differences with respect to waveform parameters better than a simple linear model; however, point
level adjustments and the magnitudes of the spatial and temporal trends are underestimated.

Keywords: SARIn; interferometry; CryoSat; swath; ICESat-2; IceBridge; artificial intelligence (AI);
Greenland; cryosphere; altimetry

1. Introduction

Over the past 30 years, altimetry has revolutionised our ability to monitor changes
across the world’s cryosphere. Radar altimetry is now routinely used to quantify changes
in the world’s ice masses and their impact on sea level and water availability and to provide
key observations to better understand climatic and glaciological processes behind those
changes [1–12]. With two high-resolution, satellite-based altimeters currently active—the
interferometric radar altimeter on board CryoSat-2 (CS2) and the laser altimeter on ICESat-2
(IS2)—the present period offers a unique opportunity to co-exploit the observations made
by the two sensors and improve the monitoring of ice height and trends, as well as reveal
insights into the properties of the firn layer and hence surface conditions. The ever-evolving
roadmap for future generations of satellites to be made operational, such as the Copernicus
Polar Ice and Snow Topography Altimeter, CRISTAL, will further compound the need to
combine measurements from different sensor types meaningfully.

Recent advances in swath altimetry processing, using the full waveform of the inter-
ferometric synthetic aperture radar (SARIn) mode of CS2, have enabled improved spatial
resolution of surface elevation [13]. Meanwhile, IS2 provides enhanced resolution com-
pared to the previous generation of laser altimeters thanks to its six laser beams and sharper
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footprint. Due to the fact that radar and laser altimeters have different intrinsic properties
and behaviours, joining and interpreting their combined measurements requires careful
consideration of factors such as differences in electromagnetic interaction with the surface,
footprint size, weather conditions, and topography. Several studies have focused, in partic-
ular, on the variability in the scattering depth of radar altimeters and on ways to mitigate
its impact [14–16] and exploit it to retrieve geophysical information about subsurface and
climatic conditions [17,18]. However, equivalent studies have not been conducted for
SARIn altimetry to enable the calculation of adjustments at the sub-waveform level for
large acquisition regions such as the Greenland Ice Sheet (GrIS). Such an advancement
would enable the meaningful combination of Ku-band SARIn and LIDAR altimetry allow-
ing higher-resolution reference digital elevation models (DEMs) and more accurate changes
in elevation over time. Such a method would also be directly applicable to future Ku-band
SARIn altimeters, as proposed for the upcoming CRISTAL mission.

Slater et al.’s study into compensating changes in the penetration depth of pulse-
limited non-interferometric radar altimetry [16] demonstrates the expected depth distri-
bution of Ku-band radar penetrations over the simple topographies of the central GrIS.
A key finding was the change in signal penetration depth of over 2 m on either side of
the unique pan-GrIS melt event in mid-2012, which highlights the radar measurement’s
dependency on the firn state. The numerical solution in the study focuses on the best fit
parameterisation of a complex analytical waveform function [19]. Still, it does not easily
extend to sub-waveform level SARIn adjustments with the addition of coherence, nor does
it take additional factors such as complex topography or firn layers into account, such as
are more prevalent around the GrIS periphery. Gray et al. studied the complications in
using SARIn measurements for monitoring time series elevation changes across GrIS due
to changing surface conditions [20] with a suggestion for using data from late summer
and fall to minimise the possibility of varying bias between real surface height change and
that reported by CS2’s SARIn altimeter. Additionally, non-trivial sub-waveform correc-
tions are known to be unaccounted for in current CS2 SARIn products from the off-nadir
‘mis-pointing’ of the altimeter [21]. In summary, a complete solution for the combination
of LIDAR and SARIn altimetry does not currently exist in numerical or analytical form,
and if it did, such a solution would require a multivariate, higher order, numerical, or
semi-analytical construction.

While neural networks (NNs) have been applied to a multitude of scientific disciplines,
their use in the cryosphere-related domain is comparatively new. Successful applications
range from improved snow water equivalent products over British Columbia, Canada [22]
to the identification of potential Antarctic meteorite sites [23]. Further studies of particular
relevance are the regression-based neural network solution for the estimation of snow depth
on Arctic sea ice using multi-band observations from the Copernicus Imaging Microwave
Radiometer [24] and the enhanced waveform retracking of lake surface elevation using
deep learning [25].

Here we use a deep NN model to combine elevation measurements acquired by CS2
with those from Operation IceBridge (OIB) and IS2 between 2011 and 2021, utilising SARIn
waveform parameters with additional local topography products over the GrIS. We explore
the difference between interferometric radar and laser altimetry and its relationship with
the surface condition, the impact of penetration of radar waves into the snow and firn, and
the respective measurement uncertainties. The modelled elevation corrections are used to
generate time-dependent DEMs for the required LIDAR-SARIn adjustment.

2. Data

Point data were collected for CryoSat-2 using its Level 2 (L2) SARIn product, Cryo-
TEMPO-EOLIS [13], acquired between 2010 and 2021; the study focused on the full swath
data provided by the SARIn mode in order to utilise the higher resolution offered when
compared to the traditional point of closest approach (POCA) product [13,26,27].
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Operation IceBridge ATM Level-2 Icessn Elevation, Slope, and Roughness (ILATM2)
dataset [28] acquired using the NASA Airborne Topographic Mapper (ATM) instrumen-
tation was collected between 2010 and 2016 from which the WGS84_Ellipsoid_Height
measurement was taken for elevation measurements.

The ICESat-2 ATLAS L3A Land Ice Height, Version 2, ATL06 was gathered from the
satellite’s launch in October 2018 up to February 2021 [29]. From this dataset, elevation
measurements and expected RMS segment misfit were extracted (c.f. h_li and h_li_sigma,
respectively, from the product handbook).

Lastly, the ArcticDEM digital surface model dataset [30] was gathered.

3. Method
3.1. Data Filtering and Preparation
3.1.1. CryoSat-2 Data

To ensure that data of sufficient quality is used, a filter is applied that consists of
two physical parameters; the power in decibels must be greater than −160 dB, and the
interferometric coherence must be greater than 0.8. In addition, a comparison of the
elevation to the Arctic DEM with the absolute difference (DEM-diff) being less than 100 m
and the median absolute deviation of the difference (DEM-diff-MAD) across the whole
waveform needs to be no more than 10 m. The DEM-diff filters are used to identify errors in
the derived phase ambiguity solutions and remaining outliers after power and coherence
screening, consistent with Gourmelen et al. [13].

The following parameters were selected as inputs to the deep NN model because of
their potential sensitivity to scattering processes: Coherence which is expected to generally
decrease with increasing volume scattering; power with similar properties with respect
to scattering and which has been used in previous scattering depth analysis [16] and also
yields information to the position of the sample in the waveform; the horizontal scalar
distance of each point measurement to its corresponding POCA measurement was cal-
culated (distance to POCA) which was selected to provide information about incidence
angle as well as waveform sample dependent characteristics such as recorded power; the
waveform leading edge width which is expected to be larger with increased volume scat-
tering [15,31]. The following two derived waveform quantities were also introduced to the
model inputs to provide information about localised gradient and statistical uncertainties
around a neighbouring sample point: relative-elevationi and relative-elevation-meanj. For
a given waveform sample number n, the relative-elevationi is defined as elevationn+i–
elevationn where i = {−3, −2, −1, 1, 2, 3}. For the same sampled waveform point, n, the
relative-elevation-meanj is the arithmetic mean of relative-elevationi selecting the neigh-
bouring j points where − j

2 ≤ i < j
2 and j = {10, 20}. The direct elevation measurement was

omitted from model inputs to avoid spatial overfitting with the aim of improved spatial
transferability.

3.1.2. ICESat-2 Data

The IS2 data were filtered to exclude expected RMS segment misfits greater than 0.03.
Acquisition data from all six beams were used in the study, but the ATLAS spot (beam)
number was not retained or considered for specific analysis.

3.1.3. ArcticDEM Data

ArcticDEM was used to derive the slope parallel to the sensor heading (slope along),
slope perpendicular to the sensor heading (slope across), and aspect represented as a
south/north vector component between −1 and 1 respectively, and east/west aspect vector
component between −1 and 1 respectively for each CS2 point observation. The slope along
and slope across were selected as model inputs to provide a reliable reference estimate
of localised topography. They were incorporated into the model to account for physical
effects from electromagnetic scattering as a function of incident angle as well as providing
information to help correct for additional, non-trivial relationships observed between
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SARIn and LIDAR measurements for specific topographies. These values were derived
using a cubic bivariate spline approximation (c.f. scipy.interpolate.RectBivariateSpline [32])
given the coordinates for each CS2 observation.

A summary of all model inputs is given in Table 1.

Table 1. Summary of model input parameters.

Model Input Parameters Source

Distance to POCA CryoSat2-SARIn

Power CryoSat2-SARIn

Coherence CryoSat2-SARIn

Leading Edge Width CryoSat2-SARIn

Relative Elevationi (i = {−3, −2, −1, 1, 2, 3}) CryoSat2-SARIn

Relative Elevation Meanj (j = {10, 20}) CryoSat2-SARIn

Across Track Slope ArcticDEM

Along Track Slope ArcticDEM

South/North Aspect Vector Component ArcticDEM

West/East Aspect Vector Component ArcticDEM

3.1.4. Spatio-Temporal Join

Radar and laser measurements used in the analysis are selected based on a spatio-
temporal join. For each CS2 elevation measurement, the nearest neighbour is found in both
the OIB and IS2 datasets such that the joined dataset retains point data that is coincident
within both a 10-day time window and a 50-metre radius. These criteria were selected to
maximise dataset volume while minimising the impact of changes in ground conditions
and local topography in space and time. To minimise the impact of local gradients, within
the 50 m join distance, on the difference between almost-coincident SARIn and LIDAR
elevation measurements, the ArcticDEM was used again to derive an expected elevation
difference due to slope using a cubic bivariate spline approximation [32]. This slope
correction was then removed from the observed elevation difference between the radar and
LIDAR sensors.

After filtering and joining, the full observation dataset was comprised of 1.7 million
points from OIB and 27 million from IS2. The dominant contribution of points from IS2
explains the higher density of observations seen in the north of the GrIS in Figure 1a. When
looking at a histogram of the observed differences between SARIn and LIDAR elevation
measurements, per Figure 1b, a wide-tailed, non-symmetric distribution is observed for
which a normal inverse gaussian distribution was found to fit well.
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Figure 1. (a) The geographical distribution of the ~29 million collocated SARIn vs. LIDAR observa-
tions in this study and (b) the statistical distribution of the same observations with a fitted normal
inverse Gaussian distribution trend line. (c.f. Section 3.2 for details on the standard error calculation).
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3.2. Statistical Assumptions

It has been shown that there exists a non-zero spatial correlation in the underlying
dataset that drops to zero after 3.2 km (c.f. CryoTEMPO-EOLIS ATDB [33]). A conservative
approach was taken here, assuming an autocorrelation of 100% below 3.2 km. With this
assumption, and for the purpose of statistical analysis only, the data were clustered using
100% correlation up to 3.2 km. Then, an uncorrelated standard error was calculated
across the clustered data. This is consistent with McNabb et al. [33]; however, in this case,
r = L = 3.2 km, simplifying the calculation to:

ne f f =
ntotr2

L2

where ntot is the total number of clusters. This approach gives a conservative estimate of
the standard error given that, in practice, the data is not 100% correlated below 3.2 km.

3.3. CryoSat-2 SARIn vs. ICESat-2 LIDAR Maps

A gridded monthly raster product of differences between CS2 and IS2 was generated
between October 2018 and February 2021. For each month, centred around the 15th of
each month, 90 days of data were used to create a 2 km resolution product for CryoSat-2
and ICESat-2, respectively. The difference was then taken, excluding pixels where no data
were present for either dataset. A median filter was subsequently applied using a square
kernel of side length 5 pixels (10 km) which excludes no-data values when considering the
median calculation.

3.4. Models

A series of neural networks (NNs) were created and compared to a simple, multivari-
ate, ordinary least squares regression model (OLS). The OLS model was selected as a simple
benchmark similar to linear models previously employed in investigating the impact of
backscatter on fluctuations in the range [11]. To explore the impact of neural network design
on LIDAR-SARIn prediction effectiveness, a neural network framework was constructed
using pytorch [34] that allowed the flexible creation of a given neural network by specifying:
the number of inputs, number of hidden layers, number of nodes per hidden layer as a
fraction of number of inputs, and the activation function applied for hidden layers (None,
Relu [35], LeakyRelu [35], Selu [36]), the dropout ratio (0->1) [37], and the hidden layer
normalisation method (None, BatchNorm [38], LayerNorm [39]). There was only 1 output
node for the normalised, regression-based prediction of the LIDAR-SARIn adjustment. As
well as dynamic model creation, the SGD [40], Adam, and AdaMax [41] optimisers were
investigated alongside the choice of L1, MSE, and Huber [42] loss functions. Each training
epoch was subdivided and optimised via mini-batch gradient descent. Input and output
data were normalised using a standard scalar approach [43]. Performance across each of
these degrees of freedom in the model configuration space was explored using a standard
grid search approach.

The data were separated into training and test datasets to focus on temporal transfer-
ability across the GrIS: OIB data prior to 2016, and IS2 data prior to September 2020, were
used as training data. OIB data for 2016 and IS2 data from September 2020 to December
2021 were used as unseen test data for performance analysis. For the neural network train-
ing, 10% of the training data were selected randomly to be used as validation data and were
thus excluded from the loss function optimisation. The optimised model weightings were
taken from the model with the lowest loss against the validation data to avoid overfitting.

The output from each model configuration is a collection of predictions for the eleva-
tion adjustments that would need to be added to a LIDAR measurement in order to retrieve
the CS2 equivalent. These adjustments were compared to the observations in the training
dataset and the unseen test dataset. The following simple statistical assessments were
calculated to assess model accuracy: mean, abs(mean), median, RMSE, median absolute
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deviation and Pearson’s correlation coefficient (r). The final model selection was focused
on minimising the RMSE, mean, and median while maximising the r.

The non-exhaustive grid search approach highlighted ranges of model configuration
and hyperparameters that produced similar levels of model performance. The model
consequently selected and discussed here was constructed as follows: 16 input nodes,
6 hidden layers, with each layer reducing in node count by 85% and rounded up to the
nearest integer, 1 output node; a mini-batch size of 32,000; the AdaMax optimiser; a smooth
L1 loss function; and dropout was not used. This configuration will be referred to simply
as the neural network or NN hereafter.

The OLS and NN models were used to predict elevation adjustments using all CryoSat-
2 from 2010 to 2020 over the GrIS. The input CS2 SARIn data had the same quality criteria
applied per the training data. A prediction is calculated for each individual SARIn point
elevation measurement and then converted into a monthly raster product at a 2 km res-
olution. Each pixel in the rasterization is generated using a weighted average where the
weights are defined by the inverse of the square distance of each point’s location to the
centre of each pixel, as used by the CryoTEMPO-EOLIS v1 product [44]. The monthly
raster products were used to build maps of predicted elevation adjustments and changes in
predicted adjustments between the winter and summer months, represented by February
and August, respectively.

4. Results

The mean difference of −1.01 m and standard deviation of 3.45 m (c.f. Figure 1b)
between the radar and laser height measurement across the entire SARIn mode sector of the
Greenland Ice Sheet, for the coincident data included in this study, is in line with previous
more localised validation of swath data in Greenland [13,45]. This reflects the tendency of
the Ku-band radar to scatter further within the snowpack than LIDAR, stochastic errors in
the radar and LIDAR measurements, errors in the reference DEM used to slope-correct the
radar-LIDAR join, and real height differences due to the temporal and spatial mismatch of
the radar-LIDAR join.

Per Table 2, the unseen test dataset has a mean LIDAR-SARIn difference of −1.05 m.
The neural network (NN) predicted this adjustment with a mean error of −0.048 m; the
Ordinary least squares (OLS) method predicted this adjustment with a mean error of
−0.175 m. To explore the statistical robustness of the improvement in the NN vs. the
OLS method, conservative standard errors were taken (c.f. Section 3.2). Additionally, a
two-sample t-test was conducted on the 3.2 km clustered data giving a near-zero p-value of
5.57 × 10−13—i.e., significantly less than 0.05. Lastly, a 34% improvement in the Pearson
correlation coefficient (r) demonstrates the NN tends to better predict the observations.

Table 2. Summary of OLS and NN accuracy on the unseen test dataset. All values relate to the
difference between the model-based estimate of the LIDAR-SARIn adjustment and the observations.

Model Mean (m) Standard
Error (m)

Median
(m) RMSE (m) MAD (m) r

Ordinary Least
Squares (OLS) −0.175 0.020 −0.105 3.183 1.102 0.372

Neural Network
(NN) −0.048 0.019 −0.053 2.958 0.987 0.500

Complex, non-linear trends are seen when comparing the LIDAR elevation measure-
ments to sub-waveform SARIn point elevation measurements as a function of each input
in the study per Figure 2. This figure focuses on the 3.6 million test dataset points to
demonstrate model performance against unseen data. While power and coherence dis-
play a generally positive correlation with height differences, some behaviours are more
complex. For example, the observed LIDAR-SARIn adjustment as a function of distance to
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POCA demonstrates multiple local minima and maxima and a general trend in decreasing
magnitude with increasing distance to POCA.
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When assessing the median LIDAR-SARIn adjustment prediction as a function of
key quantities, it is clear that the NN model outperforms the OLS at replicating complex,
non-linear trends per Figure 2. Model predictions vs. power and distance to POCA are
good examples in this regard. However, it must be noted that the NN method does not
outperform the OLS method for all quantities assessed or all ranges of a given quantity. For
example, the OLS yields a close median agreement to the observations for lower coherence
and more negative slope-across ranges as well as at a range of lower elevations. Such
behaviours typically occur when the training and test datasets have smaller sample sizes.

When the observation data is aggregated into a 2 km raster product, LIDAR-SARIn
adjustments of up to circa −4 m are seen per Figure 3a. This figure also shows the cor-
relation between adjustment magnitude and the south/north aspect, as seen in Figure 2.
However, localised regions exhibiting a larger adjustment are also seen for example, the
western Rink Isbræ glacier and, to a larger extent, the northeastern region of King Frederick
VIII Land. Figure 3d shows that LIDAR-SARIn adjustments typically decreased in mag-
nitude in the summer of 2020, with the exception of the most northerly region, localised
grounding line zones, and patches of the eastern GrIS. This is seen more clearly in subplot
Figure 3g, which contains the difference in the observed adjustment between August 2020
and February 2020.

Figure 3b,e,h show the equivalent OLS model predictions, whereas plots Figure 3c,f,i
show the equivalent NN model predictions. It can be seen that broad spatial trends are re-
produced by both OLS and NN models. Regions of distinctly higher observed adjustments,
such as Rink Isbræ and King Frederick VIII Land, are more accurately predicted by the
NN model.

Both models underpredict the LIDAR-SARIn adjustment by up to ~3.5 m, for example,
in the southerly aspects in the northwest of the GrIS and overpredict the adjustment for
the most northerly facing aspects by up to ~1 m. When comparing observations to the
model predictions of the change in LIDAR-SARIn adjustments over 6 months—as shown
in plots Figure 3g–i—the OLS and NN models show a broad directional agreement with
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the observations. Still, the magnitude of this change is again underpredicted in the models
by up to a factor of ~2.5 in the case of the NN model and over 3 for the OLS model.
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Figure 3. Gridded maps of observed LIDAR-SARIn differences for February 2020 (a) and August
2020 (d) and their difference (g), and equivalent model predictions from the ordinary least squares
model (b,e,h), and from the neural network model (c,f,i). Note that the scale bars have been adjusted
between observations and model predictions to allow for a clearer visual comparison of broad trends.

5. Discussion
5.1. Observations

This first assessment of differences between the swath processing of CS2 and LIDAR
onboard OIB and ICESat-2 at the ice sheet scale highlights the impact of both changing
surface conditions and waveform parameters on height differences. An approach for
predicting and adjusting for such LIDAR-SARIn altimetry differences is therefore critical
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in combining these datasets to utilise both spatial and temporal coverage fully. It also
highlights the potential of such analysis for mapping and quantifying processes related
to accumulation and melt at the ice sheet’s surface. The CS2 altimeter in SARIn mode
uses 13.575 Ghz Ku-band microwave pulses close to the nadir and records backscattered
power, coherence, and phase as a function of time. A single Ku-band pulse can be reflected
from the topmost layer of ice, firn, or snow in surface scattering or penetrate several
metres beyond the snow surface in volume scattering [46–48]. Remy et al.’s review of
radar altimetry [14] also provides a good overview of related literature detailing surface
backscattering as a function of incidence angle, snow temperature, grain size, roughness
and density. However, while simplified electromagnetic penetration into snowpack has
been well studied, a comprehensive understanding of the nature of backscattering in
a non-homogenous snowpack across a complex elevation topography in the context of
interferometric synthetic aperture radar altimetry and full waveform swath processing
does not exist.

In a prior study [16], the scattering horizon for CS2, in non-interferometric low-
resolution mode, was predicted to be between 2.34 ± 1.41 m and 3.28 ± 1.13 m beneath the
surface on average in sectors of the ice sheet above 2000 m in altitude. Due to lower altitude
and more frequent snowfall and melt in the GrIS periphery, and the introduction of interfer-
ometric processing, values on either side of this range were expected in this study and have
been observed per Figures 1 and 2. Conversely, the shorter wavelengths used by the LIDAR
acquisition result in significantly less penetration into the snowpack with a measurement
accuracy of ±10 cm [49,50]. A residual inter-beam range bias has been documented be-
tween ICESat-2’s six beams of circa from −2.8 cm ± 8.9 cm to +2.7 cm ± 8.1 cm [51,52].
However, given that these differences are more than an order of magnitude less than the
observed LIDAR-SARIn differences, the LIDAR-specific contributions are assumed to be
insignificant in the context of the analysis in this study.

5.1.1. LIDAR-SARIn Differences-Observed Contribution Drivers

A given sub-waveform, point-level, LIDAR-SARIn adjustment could theoretically
be decomposed into a series of contributing components—we analyse the observed ad-
justments (c.f. Figures 1 and 2) with respect to the input quantities and three high-level
contributors: physical processes, systematic processes, and stochastic noise. In the follow-
ing sections, the terms increasing and decreasing are assumed to refer to the magnitude
of the observed and modelled adjustments unless otherwise stated. That is, as the typical
median adjustment in the results plots is negative, an increase is considered to imply more
negative, and a decrease is to imply less negative. The terms adjustment and observation
imply the observed LIDAR-SARIn adjustment.

Figure 2 highlights several high-level trends tied to physical processes and interpreta-
tion. The adjustment is seen to typically increase with power. The increase in adjustment
implies SARIn signal penetration, and thus volume scattering, higher power absorption,
and lower power return. Similarly, volume scattering is expected to result in a decrease
in coherence which agrees with our observations. However, for coherences below ~0.925,
this trend weakens. This may be related to the coherence drop seen for higher sample
numbers and, thus, increasing the distance to POCAs, which are seen to lead to a decrease
in adjustment. This distance to the POCA trend, with adjustment increasing with distance
to POCA while exhibiting multiple maxima and minima, is counterintuitive. A naïve argu-
ment would say that power and coherence decrease as sample number and thus distance
to POCA increase. Therefore, an increase in adjustment should be seen for increases in
distance to POCA, which is not the case. It is feasible that the complex interactions of the
adjustment as a function of slope across, i.e., incidence angle, contribute more significantly
than that of power and coherence to the overall behaviour of adjustment as a function of dis-
tance to POCA. Figure 4 demonstrates the sensitivity of the adjustment to different ranges
of slope-across values and suggests that this might explain the local minima/maxima seen
in the overall trend in Figure 2. The trend of adjustment as a function of slope across is not
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well understood but can be related to the impact of the cross-track angle on the accuracy of
the swath processing [26] or to the fact that CryoSat is slightly ‘mispointing’ [21]. The cor-
relation of adjustment with respect to the south/north aspect component can be attributed
to increased accumulation on the southerly aspects. At the same time, no significance is
drawn from the lack of correlation in the east/west component.
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bands of coherence, power (dB), and slope across.

The relative elevation quantities were added for three reasons: to allow the models to
capture information about localised slope across gradients according to the CS2 sensor, to
grant information to the model about how this may differ from the reference DEM slope
across, and to grant the models information about the stochastic nature for a localised
section of the waveform. To aid the interpretation of these quantities, consider seven
sequential waveform samples over a flat terrain where all measure the same elevation
except the central point, which is 10 m lower: RelativeElevation1 would be 10 m in this
case. This would require a LIDAR-SARIn correction of −10 m to be accounted for as well
as additional physical and systematic contributors. If relative-elevationi captured only
stochastic noise, one would expect the gradient of adjustment vs. relative elevation to be
−1. A gradient of circa −0.55 is observed for relative elevations beneath its modal value
and circa −0.90 otherwise. One interpretation is that relative elevations above an expected
amount are more likely to be the result of stochastic drivers. In contrast, those less than
the expected amount are made up less of stochastic noise and more of other physical or
systematic contributions. The behaviour of adjustment as a function of relative-elevation−1

is an x-shifted equivalent of that of relative-elevation1, which is to be expected on an
aggregated basis. The relative mean elevation quantities can also be interpreted in a similar
way and exhibit similar behaviour. However, the pre-modal gradients for the adjustment
as a function of relative-mean-elevation10 and relative-mean-elevation20 are circa −0.63
and −0.70, respectively, suggesting they are even stronger stochastic correction indicators.

Figure 1b shows that the study data has a wide-tailed, asymmetric distribution of
observations. In total, 34% of the observations relate to a LIDAR-SARIn adjustment
greater than zero, implying either significant stochastic and/or unaccounted-for systematic
processing contributions in the data. To better understand at least part of these systematic
processing contributions, further study into LIDAR-SARIn differences over a suitable solid
land body, i.e., land not covered in snow/ice/firn, could be of interest. To best mimic an
ice sheet, the land body would need to be carefully selected: for example, a large region of
non-flat but low roughness topography would be worth considering.

5.1.2. LIDAR-SARIn Differences–Spatial and Temporal Trends

Once aggregated into a spatiotemporally gridded product, per Figure 3a,d, the sub-
waveform level and stochastic contributors are largely eliminated. Therefore, it is assumed
that the aggregate signal reflects the LIDAR-SARIn adjustments related to physical con-
ditions. The possible introduction of a net bias into this aggregate signal from systematic
and/or stochastic components is not explored further here.
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It has previously been observed that CS2 SARIn measurements can require adjustments
of up 2 m in the southeastern region of GrIS in relation to the accumulation and snowpack
conditions. In contrast, the northerly aspects and the southwestern region GrIS typically
see substantially less accumulation and expect less CS2 SARIn penetration [20]. This study
is in general agreement. However, our data suggest adjustments up to circa 4 m due to the
use of the full waveform records (c.f. Figure 3a). Typical seasonal accumulation and melt
across GrIS have also been reported previously [18] and are shown again in this study.

A selection of outputs from the regional climate MAR model forced by the ERA5
reanalysis for GrIS [53] is shown in Figure 5 as indicators of the snowpack state. Plots (a),
(b), and (c) in Figure 5 offer a crude estimate of the snowpack state for February 2020 and
August 2020 and snowpack change over 6 months. Broad qualitative spatial correlations are
observed between accumulated snowfall, observed LIDAR-SARIn differences, and the OLS
and NN predictions for LIDAR-SARIn differences in Figure 3. The change over 6 months
(Figure 5c vs. Figure 3g) is particularly interesting for qualitative spatial agreement. One
notable exception to this is the King Frederick VIII Land region, where a simple historic
snowfall estimate of the snowpack state does not align well with the observations nor the
OLS and NN predictions. Still, a localised summer melt (Figure 5f), leading to a dense
firn layer, is a possible explanation for this. Similar qualitative spatial correlations are
drawn between the snowpack density (Figure 5d) and observed LIDAR-SARIn differences
(Figure 3a).
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2020 and the prior five months; (b) cumulative snowfall in August 2020 and the prior five months;
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between (b) and (a); (d) the approximate average snow density in the top 2 m of the snowpack for
February 2020; (e) the average surface mass balance over 12 months prior to and including February
2020; (f) the total summer melt for June, July and August 2020.
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5.2. OLS and NN Models-Strengths

In light of the complex interdependencies described in Section 5.1, both OLS and NN
models perform well at recreating the median observation trends per input parameter
(c.f. Figure 2) and reproducing mean trends (c.f. Table 2). The ability of the NN to better
reproduce non-linear trends—e.g., distance to POCA and power—is expected due to the
nature of the model construction, with non-linearity enabled specifically by the multiple
node layers and choice of the activation function.

Per Figure 2, the NN model outperformed the OLS model in predicting the observed
spatial and temporal trends while acknowledging that neither fully predicted the full range
of aggregate observations.

Strong temporal transferability is implied by the low mean and median prediction
errors for unseen data, as shown in Table 2. Caution is needed with spatial transference to
other regions as the complex response to inputs is expected to differ substantially between
Greenland and, say, the Antarctic Ice Sheet. However, the prevalence of IS2 data would
make retraining the model in other regions possible, where similar performance to GrIS
would then be expected.

5.3. OLS and NN Models-Limitations

While both models reproduced broad spatial and temporal trends, the lack of ability
to capture the correct aggregated magnitude of required LIDAR-SARIn adjustment implies
that such a model alone is insufficient for the meaningful combination or comparison of
CS2 SARIn and IS2 LIDAR datasets. Without detailed datasets for the snowpack states,
including depth profiles, and a comprehensive understanding of all physical processes and
sensor behaviours, analysing the reasons for the models’ shortcomings is an exercise in
conjecture. There are three questions to consider: is the model lacking sufficient information,
is the signal-to-noise ratio too low, and/or does the model lack complexity?

It is possible that the addition of extra datasets (including outputs of polar regional
climate models) would improve a model’s ability to predict penetration. Promising can-
didates would include datasets describing snowpack states at different depths with high
spatial and temporal resolution. One aim of this study was to find a way to meaningfully
combine LIDAR and Ku-band SARIn data in such a way that was easily reproduceable
and could be used to generate Level 3 (L3) CS2 products on an ongoing basis. Introducing
input dependencies on datasets that do not exist for the lifespan of CS2 limits their utility
in L3 product generation.

It is seen in Figure 1b that a larger than expected distribution of the LIDAR-SARIn
adjustments is observed across our dataset. While it is unclear exactly how much of this
distribution can be attributed to systematic, stochastic, and physical contributions, it is
apparent from Section 5.1.1 that the systematic and stochastic contributions outweigh the
physical ones. Given that both the OLS and NN models simply optimise their parameter
space such that a loss function (least squares and Huber loss, respectively) is minimised, it
can be expected that signal reproduction quality will be lost when the data has a poor signal
to noise ratio as is the case in this study. For example, it would be interesting to repeat this
study once a corrected CS2 L2 product is available with the changes suggested by Recchia
et al. [21]. Additionally, it might be interesting to resample the dataset so that we get a
fairer representation of each region and aspect instead of the north-heavy distribution, as
shown in Figure 1a.

With the existing selection of inputs, we believe this study exhausted the investigation
into the use of simple but deep neural networks to model the observed data, as introducing
additional layers of nodes of numbers of nodes per layer did not result in an improved
mean or RMSE against unseen datasets. However, given that there is a large amount of
information in the entire waveform representation of power, coherence, and elevation (or
elevation relative to the initial sample), the use of an autoencoder-based convolutional
neural network could be employed to either perform a dimensionality reduction of each
waveform parameter for the use as extra input in the standard neural network model
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proposed here or to directly predict a full waveform level elevation adjustment profile.
Another interesting possibility is to use a waveform-level autoencoder approach with only
the power to reproduce the study of slater et al. [16] covering both the low-resolution mode
interior and SARIn mode periphery of GrIS.

6. Conclusions

A comparison of sub-waveform CryoSat-2 SARIn altimetry measurements to Oper-
ation IceBridge and ICESat-2 LIDAR altimetry was conducted to reproduce a required
adjustment that facilitates the combination of LIDAR and SARIn datasets. Aggregation
of the point level LIDAR vs. SARIn observations into a 2 km filtered product reduced
the influence of stochastic and systematic effects and highlighted regions of radar signal
penetration consistent with snowpack condition expectations. Comparing such products
between February 2020 and August 2020 indicates changes in surface conditions consistent
with accumulation, snowpack density, and melt from the regional climate MAR model
forced by the ERA5 reanalysis.

A deep neural network (NN) was built to model this complex, multivariate prob-
lem. For unseen test data, the mean observed LIDAR-SARIn adjustment of −1.05 m was
predicted by the NN model to be within 0.048 m, with a standard error of 0.019 m and a
Pearson’s Correlation Coefficient of 0.5. The NN performance was compared by an ordi-
nary least squares model (OLS) with the same inputs, which predicted the mean observed
adjustment to within 0.175 m with a standard error of 0.020 m and a Pearson’s correlation
coefficient of 0.37. Compared to the OLS, the NN more accurately recreated the complex
trends of LIDAR-SARIn adjustment with respect to changes in the key input parameters.

The NN model reproduced broad, aggregated trends in spatial and temporal pat-
terns seen in the observations. However, further investigation and enhancements would
be required to capture the full magnitudes of adjustments between SARIn and LIDAR
acquisitions at the point or raster level. It is postulated that one or more reasons drive
the reason for poorer predictions of magnitudes in the NN: insufficient input datasets to
capture the physical processes, insufficient signal-to-noise ratio, or insignificant model
complexity. It is specifically recommended that these models be retrained and retested once
a new CS2 product has been regenerated that incorporates the waveform level processing
corrections detailed by Recchia et al. [21]. Another promising avenue for investigation is
using the full information of the power, coherence, and/or elevation at the sub-waveform
level in conjunction with a dimensionality reduction technique such as a neural network
autoencoder.

This novel level of analysis of sub-waveform SARIn vs. LIDAR elevation measure-
ments will be instrumental in driving and/or validating future theoretical advances into
the precise nature of the differences between sensor types. Once the necessary level of
accuracy is achieved in modelling and predicting the differences between measurements
from different sensor types at the point level, there are many applications beyond CS2
SARIn and LIDAR. An obvious candidate is the future CRISTAL altimetry mission [54]:
CRISTAL will carry a Ka/Ku radar and generate a swath and POCA elevation product.
The research presented here could be used for the fusion of the swath and POCA measure-
ment and to extract information about penetration and surface conditions from the dual
frequency instrument.
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