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Abstract—Wind power instability and inconsistency involve the
reliability of renewable power energy, the safety of the transmission
system, the electrical grid stability and the rapid developments
of energy market. The study on wind power forecasting is quite
important at this stage in order to facilitate maximum wind energy
growth as well as better efficiency of electrical power systems. In
this work, we propose a novel hybrid data driven model based on
the concepts of deep learning-based convolutional-long short term
memory (CLSTM), mutual information, evolutionary algorithm,
neural architectural search procedure, and ensemble-based deep
reinforcement learning (RL) strategies. We name this hybrid model
as DOCREL. In the first step, the mutual information extracts
the most effective characteristics from raw wind power time series
datasets. Second, we develop an improved version of the evolution-
ary whale optimization algorithm in order to effectively optimize
the architecture of the deep CLSTM models by performing the
neural architectural search procedure. At the end, our proposed
deep RL-based ensemble algorithm integrates the optimized deep
learning models to achieve the lowest possible wind power forecast-
ing errors for two wind power datasets. In comparison with four-
teen state-of-the-art deep learning models, our proposed DOCREL
algorithm represents an excellent performance seasonally for two
different case studies.

Index Terms—Advanced evolutionary algorithm, deep neural
architectural search, ensemble reinforcement learning (RL)
strategy, hybrid model, wind power forecasting.

I. INTRODUCTION

R ENEWABLE energy will be an incredibly prominent
strategic power generation in the foreseeable future. The

volume of renewable energy resources has thus risen signifi-
cantly in recent years and the percentage of electricity generation
in the overall electricity generation has certainly grown [1]. In
the recent years, the wind power generation is considered as one
of the major representatives of renewable energy. Wind power
is intermittent, stochastic, and unstable, affecting the safety
and reliability operation of the electricity grids as well as the
efficiency of potential power suppliers [2], [3]. If the wind farm
power can be predicted accurately, the effect of wind power on
transmission system service will be substantially reduced, the
operational costs of the electricity system will significantly be
lowered and the robust foundation for power system will be
effectively provided [4].

Wind power forecasting can be classified into ultrashort-term
forecasting, short-term forecasting, medium-term forecasting,
and long-term forecasting from the view of time forecasting
scale [5], [6]. Specifically, the ultrashort term forecasting uses
mostly historical wind farm data and the forecasting scale of
several hours and the short-term prediction uses tens of hours of
a couple of days to forecast wind power output. The forecast-
ing methods are primarily classified into physical, statistical,
machine-learning-based, and hybrid methods [7], [8]. In order
to generate the reliable wind power forecasts, the physical
approach is focused largely on the geographical climate and
weather conditions (such as atmospheric pressure, precipitation,
and temperature). Because of the high costs and the complex-
ity of modeling, wind power cannot be accurately predicted
by physical approaches. The statistical models are focused on
analysis of the wind farm’s historical data to determine the
relationship between the wind power and certain variables or
hidden rules, and apply such indicators to boost their prediction
performance [9].
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Recently, the machine learning methodologies have proven to
be highly efficient with remarkable results for many real-world
problems [10]–[16] such as wind power forecasting [17]. Several
previous works involve the use of machine learning algorithms
such as artificial neural network (ANN), support vector regres-
sion, Kalman filter, and extreme learning machine that have
been successfully applied to forecast the wind power energy
in several real-world datasets [18], [19]. On the other hand,
the hybrid approaches are regarded as the efficient models for
integrating two or more forecasting models. In [20], a multistep
wind forecasting model was presented by an ensemble fuzzy
system forecasting model. The Kalman filter and the ANN model
were implemented in [21] to address the wind nonlinear behavior
and uncertainty, and the ARIMA model was introduced to in-
crease their prediction performances. In [22], the wavelet packet
transform and least square support vector machine models are
combined in order to reduce the nonlinearity and instability
of wind data characteristics. Thus, while the wind power fore-
casting methods are continuously improving, the more reliable
forecasting algorithms still need to be achieved. Besides, as
stated in [23], according to the complexity, uncertainty, and
randomness of wind power data, previous physical, statistical,
and intelligent models are not efficiently able to derive the depth
features found in these nonlinear data points.

In recent years, deep learning technology as a member of the
ANN family has received a large amount of success in the imple-
mentation of many forms of classification tasks including speech
recognition and computer vision, and also has been widely
utilized for several real-world regression tasks such as time series
forecasting in energy domain [24]–[28]. Many previous studies
have shown that the deep neural networks can boost the model
performance in complex approximation function mechanisms
and uncover the data complexity attributes with their power-
ful nonlinear capacity by mapping operation. Driven by these
accomplishments, the researchers have started working on the
wind power and wind speed forecasting using the deep learn-
ing technologies. Furthermore, the most widely known deep
learning models in the literature for wind power forecasting are
recognized by stacked autoencoder, stacked denoising autoen-
coder, deep belief network, long short-term memory (LSTM),
and convolutional neural network (CNN) models. Among all
these models, a large number of studies have revealed that the
CNN and LSTM models have an excellent performance for
time series-based wind power forecasting problems [29], [30].
In [31], a LightGBM and CNN-based ensemble learning method
is proposed which achieves better accuracy than the compared
wind power models. An efficient two stage-based strategy by
employing wavelet packet transform algorithm and a novel deep
convolution neural network (EDCNN) model are hybridized to
forecast wind power in [32]. In [33], a hybrid deep learning
model for short-term bidirectional memory-CNN (BiLSTM-
CNN) is proposed for short-term wind power forecasting. First,
the gray correlation analysis is used to pick inputs for the
forecasting model. The proposed hybrid model then extracts
multidimensional input features to forecast wind power from
a temporal-spatial perspective, where the Bi-LSTM model is
used to mine bidirectional temporal characteristics, while CNN’s

convolution and pooling operations are used to extract spatial
characteristics from various input time series. The authors in [34]
proposed a hybrid forecasting framework based on the powerful
feed-forward CNN algorithm and the time-circulation neural
LSTM network models to boost the accuracy of ultrashort-term
forecasting for the wind power datasets. Furthermore, in [35],
the authors proposed a novel residual-based CNN algorithm
for very short-term wind power forecasting. This hybrid frame-
work has a good forecasting performance when compared with
state-of-the-art pretrained networks. An efficient deep neural
network model for short-term wind power forecasting which
is employed by recurrent neural networks and infinite feature
selection has been proposed by [36]. The simulation results of
this model represent that it improves significantly the forecasting
accuracy in different seasons of the year based on the data
from the National Renewable Energy Laboratory. In [37], the
authors introduced a new strategy based on isolated forest and
deep learning neural networks to alleviate the damaging conse-
quences of supervisory control and data acquisition-data outliers
for wind power forecasting. The experimental results showed
that the isolation forest improved the accuracy of training and
testing in deep neural network models for anomaly detection
in wind power prediction. In another work carried out by [38],
the researchers developed a model named by DeepESN which
is introduced based on deep learning technology into the echo
state network (ESN). This novel strategy is employed for the
problem of wind power forecasting and outperforms the exist-
ing well-known algorithms for two case studies. Besides, the
researchers in [39] developed an efficient deep neural network
framework based on the temporal convolutional networks and
orthogonal array tuning method for forecasting the generated
power of the wind turbines in a wind farm. This model showed
an excellent outcome in comparison with multistep ahead deep
learning models including LSTM and CNN-LSTM.

Generally, the deep neural network architectures play a crucial
role in their performance which is a time-consuming and manual
search process that explores a wide range of solutions [40].
The neural architecture search (NAS) methods search for the
hyperparameters in a deep neural network architecture to find the
most optimum architectures automatically and efficiently. The
deep neural network architectures discovered by NAS methods
have achieved the high state-of-the-art efficiency in computer
vision among other tasks [41], [42] but few works have been
implemented by NAS strategy in time series regression prob-
lems specially for wind power forecasting. As an example, the
authors in [7], proposed a novel NAS strategy based on the
rough theory for short-term wind power forecasting. However,
their model was not efficient in discovering the wide range
of hyperparameters for their proposed deep learning model.
In another work proposed by [43], the authors used a random
model based on the NAS strategy, however, this model works
based on the trial and error strategy and also is not intelligent
and efficient enough for power consumption forecasting. Thus,
introducing an intelligent model based on the NAS technology
for the problem of wind power forecasting can be considered
as an essential strategy with the least trial and error efforts. On
the other hand, the previous studies show that the accuracy of an



ensemble learning based-regression model is higher than a single
regression model, but there is a certain degree of overlapping
in the regression models [44]. It is therefore very noteworthy
to investigate how the number of ensemble regression models
can dynamically be reduced under the assumption that their
performance is guaranteed in which we adopt the strength of
the deep reinforcement learning (RL) algorithm in an ensemble
manner.

Thus, in this article, we attempt to propose an accurate hybrid
algorithm based on three main stages: 1) We extract the most
efficient characteristics from raw wind power time series data as
the input for the deep learning models, b) we perform the NAS
technique by boosting the performance of WOA model based
on a two-stage evolutionary strategy to efficiently optimize the
architecture of deep convolutional-LSTM models for having the
most excellent deep learning models without the procedure of
trial and error for designing the deep learning models, and c) at
the end, we design an ensemble deep RL strategy to integrate
the forecasting results obtained by the multiple optimized deep
learning models to obtain the highest possible accuracy from
the wind power time series datasets. It is worth noting that we
consider our proposed method as a hybrid forecasting model due
to combine different methodologies in its main procedure. Each
of these methodologies has significant advantages in boosting
the effectiveness of the proposed method. More specifically, the
mutual information strategy is used to extract more efficient
characteristics from the raw input data. This strategy is very
helpful as the forecasting model can produce more accurate
predictions through employing such efficient extracted charac-
teristics. In addition, a combined deep neural network model is
utilized by integrating the advantages of the CNN and LSTM
neural network. This leads to use the ability of convolutional
layer in extracting latent features of input data, and also the abil-
ity of LSTM model in considering the temporal feature of input
data. Also, an improved version of WOA model is developed
based on the two effective operators to make a better balance
between the exploration and exploitation phases of the WOA
model. Then, this improved optimization algorithm is used to
obtain the optimal values of the parameters of the combined
deep neural network model. Finally, the deep RL model is used
to integrate the final results of the input forecasting models and
obtain more accurate predictions.

The rest of this work is organized as follows: In Section II,
the proposed hybrid deep learning model is explained in details.
In Section III, the wind power datasets and the experimental
setups for running the proposed model are generally described.
The satisfying performance and remarks of the proposed method
are represented in Section IV. Finally, Section V concludes this
article.

II. METHODOLOGY

In this section, we introduce our novel hybrid framework
based on three phases as follows.

Phase 1: In the first step, we utilize the mutual informa-
tion (MI) strategy as a powerful input characteristic extraction
to obtain the effective characteristics for the deep-optimized

Fig. 1. Flowchart of the proposed BWOA.

convolutional-long short term memory (CLSTM) models. MI
assesses a reduction of uncertainty regarding a random variable
dependent on another variable’s information [45]. In contrast
to linear correlations, MI is more generally based on the fact
that all information about variables, both linear and nonlinear,
is contained in this technique, and it is remarkably useful in
assessing the same sort of relationship. MI is also easy to
interpret, based on information theory and indifferent to size
of data bases [45], [46].

Let’s assume the wind power time series are represented
by V = {v(1), v(2), . . . , v(t− 1), v(t), v(t+ 1), · · · }, where
at time t, the wind power is denoted by v(t). As the nature
of wind power data involves the continuous data, the wind
power at the time t+ 1 relies on the previous wind power value
v(t− i+ 1)(i = 1, . . . , N), in which N is set to 100.

Therefore, the corresponding wind power at v(t− i+ 1) is
considered in the prediction of wind power at v(t+ 1), where
n is set to be 8760 samples with resolutions of half-hourly hori-
zons. Thus, we construct the matrix of characteristics (indicated
by C) as follows:

C =
[
C1 C2 C3 · · · C100

]
=

⎡
⎣ v(t)1 · · · v(t− 99)1

v(t)n · · · v(t− 99)n

⎤
⎦ (1)

where Ck(k = 1 . . . 100) matches to the kth feature.



Fig. 2. General overview of the proposed DOCREL framework.

Fig. 3. Actual (indicated by blue) versus predicted (indicated by red) data
points for the year 2019 dataset.

The MI among the future wind power V (t+ 1) =
[ v(t+ 1)1 · · · v(t+ 1)n ]T and all feature vectors are specified
by the following formula:

I(Ck;V (t+ 1) =∫∫
pjoint (Ck(i), v(t+1)) log

pjoint (Ck(i), v(t+ 1))
p(Ck(i))p(v(t+ 1))

dCk(i)dv(t+1)

(2)

where p represents the probability density for a single variable
whereas pjoint denotes to the density of a joint probability
between two variables. When two vectors are distinct from each
other, the value for MI equals zero.

The MI can be determined with the below expression because
of the complexity existed in (2)

I (Ck;V (t+ 1))

= H (Ck) +H(V (t+ 1))−H (Ck, V (t+ 1)) (3)

Fig. 4. Actual (indicated by blue) versus predicted (indicated by red) data
points for the year 2020 dataset.

where H(Ck) and H(V (t+ 1)) are, respectively, the entropy
for vectors Ck and v(t+1), while H(Ck, V (t+ 1)) defines the
joint entropy of the two vectors represented by

H (Ck) = −
∫

p (Ck(i)) log p (Ck(i)) dCk(i) (4)

H(v(t+ 1)) = −
∫

p (v(t+ 1)) log p (v(t+ 1)) dv(t+ 1)

(5)

H (Ck, v(t+ 1)) =

−
∫∫

pjoint (Ck(i), v(t+ 1)) log pjoint (Ck(i), v(t+ 1))

dCk(i)dv(t+ 1). (6)



Fig. 5. Convergence curve of the DOCREL model for the collected wind farm
of the year 2019.

Fig. 6. Convergence curve of the DOCREL model for the collected wind farm
of the year 2020.

Since quantifying the entropy is a challenging task to carry
out, the MI estimation algorithms are the commonly used tech-
niques in the literature. Besides, the MI calculation necessitates
estimating marginal probability density functions as well as
the joint probability density function. To accomplish this, both
parametric and nonparametric techniques can be adopted. The
density distribution is assumed to have a functional form in
parametric density techniques. Nonetheless, for the vast majority
of real-world datasets, the parametric form of the underlying
density distribution is unknown. Nonparametric approaches for
calculating the densities of unknown distributions present a
consistent strategy. The most commonly and efficiently used
nonparametric method for estimating the MI is histogram [47].

In comparison with the kernel model and k-nearest neighbor
model [48], thanks to the simplicity and higher computational
performance of the histogram model, in this work, we use
histogram model [49] in order to determine the optimal MI for

Fig. 7. Violin plots of eleven evolved hyperparameters for the year 2019.

our wind power datasets. To be more specific, the histogram
model avoids the bias accumulation issue happening in the time
series forecasting problems and it efficiently exacts the number
of characteristics to be chosen in the Gaussian scenario on a time
series-based characteristic extraction problem.

Based on the experiments we performed, as i > 39, the MI
value among the predicted wind power V (t+ 1) and the actual
wind power V (t− i+ 1) is minimal sufficient to be dismissed.
Therefore, the MI returns the selected features as x = {v(t−
38), . . . , v(t− 1), v(t)} in order to consider the optimal input
vectors for the optimized deep CLSTM models.

Phase 2: Neural Architectural Search Procedure:
The problem of NAS can be theoretically described here.
We nameD for the space of all datasets,M for the space of the

deep neural network model, and A in quest of the architectural
search space. Thus, using this interpretation, a search space
architecture α ∈ A encodes all the properties needed for net-
work training on a dataset, including selecting the optimization
algorithm for model parameters as well as all hyperparameters
and the regularization strategies used in deep neural network
architecture.

The general deep learning algorithm Λ calculates the model
mα,θ ∈ Mα in a dataset d that splits into the training partition
dtrain and the testing partition dtest . This model is calculated by
minimizing the L loss function which has the R regularization



Fig. 8. Violin plots of eleven evolved hyperparameters for the year 2020.

term in respect of the training dataset which is

Λ(α, d) = argmin
mα,θ∈Mα

L (mα,θ, dtrain ) +R(θ). (7)

The main responsibility of the NAS is in searching the best
architecture α∗ that minimizes or maximizes the objective func-
tion O on the testing partition dataset dvalid indicated by:

α∗ = argmin
α∈A

O (Λ (α, dtrain ) , dvalid ) = argmin
α∈A

f(α). (8)

As our aim in the problem of wind power forecasting is in
minimizing the error of wind power datasets, the consideredO is
in minimization format. In some cases, the researchers consider
O as the negative loss function L.

Optimizing the f response function is a black-box problem
of global optimization. Several approaches such as evolutionary
algorithms, RL, and Bayesian optimization are proposed in
the literature for neural architecture optimization. Among these
methods, evolutionary algorithms are recognized as one of the
most effective and promising optimization methods in deep neu-
ral architectural search for various real-world applications [26].

In this study, we utilize the fusion of both powerful deep CNN
and LSTM neural network models named as CLSTM to design
the baseline of deep neural network architectures for wind power
time-series forecasting problem. The deep CLSTM architectural
models have gained a great deal of research interest due to their
excellent superiority in incorporating the efficiency of automated

feature extraction on CNN and high potential in capturing long-
term temporal dependency by LSTM algorithm. The convolu-
tional layer designed in CLSTM separates the interconnections
by maintaining the probabilistic and stochastic patterns forming
the basis of the original time series. Thus, this deep learning
model generates more precise feature interpretations to make
time frame constraints more accurate toward the LSTM layers.

By providing more details, the data sequence is used for
feature extraction, first, as the input for two consecutive con-
volutional layers. Those low-level features and correlations
among parameters in the sense of sequential affects are thereby
achieved through convolutional mechanisms of the filters with
different properties, nonlinear neuron activation, and functional
interpretation of max pooling operators. The feature map then
is transferred to the LSTM layer, which gives a comprehensive
analysis of three efficient gates in LSTM, i.e., forgetting input,
input and output gates to acquire the complex properties. In
particular, the forgetting gate discards unnecessary or repetitive
information from the earlier cell states. The input gate extracts
efficient new data from the input sequence. In addition, the cell
state signals are extracted and transmitted by the output gate to
the next state. In fact, the stored temporal data are considered
for nonlinear mapping as an input to the dense layers. Finally,
the information acquired is transformed into the output vector
and the forecasting result values are successfully achieved.

The deep CLSTM neural network models have been prac-
ticed to effectively address a number of time series regression
problems such as traffic forecasting [50], global horizontal ir-
radiance forecasting [51], and residential energy consumption
forecasting [52]. In this study, we develop the CLSTM skele-
ton architecture, on which the optimized arrangement of the
hyperparameters is based on the evaluation of our proposed
evolutionary algorithm.

The next step centers on the optimization of the deep CLSTM
hyperparameters using our proposed evolutionary algorithm.

The original whale optimization algorithm introduced by Mir-
jalali and Lewis [53] is a powerful evolutionary algorithm which
has shown significant progress for searching the optimal solu-
tions in solving the real-world optimization problems. However,
when the original WOA faces with high-dimensional problems
such as NAS, it has a slow convergence speed in finding the opti-
mal solution and easily falls into local optima. To overcome these
critical issues of WOA, we improve its standard version using
two powerful optimization operators including quasi-opposition
and Lévy flight trajectory operators. We name our novel robust
evolutionary model as the boosted whale optimization algorithm
(BWOA).

First, we introduce the mechanism of WOA in summary. The
WOA numerically patterned three activities of humpback whales
throughout the hunting procedure, i.e., prey encircling, bubble-
net attacking, and prey searching.

For the phase of encircling prey, humpback whales can well
detect the location of prey and encircle it for capturing the prey.
In order to mimic this mechanism, let us assume the current
optimal solution is globally optimal or located near to it, the other
search agents step more toward the current optimal solution and
update their current position. The following formula explains



Fig. 9. Boxplots of various algorithms based on RMSE for the collected wind farm of the year 2019.

Fig. 10. Boxplots of various algorithms based on RMSE for the collected wind farm of the year 2020.

this behavior:

−→
D =

∣∣∣−→C · −→X∗(t)−−→
X (t)

∣∣∣ (9)

−→
X (t+ 1) =

−→
X∗(t)−−→

A.
−→
D (10)

where X(t) represents the position vector, X∗ denotes to the
best found solution in each iteration that is updated if a better
solution has been found in the search space and t is the current
iteration number. The

−→
A and

−→
C represent two coefficient vectors

which their updating mechanisms are given by

−→
A = 2−→a · −→r −−→a (11)

−→
C = 2 · −→r (12)

where −→a is decreased linearly over the course of iterations from
2 to 0, and r denotes to a random vector in [0, 1].

At bubble-net attacking phase, WOA allows spiral motion to
model humpback whales attacking prey with bubble nets. The
following is the formula for the mathematical modeling of this
behavior:

−→
D′ =

∣∣∣−→X∗(t)−−→
X (t)

∣∣∣ (13)

−→
X ′(t+ 1) =

−→
D′ · ebl · cos(2πl) +−→

X∗(t) (14)



where
−
D
→′ represents the distance from the ith search agent

(whale) to the best found solution (prey), l is a random number
in the interval of [-1, 1], and b represents a constant value to
define the logarithmic spiral shapes.

In searching for prey stage, humpback whales randomly look
for the prey on their position judgment during the hunting
procedure. The formula for numerical simulation of this action
is given by following:

−→
D =

∣∣∣−→C · −−−→Xrand −−→
X
∣∣∣ (15)

−→
X (t+ 1) =

−−−→
Xrand −−→

A · −→D (16)

where
−−−→
Xrand represents a random position vector from the

population.
In WOA, the

−→
A vector determines whether the algorithm

performs the exploration (search for prey) or exploitation (en-
circling prey and bubble-net attacking) phases. If |−→A | > 1, the
algorithm performs exploration ability, otherwise the exploita-
tion ability is activated. It should be noticed that the humpback
whales swim all around the prey in a circle loop while going
around the fish herds with a logarithmic conical movement.
For simplification, we presume the updating position of the
humpback whales with a 50 percent probability, that can be
interpreted mathematically by

−→
X (t+ 1) =

{−→
X∗(t)−−→

A · −→D if p < 0.5−→
D′ · ebl · cos(2πl) +−→

X∗(t) if p > 0.5

(17)

where p represents a random value in [0, 1].
Most of the evolutionary algorithms including WOA incorpo-

rate stochastic operators to evolve during the iterative procedure
resulting in a slow rate of convergence speed. Thus, in order to
resolve this issue, we utilize the quasi-opposition strategy with
the purpose of replacing random search for improving the search
space effectively. The opposite point and the opposite number
are two main concepts of this strategy. For opposite number,
assume x ∈ [a, b] is a real number which its opposite number xo

is given by

xo = a+ b− x. (18)

Quasi-opposite point (Xqo = xqo
1 , xqo

2 , . . . , xqo
n ) can be de-

scribed as the point between the center and the opposite point
of the search space by

xqo
i = rand (ci, x

o
i ) (19)

where ci =
ai+bi

2 . This concept allows dynamic jumping of
evolutionary WOA in the phase of updating position, which
can improve an excellent tradeoff between the exploration and
exploitation capabilities and ensure it does not collapse into local
optimization.

Lévy flight is another powerful evolutionary operator that has
the capability to maximize the diversification of search agents
in evolutionary algorithms which guarantees in discovering the
the search space effectively. This operator is expressed by the

following mathematical formula:
−→
X (t+ 1) =

−→
X (t) + μsign [rand − 1/2]⊕ Levy (20)

Levy ∼ u = t−λ, 1 < λ ≤ 3 (21)

where
−→
X (t) represents the ith search agent at iteration t of the

position vector
−→
X , μ denotes to an uniform distribution random

number, the rand means a random variable in the [0, 1] interval,
⊕ represents the entrywise multiplication, and λ denotes to a
balanced distribution by the random phase length distribution s
using the following formula:

s =
μ

|ν|1/β
(22)

where s means the Lévy flight step distance represented by
Levy(λ). λ in (21) dedicates to λ = 1 + β formula in which
β = 1.5. Both of μ = N(0, σ2

μ) and ν = N(0, σ2
ν) represent the

normal distributions given by the following formula:

σμ=

[
Γ (1 + β)× sin (π × β/2)

Γ (((1 + β/2) )× β × 2(β−1)/2

]1/β

andσν = 1.

(23)

By using the powerful quasi-opposition strategy and the Lévy
flight trajectory operators for the basic version of WOA, the
diversity of the population against slow convergence and poten-
tial enhancement to jump out of maximum local optimization is
increased efficiently. Besides, the exploration and exploitation
phases of the WOA is balanced excellently. The schematic
flowchart of the BWOA algorithm can be seen in Fig. 2

In the next step, we apply the proposed BWOA to evolve
the deep CLSTM hyperparameters to reduce the forecasting
error of wind power dataset. On the other hand, the novel
BWOA addresses the solution representation and fitness func-
tion evaluation, as two major principal considerations utilized
for any evolutionary optimization problem. Thus, all solutions in
BOWA are determined by an eleven-dimensional vector in which
each element represents one of the hyperparameters adopted in
deep CLSTM models. These hyperparameters have the critical
roles in designing the CLSTM architecture. As an example,
max-pooling size, the number of CNN or LSTM layers as well
as the learning rate are the hyperparameters used in CLSTM
network that BOWA optimizes them efficiently.

As that solution space is repetitively searched by the BWOA
strategy, we just need converting the optimum values acquired
with their corresponding discrete hyperparameters. As a re-
sponse, to transform each real value to an integer value, we
model this converting procedure by the following equation:

yij =

⌊
gj ∗ xij − lb

ub− lb
+ 0.5

⌋
, j = 1, . . ., n (24)

where gj represents the maximum number of the item type j,
xij denotes to the real number of jth dimension for the solution
Xi, while the lower and upper bounds for the search space are
defined by lb and ub, respectively.

The BWOA model generates a population of search agents
in which each solution is a representative of eleven dimensional



vector defining as each hyperparameter used in the evolutionary
procedure of CLSTM architecture. Next, the new obtained solu-
tions will update repeatedly using the quasi-opposition strategy
and the Lévy-flight trajectory operators to make an efficient
balance between the exploration and exploitation phases as well
as increasing more the convergence speed. Furthermore, the
WOA meets the stopping condition resulting to the optimal
CLSTM hyperparameter values as the best solution found by
the proposed BWOA strategy.

For determining the efficiency of each solution, a fitness
function has to be defined. Therefore, the input time series data
are divided into training and testing portions. The training set
is necessary for optimizing hyperparameters of CLSTM while
the testing set assesses the efficiency of the final wind power
forecasting model. Suppose �y is a vector which can define the
actual wind power time series data for the following M time
steps:

�y = (y(0), y(1), . . ., y(M−1)) (25)

where y(t) represents the actual wind power values for the time
step t. The combined BWOA-CLSTM model assumes to predict
the wind power values in the following N time steps using the
CLSTM model:

�̂y = (ŷ(M), ŷ(M+1), . . ., ŷ(M+N−1)) (26)

where the predicted values of the time step t is denoted by �y(t).
We represent the input vectors of the deep CLSTM neural

network using the training data of (25), while the CLSTM
predicts the wind power values from the next N time-steps
given in (26). Thus, we assess the fitness values of each BWOA
solution using the well-known mean square error (mse) as the
fitness function using the following formula:

MSE =
1
n

n∑
i=1

(yi − y′i)
2 (27)

where yi and y′i represent the actual and forecasted wind power
values obtained by the CLSTM model, respectively.

As the proposed BWOA-CLSTM looks for the solution
with the lowest mse values, this mechanism achieves the deep
CLSTM neural networks having the best and highest perfor-
mance of the testing set for the data points of wind power
forecasting problem.

Phase 3: By obtaining the best deep CLSTM neural network
models using our novel evolutionary algorithm, the last step of
our hybrid algorithm is to use the powerful deep RL theory. RL
is an online learning methodology that examines the optimal
decision-making procedure by means of trials and errors, and
then produces an optimal outcome during interactions with the
environment. Two most common RL algorithms are Q-learning
and SARSA algorithms, which have been successfully imple-
mented in several real-world applications. Taking into account
the strong convergence of the Q-learning algorithm, this tech-
nique is used in this work as an ensemble learning strategy for
integrating the optimized deep CLSTM networks.

First, we formulate the concepts of state matrix S and
the action matrix a. The state matrix represents the weight in

Algorithm 1: Pseudocode of DOCREL Framework for
Forecasting Wind Power Data-Points.

1: Input: Maxit (Maximum iteration number), Ps

(Population size), CL (Number of CLSTM models).
2: Output: The predicted values of wind power datasets.
3: Begin algorithm:
4: Separate the wind power data points into training Tr

and testing Te sets;
5: while (i < CL) do
6: Set Ps solutions as the initial population in which

each solution is a CLSTM model with random
values of hyperparameters;

7: Calculate fitness value of each solution using (27) as
the mse of related CLSTM model found by Tr set;

8: while (t < Maxiter) do
9: for each search agent do

10: Update a, A, C and p;
11: if (p < 0.5) then
12: if (|A|<1) then
13: Update the position of current search agent by

quasi-opposition strategy based on (19);
14: else if (|A|≥1) then
15: Update the position of the search agent by the (16);
16: end if
17: else if (p≥0.5) then
18: Update the position of the search agent by the

(14);
19: end if
20: end for
21: Update the current search agent position using the

Lévy flight trajectory;
22: Calculate the fitness of all search agents and

update X∗ if a better solution is found;
23: end while
24: Set CLSTM model i according to the

hyperparameters values of the best obtained solution;
25: end while
26: Perform deep Q-learning model to obtain the weights

of CLSTM models as [w1, w2, . . ., wi];
27: Ensemble the results of CLSTM models based on the

obtained weights to forecast the wind power points in
the test set Te;

28: Return the predicted wind power points as the output;
29: End algorithm

the ensemble of the optimized deep CLSTM networks and the
action matrix denotes to the weight estimation of the action
matrix. These two basic concepts in Q-learning are given by
the following formulas:

S = [w1, w2, . . ., wi] a = [Δw1,Δw2, . . .,Δwi] (28)

where, wi represents the weight of the ith optimized deep
CLSTM model. Δwi means the changing weights of the deep
optimized models.



Next, based on the training sets of the optimized deep CLSTM
models, we train the agent in which the agent carries out action a
based on the greedy policy in compliance with the current state
S.

am =

{
Based on maxQ (probability of 1 − ε)
Random (probability of ε)

ε ∈ (0, 1).

(29)
In the third step, we should determine the error function L and
the reward R function. We consider mse as the error function
and the reward function is calculated by

R =

{
+1 + Lm − Lm+1 (Lm+1 < Lm)
−1 + Lm − Lm+1 (Lm+1 > Lm)

. (30)

In the fourth step, we should assess the evaluation function Q
by updating the Q table by

Qm+1 (Sm, am) = Qm (Sm, am)

+γm(R(Sm,am)+λmaxQm(Sm+1, am+1)

−Qm (Sm, am)) (31)

where γ represents the learning rate and the discount parameter
is denoted by λ. We name this advanced framework as deep
optimized convolutional LSTM-based ensemble reinforcement
learning strategy (DOCLER). The major stages of the DOCLER
model can be outlined in the pseudocode given by Algorithm 1.

III. WIND POWER DATASETS AND EXPERIMENTAL SETUPS

The Sotavento wind farms (43.354377 ◦N, 7.881213 ◦W,
644 m.a.s.l.) is employed in this article as the utilized datasets
for the evaluation of our proposed deep learning algorithm. The
wind farm of Sotavento is situated in Galicia, Spain. This wind
farm comprises of 24 wind turbines with a power generation
of 1756 MW. The total historical power generation data of this
wind farm can be obtained from the website by considering
the resolution of half-hour. The accompanying data can be
collected from the Meteogalicia numerical weather prediction
mechanism, depending on the situation of the Sotavento wind
farm. Throughout this study, the total historical wind power data
for both the years of 2019 and 2020 were collected for examining
the DOCREL framework. Each wind power database comprises
17568 GHI time-series data points in an interval of half-hour. We
first split the data based on four different seasons for both of the
2019 and 2020 datasets. Then, we consider 75% of each dataset
to represent the training set and the remaining 25% to represent
the testing set. As mentioned before, we use the MI strategy
to choose the input characteristics for the optimized deep CNN
models which results in 39 wind power input characteristics in
order to train the deep learning models.

For implementing the DOCREL framework, we use the ad-
vanced and intelligent libraries for deep learning, including
Keras and TensorFlow with the hardware devices of 32 GB
RAM, Intel Core i7 CPU, two GeForce GTX 1080 Ti GPUs,
as well the Ubuntu operation system. To execute this proposed
methodology, we program it using Python language program-
ming version 3.7. We configure the proposed BWOA as the
part of CLSTM deep NAS with the number of population and

TABLE I
LIST OF THE PRIMARY CLSTM ARCHITECTURE HYPERPARAMETERS

TABLE II
LIST OF EXPRESSIONS AND VALUATIONS OF CLSTM HYPERPARAMETERS

maximum iteration number equal to 40 and 30, respectively. The
deep Q-learning algorithm is configured as maximum iteration
of 40, learning rate of 0.95, and discount parameter equal to
0.5. It should be mentioned that we feed 10 optimized CLSTM
models to the deep RL ensemble strategy. In order to have a fair
comparison, the proposed DOCLER model and the other com-
petitive deep learning algorithms execute with 10 independent
runs.

Besides, the information regarding the CLSTM hyperparam-
eters and their corresponding ranges are represented in Tables I
and II which are optimized in the process of NAS using the
BWOA model. In addition to these evolved hyperparameters,
the Relu as the activation function and Adam as the optimizer
are selected during the training procedure.

The root mean square error (RMSE) and mean absolute error
(MAE) as the frequently used performance indicators in the
scholarly literature are considered to determine the accuracy
of the deep learning forecasting algorithms. The formulas for
these two evaluation metrics are as following:

RMSE =

√(
1
n

)∑n

i=1
(y′i − yi)2 (32)

MAE =

(
1
n

) n∑
i=1

|y′i − yi| (33)

where y′i denotes the predicted value of yi, where n denotes the
quantity of data points in the testing test.

In order to show how strong the performance of our pro-
posed algorithm is, we compare it with the latest deep learning



TABLE III
EXPERIMENTAL FINDINGS OF FOUR SEASONS FOR THE SPANISH DATASET GATHERED IN THE YEAR 2019

TABLE IV
EXPERIMENTAL FINDINGS OF FOUR SEASONS FOR THE SPANISH DATASET GATHERED IN THE YEAR 2020

algorithms used for wind power forecasting in the literature.
These state-of-the-art deep learning models include LSTM,
Bi-LSTM, CNN-BiLSTM, EnsemLSTM [54], hybridDeep [55],
WD-LSTM [56], and stacked by independent recurrent autoen-
coder (SIRAE) [57], which have shown acceptable performance
for wind power forecasting in the literature. We also test the
effect of powerful hyperparameter searching models including
BWOA-CNN-BiLSTM, BWOA-LSTM, and Bayesian-CNN-
BiLSTM for the deep learning models and also the effect of
different searching models for RL-ensemble based CLSTM
algorithms including Bayesian, genetic algorithm (GA), particle
swarm optimization (PSO), and the standard version of WOA
algorithm.

IV. EXPERIMENTAL RESULTS

In this section, we seasonally examine the performance of
our proposed algorithm against 14 powerful deep learning algo-
rithms on the 2019 and 2020 datasets. We also divide the exper-
iments into 1) comparison of deep learning models, i.e., LSTM,
Bi-LSTM, CNN-BiLSTM, EnsemLSTM, hybridDeep, WD-
LSTM, and SIRAE, 2) comparison of hyperparameter searching

algorithms including BWOA-CNN-BiLSTM, BWOA-LSTM,
and Bayesian-CNN-BiLSTM, 3) comparison of RL-based en-
semble algorithms. Tables III and IV show the performance
of our proposed DOCREL algorithm and other benchmarked
methods based on two evaluation criteria, RMSE and MAE for
four different seasons of the years of 2019 and 2020. As can be
seen from these tables, the proposed DOCREL model for four
seasons of the years of 2019 and 2020 has the lowest error values
among the different benchmarked algorithms for the wind power
datasets. A closer look at these tables reveals that the closest
follower to our proposed algorithm is the WOA-CLSTM-RL
(the standard version of WOA), which for the various seasons
of 2019 and 2020, has the lowest RMSE and MAE error rates
among all benchmarked algorithms for two wind power datasets.

Figs. 3 and 4 demonstrate the actual and predicted wind power
time series datasets for our proposed DOCREL model versus the
second best model (WOA-CLSTM-RL) for the spring season of
the years of 2019 and 2020. As can be seen from these figures,
the real and predicted wind power time series datasets are well
superimposed by DOCREL algorithm, which shows the high
ability of our proposed model in seasonally forecasting two
different wind power datasets. The WOA-CLSTM-RL as the



TABLE V
RUN-TIME ANALYSIS FOR THE PROPOSED DOCREL MODEL AND OTHER

DIFFERENT BENCHMARKS

most competitive algorithm compared with DOCREL cannot
efficiently meet the mapping of the actual and predicted points
for both the 2019 and 2020 wind power datasets.

Furthermore, the convergence curves for two wind power
datasets of the spring season by our proposed algorithm is
displayed on 30 iterations based on the fitness function in Figs. 5
and 6. As can be seen from both of these figures, the proposed
DOCREL algorithm converges excellently and efficiently for
two different Spanish wind power datasets.

In order to represent how effective the proposed DOCREL
framework is in selecting the initial hyperparameters in the opti-
mization process, we show all eleven CLSTM hyperparameters
used by the proposed evolutionary algorithm in Figs. 7 and 8
using the violin plots. The dots in these figures represent each
observation of the initialized value for each hyperparameter.
Based on the results shown in these two figures, the proposed
framework in most hyperparameters has selected values close to
the selected minimum intervals shown in Table II, which shows
the low computational ability of this algorithm in selecting
CLSTM hyperparameters during the evolutionary procedure.
For instance, by a closer look at the Nc hyperparameter for the
year 2019, we figure out that most of the Nc values selected by
DOCREL are with values equal to 2.

In terms of statistics for demonstrating the strength of the
DOCREL algorithm compared to the benchmarked deep learn-
ing algorithms, we show all these methods for the two Spanish
wind power databases for the years of 2019 and 2020, using
the box plot tool. As shown in Figs. 9 and 10, the box plots
of our proposed method has the least amount of errors as well
as the most compact box in terms of comparison with other
deep learning methods. It is worth noting that these results are
obtained based on 10 independent runs.

In order to show the time spent for the proposed algorithm
and other benchmarked algorithms, we show the three times
used to run the algorithms including optimization, training, and
testing times as well as the the number of parameters (i.e., the
number of weights in the connected layers) which can be seen
in Table V. Also, it should be noted that the optimization time
is specific to categories of hyperparameter searching models
as well as RL-based deep learning models because they use
optimization elements in their architectures. Table V shows that
our proposed DOCREL algorithm has the lowest consumption

time based on the seconds among the algorithms that use the
optimization element for their architecture. DOCREL also has
the least amount of consumption time in terms of testing and
training times in comparison to all of the benchmarked algo-
rithms. Furthermore, with having the number of parameters
equal to 328 K, our proposed model considers less parameters
in comparison to other deep-learning algorithms for wind power
forecasting.

V. CONCLUSION

We introduced a deep learning-based hybrid framework in this
work by developing the three phases involving MI strategy as the
efficient characteristic extraction strategy, the optimized deep
CLSTM based on the modified whale optimization algorithm
to perform the neural architectural search procedure, and the
ensemble of deep Q-learning RL model called DOCREL for
wind power forecasting. The wind power data points obtained
from a Spanish wind farm for the years of 2019 and 2020 are used
to verify the effectiveness of the hybrid DOCREL framework.
The experimental results showed the excellent performance of
our proposed DOCREL algorithm in comparison to several state-
of-the-art models for wind power forecasting.

REFERENCES

[1] S. Arango-Aramburo, J. Ríos-Ocampo, and E. Larsen, “Examining the
decreasing share of renewable energy amid growing thermal capacity:
The case of South America,” Renewable Sustain. Energy Rev., vol. 119,
2020, Art. no. 109648.

[2] J. Li et al., “How to make better use of intermittent and variable energy? a
review of wind and photovoltaic power consumption in China,” Renewable
Sustain. Energy Rev., vol. 137, 2021, Art. no. 110626.

[3] P. Scarabaggio, S. Grammatico, R. Carli, and M. Dotoli, “Dis-
tributed demand side management with stochastic wind power fore-
casting,” IEEE Trans. Control Syst. Technol., to be published,
doi: 10.1109/TCST.2021.3056751.

[4] G. J. Osório, M. Lotfi, V. M. Campos, and J. P. Catalão, “Extended hybrid
wind power forecasting approach to short-term decisions,” in Proc. IEEE
Int. Conf. Environ. Elect. Eng. IEEE Ind. Commercial Power Syst. Europe,
2020, pp. 1–6.

[5] H. Quan, A. Khosravi, D. Yang, and D. Srinivasan, “A survey of compu-
tational intelligence techniques for wind power uncertainty quantification
in smart grids,” IEEE Trans. Neural Netw. Learn. Syst., vol. 31, no. 11,
pp. 4582–4599, Nov. 2020.

[6] A. Ahmed and M. Khalid, “A review on the selected applications of
forecasting models in renewable power systems,” Renewable Sustain.
Energy Rev., vol. 100, pp. 9–21, 2019.

[7] M. Khodayar, O. Kaynak, and M. E. Khodayar, “Rough deep neural
architecture for short-term wind speed forecasting,” IEEE Trans. Ind.
Informat., vol. 13, no. 6, pp. 2770–2779, Dec. 2017.

[8] M. Khodayar and J. Wang, “Spatio-temporal graph deep neural network for
short-term wind speed forecasting,” IEEE Trans. Sustain. Energy, vol. 10,
no. 2, pp. 670–681, Apr. 2019.

[9] C. Stathopoulos, A. Kaperoni, G. Galanis, and G. Kallos, “Wind power
prediction based on numerical and statistical models,” J. Wind Eng. Ind.
Aerodynamics, vol. 112, pp. 25–38, 2013.

[10] S. Ahmadian and A. R. Khanteymoori, “Training back propagation neural
networks using asexual reproduction optimization,” in Proc. IEEE 7th
Conf. Inf. Knowl. Technol., 2015, pp. 1–6.

[11] S. M. J. Jalali, S. Ahmadian, A. Khosravi, S. Mirjalili, M. R. Mahmoudi,
and S. Nahavandi, “Neuroevolution-based autonomous robot navigation:
A comparative study,” Cogn. Syst. Res., vol. 62, pp. 35–43, 2020.

[12] S. M. J. Jalali, S. Ahmadian, P. M. Kebria, A. Khosravi, C. P. Lim,
and S. Nahavandi, “Evolving artificial neural networks using butterfly
optimization algorithm for data classification,” in Proc. Int. Conf. Neural
Inf. Process., 2019, pp. 596–607.

https://dx.doi.org/10.1109/TCST.2021.3056751


[13] S. M. J. Jalali et al., “A new ensemble reinforcement learning strategy
for solar irradiance forecasting using deep optimized convolutional neural
network models,” in Proc. IEEE Int. Conf. Smart Energy Syst. Technol.,
2021, pp. 1–6.

[14] S. J. Mousavirad, S. M. J. Jalali, S. Ahmadian, A. Khosravi, G. Schae-
fer, and S. Nahavandi, “Neural network training using a biogeography-
based learning strategy,” in Proc. Int. Conf. Neural Inf. Process., 2020,
pp. 147–155.

[15] M. R. C. Qazani, S. M. J. Jalali, H. Asadi, and S. Nahavandi, “Optimising
control and prediction horizons of a model predictive control-based motion
cueing algorithm using butterfly optimization algorithm,” in Proc. IEEE
Congr. Evol. Computation, 2020, pp. 1–8.

[16] S. M. J. Jalali et al., “Parsimonious evolutionary-based model development
for detecting artery disease,” in Proc. IEEE Int. Conf. Ind. Technol., 2019,
pp. 800–805.

[17] V. Chandran et al., “Wind power forecasting based on time series model
using deep machine learning algorithms,” Mater. Today: Proc., 2021.

[18] N. A. Treiber, J. Heinermann, and O. Kramer, “Wind power prediction
with machine learning,” in Proc. Comput. Sustainability, 2016, pp. 13–29.

[19] Z. Li, L. Ye, Y. Zhao, X. Song, J. Teng, and J. Jin, “Short-term wind power
prediction based on extreme learning machine with error correction,”
Protection Control Modern Power Syst., vol. 1, 2016, Art. no. 1.

[20] J. Zhao, Z.-H. Guo, Z.-Y. Su, Z.-Y. Zhao, X. Xiao, and F. Liu, “An improved
multi-step forecasting model based on WRF ensembles and creative fuzzy
systems for wind speed,” Appl. Energy, vol. 162, pp. 808–826, 2016.

[21] G. Galanis, E. Papageorgiou, and A. Liakatas, “A hybrid Bayesian Kalman
filter and applications to numerical wind speed modeling,” J. Wind Eng.
Ind. Aerodynamics, vol. 167, pp. 1–22, 2017.

[22] J.-Z. Wang, Y. Wang, and P. Jiang, “The study and application of a novel
hybrid forecasting model—A case study of wind speed forecasting in
China,” Appl. Energy, vol. 143, pp. 472–488, 2015.

[23] K. Wang, X. Qi, H. Liu, and J. Song, “Deep belief network based k-means
cluster approach for short-term wind power forecasting,” Energy, vol. 165,
pp. 840–852, 2018.

[24] S. M. J. Jalali et al., “Towards novel deep neuroevolution models: Chaotic
levy grasshopper optimization for short-term wind speed forecasting,”
Eng. Comput., pp. 1–25, 2021.

[25] M. Khodayar, M. E. Khodayar, and S. M. J. Jalali, “Deep learning for
pattern recognition of photovoltaic energy generation,” Electricity J.,
vol. 34, no. 1, 2021, Art. no. 106882.

[26] S. M. J. Jalali, P. M. Kebria, A. Khosravi, K. Saleh, D. Nahavandi, and S.
Nahavandi, “Optimal autonomous driving through deep imitation learning
and neuroevolution,” in Proc. IEEE Int. Conf. Syst., Man Cybern., 2019,
pp. 1215–1220.

[27] S. M. J. Jalali, S. Ahmadian, A. Khosravi, M. Shafie-khah, S. Nahavandi,
and J. P. Catalão, “A novel evolutionary-based deep convolutional neural
network model for intelligent load forecasting,” IEEE Trans. Ind. Infor-
mat., vol. 17, no. 12, pp. 8243–8253, Dec. 2021.

[28] S. M. J. Jalali, M. Ahmadian, S. Ahmadian, A. Khosravi, M. Alazab, and S.
Nahavandi, “An oppositional-cauchy based GSK evolutionary algorithm
with a novel deep ensemble reinforcement learning strategy for Covid-19
diagnosis,” Appl. Soft. Comput., vol. 111, 2021, Art. no. 107675.

[29] Q. Wu, F. Guan, C. Lv, and Y. Huang, “Ultra-short-term multi-step wind
power forecasting based on CNN-LSTM,” IET Renewable Power Gener.,
vol. 15, no. 5, pp. 1019–1029, 2021.

[30] S. Aslam, H. Herodotou, S. M. Mohsin, N. Javaid, N. Ashraf, and S.
Aslam, “A survey on deep learning methods for power load and renewable
energy forecasting in smart microgrids,” Renewable Sustain. Energy Rev.,
vol. 144, 2021, Art. no. 110992.

[31] Y. Ju, G. Sun, Q. Chen, M. Zhang, H. Zhu, and M. U. Rehman, “A
model combining convolutional neural network and lightGBM algo-
rithm for ultra-short-term wind power forecasting,” IEEE Access, vol. 7,
pp. 28309–28318, 2019.

[32] S. Mujeeb, T. A. Alghamdi, S. Ullah, A. Fatima, N. Javaid, and T. Saba,
“Exploiting deep learning for wind power forecasting based on Big Data
analytics,” Appl. Sci., vol. 9, no. 20, 2019, Art. no. 4417.

[33] H. Zhen, D. Niu, M. Yu, K. Wang, Y. Liang, and X. Xu, “A hybrid deep
learning model and comparison for wind power forecasting considering
temporal-spatial feature extraction,” Sustainability, vol. 12, no. 22, 2020,
Art. no. 9490.

[34] Y. Zhang, S. Zhou, Z. Zhang, L. Yan, and L. Liu, “Design of an ultra-
short-term wind power forecasting model combined with CNN and LSTM
networks,” in Proc. Int. Conf. Intell. Comput., Commun. Devices, 2019,
pp. 141–145.

[35] C. Yildiz, H. Acikgoz, D. Korkmaz, and U. Budak, “An improved residual-
based convolutional neural network for very short-term wind power fore-
casting,” Energy Convers. Manage., vol. 228, 2021, Art. no. 113731.

[36] H. Shao, X. Deng, and Y. Jiang, “A novel deep learning approach for
short-term wind power forecasting based on infinite feature selection and
recurrent neural network,” J. Renewable Sustain. Energy, vol. 10, no. 4,
2018, Art. no. 043303.

[37] Z. Lin, X. Liu, and M. Collu, “Wind power prediction based on high-
frequency SCADA data along with isolation forest and deep learning
neural networks,” Int. J. Elect. Power Energy Syst., vol. 118, 2020,
Art. no. 105835.

[38] H. Hu, L. Wang, and S.-X. Lv, “Forecasting energy consumption and
wind power generation using deep echo state network,” Renewable Energy,
vol. 154, pp. 598–613, 2020.

[39] R. Meka, A. Alaeddini, and K. Bhaganagar, “A robust deep learning
framework for short-term wind power forecast of a full-scale wind farm
using atmospheric variables,” Energy, vol. 221, 2021, Art. no. 119759.

[40] S. M. J. Jalali, S. Ahmadian, A. Kavousi Fard, A. Khosravi, and S.
Nahavandi, “Automated deep CNN-LSTM architecture design for solar
irradiance forecasting,” IEEE Trans. Syst., Man, Cybern.—Systems, to be
published, doi: 10.1109/TSMC.2021.3093519.

[41] W. Liu, Z. Wang, X. Liu, N. Zeng, Y. Liu, and F. E. Alsaadi, “A survey of
deep neural network architectures and their applications,” Neurocomput-
ing, vol. 234, pp. 11–26, 2017.

[42] M. Suganuma, S. Shirakawa, and T. Nagao, “A genetic programming
approach to designing convolutional neural network architectures,” in
Proc. Genet. Evol. Comput. Conf., 2017, pp. 497–504.

[43] J. F. Torres, D. Gutiérrez-Avilés, A. Troncoso, and F. Martínez-Álvarez,
“Random hyper-parameter search-based deep neural network for power
consumption forecasting,” in Proc. Int. Work- Conf. Artif. Neural Netw.,
2019, pp. 259–269.

[44] H. Cuayáhuitl et al., “Ensemble-based deep reinforcement learning for
chatbots,” Neurocomputing, vol. 366, pp. 118–130, 2019.

[45] A. Antwi, K. A. Kyei, and R. S. Gill, “The use of mutual information to
improve value-at-risk forecasts for exchange rates,” IEEE Access, vol. 8,
pp. 179 881–179 900, 2020.

[46] M. Tzelepi and A. Tefas, “Improving the performance of lightweight CNNs
for binary classification using quadratic mutual information regulariza-
tion,” Pattern Recognit., vol. 106, 2020, Art. no. 107407.

[47] T. Fernando, H. Maier, and G. Dandy, “Selection of input variables for data
driven models: An average shifted histogram partial mutual information
estimator approach,” J. Hydrol., vol. 367, no. 3/4, pp. 165–176, 2009.

[48] X. Liu, H. Zhang, X. Kong, and K. Y. Lee, “Wind speed forecasting using
deep neural network with feature selection,” Neurocomputing, vol. 397,
pp. 393–403, 2020.

[49] A. Hacine-Gharbi, P. Ravier, R. Harba, and T. Mohamadi, “Low bias
histogram-based estimation of mutual information for feature selection,”
Pattern Recognit. Lett., vol. 33, no. 10, pp. 1302–1308, 2012.

[50] T. Bogaerts, A. D. Masegosa, J. S. Angarita-Zapata, E. Onieva, and P.
Hellinckx, “A graph CNN-LSTM neural network for short and long-term
traffic forecasting based on trajectory data,” Transp. Res. Part C: Emerg.
Technol., vol. 112, pp. 62–77, 2020.

[51] H. Zang, L. Liu, L. Sun, L. Cheng, Z. Wei, and G. Sun, “Short-term global
horizontal irradiance forecasting based on a hybrid CNN-LSTM model
with spatiotemporal correlations,” Renewable Energy, vol. 160, pp. 26–41,
2020.

[52] T.-Y. Kim and S.-B. Cho, “Predicting residential energy consumption using
CNN-LSTM neural networks,” Energy, vol. 182, pp. 72–81, 2019.

[53] S. Mirjalili and A. Lewis, “The whale optimization algorithm,” Adv. Eng.
Softw., vol. 95, pp. 51–67, 2016.

[54] J. Chen, G.-Q. Zeng, W. Zhou, W. Du, and K.-D. Lu, “Wind speed
forecasting using nonlinear-learning ensemble of deep learning time series
prediction and extremal optimization,” Energy Convers. Manage., vol. 165,
pp. 681–695, 2018.

[55] Y.-Y. Hong and C. L. P. P. Rioflorido, “A hybrid deep learning-based neural
network for 24-h ahead wind power forecasting,” Appl. Energy, vol. 250,
pp. 530–539, 2019.

[56] B. Liu, S. Zhao, X. Yu, L. Zhang, and Q. Wang, “A novel deep learn-
ing approach for wind power forecasting based on WD-LSTM model,”
Energies, vol. 13, no. 18, 2020, Art. no. 4964.

[57] L. Wang, R. Tao, H. Hu, and Y.-R. Zeng, “Effective wind power predic-
tion using novel deep learning network: Stacked independently recurrent
autoencoder,” Renewable Energy, vol. 164, pp. 642–655, 2021.

https://dx.doi.org/10.1109/TSMC.2021.3093519


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


