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Imagine being able to cause an inflammation-like state in a tumor, by raising its temperature just a

few degrees centigrade above the baseline for a prolonged time. Even by this tiny amount, a

cascade of biological responses is triggered in the body: blood rushes to the affected area, in an

effort to counteract the extra heat; capillaries dilate to increase the exchange of oxygen and

metabolites with the local tissues; the immune system, normally unaware of the threat posed by the

altered cancer material, becomes more alert, and the white cells begin seeking for anomalies; the

tumor enters a state of frenetic activity to restore its balance.

But we have prepared two deadly traps: the blood stream carries a poison with it, chemical agents

with the ability to tamper with and kill the cancer cells. From the outside, incoming high energy

gamma rays bomb the tumor’s DNA causing breaks in the nucleotide chain. The tumor struggles to

stem the damage, its internal repair mechanisms being inhibited by the exerted rise in temperature.

Eventually, the fight reaches a tipping point and the tumor retreats.

This epic tale is regularly played out in patients afflicted by tumors in the pelvis, in the abdomen, in

the breast, in the neck, and in the extremities, with remarkable results. The boost in survival rates

speaks clearly: hyperthermia works. But a whole group of people has been left out by this

advancement, namely brain cancer patients. The main reason behind this is the difficulty in

implementing a controlled heat delivery inside the head with high enough accuracy for the treatment

to be safe and effective.

In the present work, we devise new techniques for the non-invasive thermal treatment of tumors in

the brain. We devote particular attention to young patients, where the incidence of such diseases is

the highest, and where the long-lasting side effects of traditional therapies severely degrade the

quality of life of survivors. Thanks to improvements in the control of the thermal dose delivery by

means of innovative system designs and sophisticated steering tools, we show that it is possible to

achieve therapeutic temperatures even in the nastiest of tumors. The wish is for microwave

hyperthermia to become a regular modality in brain cancer treatment, and finally exploit the benefits

of this technique in younger sufferers.

1



thesis for the degree of doctor of philosophy

Ultra wideband microwave hyperthermia for
brain cancer treatment

Massimiliano Zanoli

Department of Electrical Engineering
Chalmers University of Technology

Gothenburg, Sweden, 2022



Ultra wideband microwave hyperthermia for brain cancer treatment

Massimiliano Zanoli

Copyright © 2022 Massimiliano Zanoli
All rights reserved.

This thesis has been prepared using LATEX.

Department of Electrical Engineering
Chalmers University of Technology
SE-412 96 Gothenburg, Sweden
Phone: +46 (0)31 772 1000
www.chalmers.se

Printed by Chalmers Reproservice
Gothenburg, Sweden, November 2022







Abstract
Despite numerous clinical trials demonstrating that microwave hyperthermia
is a powerful adjuvant modality in the treatment of cancers, there have been
few instances where this method has been applied to brain tumors. The
reason is a combination of anatomical and physiological factors in this site
that require an extra degree of accuracy and precision in the thermal dose
delivery. Current clinical applicators are not able to provide such control,
partly because they are designed to operate at a single fixed frequency. In
terms of treatment planning, the use of a single frequency is limiting as the
size of the focal spot cannot be modified to accommodate the specific tumor
volume and location. The introduction of ultra wide-band (UWB) systems
opens up an opportunity to overcome these limitations, as they convey the
possibility of adapting the focal spot and obtaining different power deposition
patterns to reduce the heating of healthy tissues.

In this thesis, we explore whether the current SAR-based treatment plan-
ning methods can be meaningfully translated to the UWB setting and propose
new solutions for deep UWB microwave hyperthermia. We analyze the most
commonly used cost functions for treatment planning optimization and dis-
cuss their suitability for use with UWB systems. Then, we propose a novel
SAR-based cost function (HCQ) for UWB optimization that exhibits a high
correlation with the resulting tumor temperature. To solve for the HCQ, we
describe a novel, time-reversal-based, iterative scheme for a rapid and efficient
optimization of UWB treatment plans. Next, we investigate the design possi-
bilities of UWB brain applicators and introduce a fast E-field approximation
scheme to quickly explore a large number of array configurations. The method
determines the best antenna arrangement around the head with respect to the
multiple objectives and requirements of clinical hyperthermia. Together, the
proposed solutions manage to achieve the level of tumor coverage and hot-spot
suppression that is necessary for a successful treatment. Finally, we investi-
gate the benefit of integrating hyperthermia delivered by an optimized UWB
applicator into the radiation therapy plan for a pediatric medulloblastoma
patient. The results suggest that UWB microwave hyperthermia for brain
cancer treatment is feasible and motivate efforts for further development of
UWB applicators and systems.

Keywords: microwave hyperthermia, treatment planning, brain cancer.
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CHAPTER 1

Introduction

Cancer represents the second leading cause of death worldwide [1]. While the
survival rates for most types of cancer have seen a steady improvement over the
past decades, certain tumor types seem to have been excluded from this posi-
tive trend. For instance, cancers of the central nervous system, the pancreas,
the bowel, and the lungs [2]. The brain in particular remains one of the most
challenging sites to treat, as expressed by an extremely low 5-year survival
rate of 22% in the 20-44 age group [3]. Together with short life expectancy,
currently available brain cancer therapies are also associated with potentially
severe, long-lasting side effects. Survivors often experience seizures, walking
difficulties, speech problems, and a wide range of other disorders for the rest of
their lives [4]. The situation is worse in pediatric patients, where brain tumors
are the second most common form of cancer after leukemia. Modern therapies
can cure more than 75% of all children struck with cancer [5], but they entail
severe acute and long-lasting side effects. Even low doses of ionizing radiation
to the brain can cause cognitive impairment as well as growth disorders [6]–
[8]. Therefore, there is a strong need for complementary therapies with low
toxicity that can reduce the amount of radiation administered to the patient
without compromising the treatment outcome.

3



Chapter 1 Introduction

1990 1995 2000 2005 2010 2015

Year

-5

-4

-3

-2

-1

0

1

2

3

4

5

C
as

es
 / 

10
0k

 (
in

cr
ea

se
 p

er
 y

ea
r)

 [%
]

Age-Standardized Incidence
Rate of Change (5-years rolling average)

1990 1995 2000 2005 2010 2015

Year

-5

-4

-3

-2

-1

0

1

2

3

4

5

D
ea

th
s 

/ 1
00

k 
(in

cr
ea

se
 p

er
 y

ea
r)

 [%
]

Age-Standardized Mortality
Rate of Change (5-years rolling average)

1990 1995 2000 2005 2010 2015

Year

-5

-4

-3

-2

-1

0

1

2

3

4

5

Y
ea

rs
 (

in
cr

ea
se

 p
er

 y
ea

r)
 [%

]

Age-Standardized Years Lived with Disability
Rate of Change (5-years rolling average)

Bladder cancer

Brain and nervous system cancer

Breast cancer

Cervical cancer

Colon and rectum cancer

Esophageal cancer

Gallbladder and biliary tract cancer

Kidney cancer

Larynx cancer

Leukemia

Lip and oral cavity cancer

Liver cancer

Malignant skin melanoma

Multiple myeloma

Nasopharynx cancer

Non-melanoma skin cancer

Ovarian cancer

Pancreatic cancer

Prostate cancer

Stomach cancer

Testicular cancer

Thyroid cancer

Tracheal, bronchus, and lung cancer

Uterine cancer

Figure 1.1: Overall age-standardized rate of change of the cancer-related incidence,
mortality, and amount of years lived with a disability considering pa-
tients all over the world over the past 30 years. The trend for brain
and nervous system cancers is highlighted in solid red. While the ab-
solute incidence of these cancers is lower compared to other types, the
relative figures indicate that this measure is increasing for brain can-
cers. In particular, the quality of life of brain cancer survivors, unlike
most other patients, has never really improved over the last decades,
as shown by the bottom left figure.
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1.1 Thesis concept

Hyperthermia appears to be an ideal candidate for this purpose. After a
number of results below expectations in the 1980s, followed by a period of
skepticism [9], caused mostly by technological limitations and lack of knowl-
edge over the complex, temperature-dependent biological mechanisms in the
human body, this form of thermal therapy has seen a major revival in the
past decade [10]. Recent meta-analyses and reviews have managed to collect
an impressive amount of evidence documenting its positive adjuvant effects
when applied in combination with radio- or chemo-therapy [11]–[14]. These
analyses have demonstrated a significant increase in tumor control probability
and even survival rate in some cases with no added toxicity [15], [16]. Yet,
to date, only few clinical trials have seen the application of microwave hyper-
thermia as a treatment modality for brain tumors, albeit with encouraging
results [17]–[19]. The reason behind this lack of confidence is the imperfect
technology used to accurately deliver the prescribed thermal dose in the prox-
imity of critical organs. For instance, in the glioblastoma study [19], despite
the improved clinical outcome, homogeneous therapeutic temperatures were
difficult to achieve with the interstitial methods used. Thanks to the exponen-
tial growth of computational capabilities and the development of microwave
technology for communication purposes, we are now able to simulate with
far greater accuracy the scattering of high-frequency electromagnetic waves
inside the body and provide better control of the radiation during treatment.
This enables the design of external antenna arrays capable of focusing the
heat selectively into the tumor, thus achieving thermal therapy in its most
sophisticated form: deep microwave hyperthermia for brain cancer treatment.

1.1 Thesis concept
Intracranial heating is a demanding task. In order to achieve high thermal
doses and complete tumor coverage in such a delicate area, microwave hyper-
thermia systems have to be refined in all their parts to reach the necessary
accuracy and precision. Today’s loco-regional systems, which are successfully
employed in the treatment of abdomen, extremities, and neck cancers, rely on
a single and fixed operating frequency. This choice comes with many bene-
fits, such as the possibility of being implemented via a simple and robust RF
design, but it also involves some limitations. The main constraint of single-
frequency systems is the inability to adapt the size of the focal spot to the

5
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Figure 1.2: Cancer-related incidence, mortality, and amount of years lived with a
disability, considering young patients all over the world over the past
30 years. The trend for brain and nervous system cancers is highlighted
in solid red. Brain tumors are the most common solid-type cancers in
children, but unlike leukemia, their incidence has not been decreasing
over the past decades. A slight improvement in mortality rates has
however led to a huge increase in the number of years spent with dis-
abilities for these patients, indicating a strong need for therapies with
lower toxicities and fewer after-treatment complications.
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1.2 Thesis outline

particular tumor size and location. We strongly believe that UWB systems
are necessary to fulfill the rigorous requirements of microwave hyperthermia
treatments in the brain, since they introduce a new degree of freedom in the
formation of the power deposition pattern inside the body. The shift towards
USB systems is however not trivial, and it implies a revision of hyperther-
mia treatment planning algorithms, together with a careful redesign of the
RF steering systems. A second limitation comes from the antenna array ap-
plicators, which nowadays are meant to target a body region rather than a
particular tumor. In our opinion, a generic applicator will always struggle
to reach optimal heating patterns in brain cancer patients, due to the added
difficulties in the treatment of this site. A paradigm shift in the applicator de-
sign is thus necessary: from regional applicator arrays to target-specific ones.
Exploring possible array designs and validating them for each case, however,
is a burdensome task. Fast array simulation techniques and treatment plan-
ning methods are necessary to let us survey all the possible combinations of
antennas and frequencies for a specific patient. In this thesis, we focus on the
development of fast UWB treatment planning algorithms and on the design of
(patient) specific (brain) applicators, which will help address these questions.

1.2 Thesis outline
This thesis is organized as follows. In Chapter 2, the concept of hyperther-
mia therapy is introduced along with a brief summary of the main challenges
faced and current clinical implementations. The scope is then narrowed down
to the application of microwave hyperthermia (MW-HT) for deep-seated tu-
mors. The implications of moving towards a UWB setting on the applicator
design and treatment planning optimization are subsequently explained, and
the potential benefits of UWB treatments for brain cancer are discussed.

Chapter 3 begins with an overview of the challenges faced in electromag-
netic and thermal modeling. The treatment planning (TP) phase of MW-HT,
which is extensively based on computer simulations, is described, and several
approaches to this problem are discussed. The author’s novel contributions of
a temperature-correlated cost function and an iterative time-reversal scheme
for SAR-based TP optimization are reported and compared to the clinical
standards.

7



Chapter 1 Introduction

The investigations carried out on how to put together an optimal antenna
array applicator for MW-HT are reported in Chapter 4. Here, the design
of the array is discussed from the UWB perspective. A field interpolation
technique to quickly evaluate many potential array configurations is described
and utilized to propose a nearly-optimal applicator design for a specific patient
and tumor anatomy. The method is applied to the specific case of a pediatric
medulloblastoma patient, and the clinical benefit of integrating hyperthermia
into the radiation therapy plan is demonstrated.

Chapter 5 includes a discussion on the hardware needed to implement such a
helmet applicator and describes the ongoing efforts in manufacturing a robust
MW-HT system for head, neck, and brain cancer treatment. The chapter
ends with general remarks about the remaining technological challenges in
hyperthermia and suggestions on how to address these. The author’s paper
contributions are summarized thereafter and reported at the end of the thesis.
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CHAPTER 2

(Microwave) Hyperthermia

Thermal therapy has been known to humankind as a way to treat diseases
ever since ancient times. In many examples throughout history, physicians
attempted, often successfully, to cure diseases by means of induced fever or
burn malignancies with incandescent sticks or blades [20]. Heat is also a
fundamental component of the body’s natural self-defense mechanisms. Local
and systemic responses, triggered by the presence of pathogens, are often
associated with inflammation or fever, implying a temperature increase in the
tissue or body, respectively. In the past, the temperature rise was seen as a
mere consequence of the increased metabolic activity necessary for the fight,
but nowadays, this is no longer the general view among immunologists. In
fact, it has become more and more evident that the elevated temperature has
a role in itself, enhancing the activity and efficacy of our immune system, even
in the absence of pathogens [21].

With time, researchers have unveiled a number of microscopic and macro-
scopic, local and systemic, biological and physiological effects of heat and
elevated temperature on the body [22], [23]. These mechanisms point toward
a strong therapeutic potential of artificial temperature elevation in the treat-
ment of cancers and other diseases. Treatment methods relying on the external

9



Chapter 2 (Microwave) Hyperthermia

administration of heat are nowadays divided into two categories: thermal ab-
lation and hyperthermia. The aim of the first is to kill the tumor cells by
literally burning them, which requires temperatures > 45 ◦C. The method is
highly localized and carried out by means of invasive procedures [24]. Modern
mild hyperthermia for cancer treatment, on the other hand, is defined as the
elevation of the tumor temperature to 40 ∼ 44 ◦C [25]. This range of tem-
peratures has been shown to trigger a number of mechanisms at a molecular
and tissular level that considerably improve the tumor response to traditional
cancer therapies such as radio- and chemotherapy [26], [27], Fig. 2.1. Hyper-
thermia is thus seen today as a potent adjuvant modality to these two main
practices, and its inclusion has been shown to enhance survival rate and tumor
control probability for a number of cancer types [10]–[13], [16].

Figure 2.1: Summary of the additive and synergistic effects of mild hyperthermia
on radiotherapy and chemotherapy, from [28]. Vasodilation increases
blood perfusion resulting in deeper penetration of chemotherapeutic
agents; increased oxygenation enhances the induction of DNA breaks
by radiotherapy; disturbances in the tumor micro-environment stimu-
late the immune responses; inhibition of the DNA repair mechanisms
enhances the damage provoked by radio- and chemotherapy.

Unfortunately, the optimal temperature of 43 ◦C, as suggested by biological
studies [28], [29], is usually not achieved inside the target in clinical practice
[30]. The reason behind this is the imperfect technology utilized in delivering

10



the prescribed thermal dose to the target volume [31]. From a biomedical
engineering perspective, the task of reaching a predefined and controlled tem-
perature distribution in a biological tissue in-vivo is indeed a challenging task.
The ability of living organisms to maintain homeostasis is extraordinary, and
the body will use all its means to counteract the artificially administered heat.
As soon as the local temperature deviates from the set level of 37 ◦C, blood
perfusion and sweating increase to remove the excess heat. This response is
non-linear and can vary significantly from patient to patient. This renders
external heat delivery a demanding technique whose implementation requires
careful and robust design. On top of this, the monitoring of the actual tem-
perature distribution inside the patient during treatment, necessary for the
assessment of the thermal dose, is by no means a trivial task [32]. All these
aspects have to be taken into account and addressed when designing a reliable
system for hyperthermia treatments.

Figure 2.2: Graphic summary of the techniques available for the administration of
the thermal dose in hyperthermia treatments, from [33].

11



Chapter 2 (Microwave) Hyperthermia

The list of technologies available today to deliver hyperthermia is long [33],
Fig. 2.2. However, only a few of them have been applied in the treatment
of brain tumors. Among the techniques proposed in the past two decades to
selectively induce a temperature increase [34], only interstitial hyperthermia,
magnetic nanoparticle hyperthermia, and high-intensity focused ultrasound
(HIFU) have been clinically applied to deep-seated brain tumors. Interstitial
hyperthermia combined with brachytherapy applied to high-grade glioblas-
tomas has been demonstrated to be a safe and attractive modality to improve
the survival of these patients [35], [36]. Despite the promising results in terms
of an improved treatment outcome, homogeneous tumor temperatures were
difficult to achieve with the interstitial applicators used. More recently, the
use of magnetic fluid hyperthermia to enhance heating precision was inves-
tigated [37]. Results demonstrated an increase in tumor temperatures and
higher overall survival than conventional therapies [38], [39]. The disadvan-
tage of this technology lies in the direct injection of iron oxide nanoparticles
into the tumor. These nanoparticles can remain in the treated area for a life-
time, thus hindering the patient from undergoing future MRI scans, which is,
despite the (minimally) invasive procedure, a clear limitation of this technique.
HIFU provides localized energy delivery through small volumetric sonifications
from an ultrasound phased array transmitter to destroy intracranial lesions
by thermocoagulation [40]. Heating of large volumes, as is usually the case for
childhood brain tumors, is nevertheless still demanding with the present tech-
nology. Furthermore, ultrasound based treatments suffer from high energy
losses in the bone structures, and despite novel technical solutions, its imple-
mentation in the brain will very likely be limited to tumors located centrally
and at a distance from the skull [41].

Microwave hyperthermia, which relies on the non-invasive deposition of fo-
cused EM energy into the tumor by a phased array of antennas [14], [25], has
the potential to circumvent these limitations and achieve therapeutic tem-
peratures in brain tumors without the need for surgical interventions [42].
However, several technological challenges must first be resolved to provide the
centimeter-scale spatial control needed to compensate for vascular cooling in
living tissues and to deal with the small anatomical features of the head. The
typical setup for a non-invasive microwave hyperthermia treatment is shown
in Fig. 2.3. The patient lies on a treatment bed or chair, and a so-called
applicator is placed around the region to be treated. The applicator consists
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Figure 2.3: Microwave hyperthermia for cancer treatment, conceptual drawing.

of a phased array of antennas and a water bolus. The water bolus has two
purposes: to realize an impedance match between the antenna and the patient
and to cool the skin and dampen superficial hot spots. Each channel of the
applicator array is independently steered in amplitude and phase to shape
the interference pattern and power loss deposition inside the patient. In the
case of a discrete multi-frequency UWB system, each frequency can be steered
independently from the others, and the power loss is given by the superposi-
tion of the interference patterns at all frequencies. The RF amplifying system
must deliver the phase-locked signals with adequate accuracy and precision.
Deviations of amplitude and phase in modern hyperthermia systems do not
exceed ±5% and ±5◦ respectively from the nominal value [43], [44]. Because of
the high power that each channel is supposed to deliver for adequate heating,
the antennas must exhibit high directivity and low cross-coupling. Current
clinical hyperthermia systems operate over a narrow frequency band, which
makes their construction relatively simple. Examples are 70, 100 MHz for the
pelvic and abdominal region [45], [46] and 434 MHz for the head and neck
[47]. Of course, if a UWB hyperthermia system is to be deployed, both the
antennas and the RF cascade must be adapted to operate across the entire
target frequency band. This represents an additional layer of difficulty with
respect to the current technology.
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Chapter 2 (Microwave) Hyperthermia

Despite the impressive advances that microwave hyperthermia has wit-
nessed in the past 30 years, present treatments (still) suffer from the inability
to adequately heat tumors in several regions that could benefit from this type
of therapy. This has resulted, among other things, in the study of Sneed et
al. [36] being the sole experience with microwave heat delivery into the brain,
albeit with promising results. We believe that the lack of accurate thermal
dose delivery and reliable temperature monitoring in this region has made it
extremely difficult to properly trace a dose-effect relationship. Fortunately,
there is mounting evidence that the development of UWB applicators capable
of operating at different frequencies can lead to improved target coverage and
hot-spot suppression [48]–[50], which might once more motivate efforts in the
development of brain applicators [51]–[53].

A UWB system can exploit the complementary interference patterns gen-
erated by different frequencies to increase the average net power delivered to
the tumor while reducing the absorption in healthy tissues. This is expected
to benefit treatments in the brain region, which is characterized by a combi-
nation of anatomical and physiological factors that require an extra degree of
accuracy in the formation of the heating pattern. The cerebral tissue is more
sensitive to deviations in temperature than other tissues [54], and the pres-
ence of cerebrospinal fluid, highly conductive at microwave frequencies [55],
can cause strong and treatment-limiting hot spots to appear in the immedi-
ate vicinity of the brain. Yet, recent developments suggest that implement-
ing microwave hyperthermia for brain cancer treatment is within reach [42].
However, tangible clinical evidence is necessary to gain the trust of oncolo-
gists and the medical community. A crucial precondition to successful clinical
trials is the development of reliable hyperthermia systems and robust treat-
ment planning methods. In the following chapters, we discuss how treatment
planning optimization algorithms can be extended into the UWB domain and
how these can be used in the design of UWB-optimized applicators for brain
cancer treatment.
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CHAPTER 3

Treatment Planning

Treatment planning is a fundamental stage of microwave hyperthermia treat-
ments [56]. It consists of several steps aiming at determining the set of steering
parameters that yield high temperatures in the tumor while sparing the sur-
rounding healthy tissues from excessive heat, Fig. 3.1. In the case of deep
hyperthermia administered by phased array applicators, the steering param-
eters are the amplitude and phase of each antenna. Varying these settings
affects the wave propagation inside the patient and shapes the EM interfer-
ence pattern and consequent power deposition. Historically, the tuning of the
parameters in single-frequency applicators with up to a handful of indepen-
dent channels has been performed manually with the help of EM probes [57].
The task is often carried out qualitatively, and with little information about
the resulting power loss distribution inside the patient. Clinical experiences
gathered over time, however, revealed that it is crucial to identify the location
and severity of power deposition peaks, as these often lead to hot spots in
healthy tissues. When a hot spot is identified during treatment, the system
output power has to be throttled to prevent discomfort, pain, or even burns in
the patient, thereby effectively limiting the maximum achievable temperature
in the target [58]. Today, clinical applicators can reach up to 12 independently
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Figure 3.1: Stages of microwave hyperthermia treatment planning, from [60].

steered channels [47], and the problem of determining the optimal amplitude
and phase settings for each antenna has become non-trivial. The situation is
further complicated if a UWB system is to be deployed: the task of choos-
ing the optimal combination of operating frequencies and their weight in the
treatment plan is quite involved, and a global optimum is hard to determine
[59].

Hot spots can arise in the healthy tissues as these lie in the path between the
antennas and the target. As a consequence of their relatively high conductivity
at microwave frequencies [55], tissues tend to absorb energy from the travel-
ing wave and heat up. This is aggravated by the anatomical heterogeneity
and the presence of (sharp) interfaces between tissues with different dielectric
properties, which cause multiple reflections and localized intensity peaks. The
imperfect interference pattern generated by the limited-aperture phased array
also contributes to the uneven localization of the energy losses. The thresh-
old temperature for hot-spot-related complaints is typically ≈ 45 ◦C [61].
However, in the brain, damage and thermal related toxicity can be detected
already with temperatures above ≈ 42 ◦C [54]. It is therefore mandatory
to manage occurring hot spots before and during treatment. Superficial hot
spots within depths of one to two centimeters from the skin can be suppressed
by applying a water bolus circulated with cool water. Hot spots that arise in
deeper locations, however, are more difficult to address. The sole strategy to
suppress or limit those hot spots is to reduce the power deposition at those
locations while preserving the constructive interference (focus) in the target
volume. The problem is challenging, but it can be tackled with the help of
optimization algorithms.

A plethora of methods to determine the optimal amplitudes and phases for
an applicator array have been reported in the literature and are still the sub-
ject of ongoing research [60], [62]. These methods can be classified into two
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3.1 Patient modeling

main categories: specific absorption rate (SAR) based and temperature (T)
based. SAR-based techniques rely on the assumption that the SAR distribu-
tion is predictive of the temperature distribution in the patient [63]. However,
since the thermal response of the body can be highly non-linear, SAR-based
optimizers can yield sub-optimal, while still clinically relevant, steering solu-
tions. On the other hand, T-based optimizers have evolved to include complex
non-linear aspects such as discrete vasculature and systemic response under
thermal stress [64]. Ideally, a full implementation of T-based treatment plan-
ning in the clinical routine is desirable since temperature is the objective dose
[65]. In practice, however, the theoretical benefits of T-based optimizations are
somewhat diminished due to the lack of accurate estimations of the thermal
tissue properties [66]–[68]. These properties, and blood perfusion in partic-
ular, exhibit large variations across patients and differ even at an individual
level between different sessions. As a result, both SAR-based and T-based
approaches are being clinically applied as both require adjustments during
treatment in response to hot spots [69], [70]. One clear advantage of SAR,
however, is its reduced computational complexity and its direct relation to the
steering parameters. In this work, we exploit these benefits and develop SAR-
based methods that allow a quick comparison of a large number of treatment
plans.

3.1 Patient modeling
In today’s state-of-the-art treatment planning for microwave hyperthermia,
virtual patient models are used to simulate the wave propagation in the body
in conjunction with the specific applicator model in use [62]. The patient
models are obtained from CT or MRI scans and subsequently segmented into
a discrete number of tissues [71]. How detailed the segmentation should be,
depends on the frequency utilized by the applicator as well as on the region
to be treated. A study to determine the impact of the number of segmented
tissues in the pelvic region on the SAR distribution revealed the importance
of properly representing high water content tissues [72]. On the one hand,
the set of segmented tissues must be limited to avoid over-fitting. On the
other hand, all the spatial variations in electromagnetic properties that might
affect the wave propagation have to be captured, as well as all critical healthy
tissues where a strict temperature limit must be enforced.
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(a) Sagittal (b) Transverse

Figure 3.2: Example of a patient model, discretized at a resolution of 2 mm. The
model encompasses the upper head and is terminated at the level of
the nose to reduce its computational weight. The applicator and water
bolus are also included (blue shape). The target, a 30 ml meningioma,
is outlined in white.

The second aspect of patient modeling is the resolution. In the pelvic area,
for instance, clinical treatment planning tools utilize resolutions of 2.5 × 2.5 ×
2.5 mm for both simulation and optimization purposes [70]. Conversely, in
the neck region, the current practice is to perform a high-resolution simulation
of the wave propagation followed by a lower resolution optimization step at
5 × 5 × 5 mm [69], [73]. This is done to keep the computational burden of
the optimization process at bay and enable online real-time adaptation of
the steering parameters upon patient complaints. Whether this resolution is
sufficient to capture the wave scattering in small anatomical features such as
nerves and bones is however uncertain. In intracranial heating, the presence of
the skull, whose thickness can be as little as 3 mm [74], is particularly relevant,
as bone exhibits notably different dielectric properties than soft tissues. If
the discretization is realized on a hexahedral grid, the maximum allowable
voxel size has to be further restricted in order to properly sample the skull’s
curvature. Another critical issue is the presence of cerebrospinal fluid, due to
its proneness to heating at microwave frequencies. The interconnected cavities
where this fluid is free to move are also characterized by narrow passages and
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thin strati. Consequently, all computations in this work have been realized on
head models with resolution 2 × 2 × 2 mm.

The subsequent phase in patient modeling is the assignment of the dielectric
and thermal properties to the segmented tissues. As already mentioned, tis-
sue properties exhibit large variations across the population and are difficult
to obtain for a specific patient. Such variations depend on the person’s age
[75], fitness level, and other factors. The variation is typically larger for ther-
mal properties than for electromagnetic ones [68]. In addition to the variance
across the population, intra-patient variations can also be possible between
subsequent treatment sessions. This is due to the body adapting to environ-
mental and behavioral changes to better preserve its homeostasis. Factors
that can affect the tissue response include the ambient temperature, the pa-
tient’s hydration level [76], or whether the patient has carried out any recent
physical activity. Finally, most thermal tissue properties, and blood perfusion
in particular, are dependent on the local temperature itself [77], [78]. This
temperature dependence can strongly affect the plan and ultimately the ef-
fectiveness of the treatment. Nevertheless, a useful and relevant estimation
of the wave propagation and resulting thermal distribution inside the treated
area can still be obtained with a good degree of approximation by relying
on tissue property databases with modified perfusion values [66], [79]. The
uncertainty in the resulting SAR and temperature distributions due to tissue
property variations has been estimated to be around 20 % [80]. In the works
reported here, all the healthy tissue properties have been obtained from the
IT’IS database [55], a valuable collection of literature values from decades of
measurements. To mimic the presence of a tumor in healthy patient mod-
els (Papers A and C), the artificial target volumes have been filled with a
material exhibiting properties equal to the weighted average of the materials
originally composing the volume. When the patient model included a tumor
(Papers B and D), the average of the dielectric properties of all malignant
tissues reported in [81] has been used instead, as recommended by [79]. Some
thermal properties have been further adjusted to reflect the response of tis-
sues to thermal stress: muscle perfusion is increased by a factor 4 due to the
systemic response to heat [78], tumor perfusion is decreased by a factor 0.7
to account for its chaotic vasculature [82], and the thermal conductivity of
the cerebrospinal fluid is increased by a factor 10 to emulate the convective
transport of heat [42].
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3.2 Simulation techniques

The next step in treatment planning optimization is to perform electromag-
netic and thermal simulations [60], [62], by inserting the patient model in a
virtual model of the applicator in use, which also includes the water bolus.
The first simulation computes the E-field and power loss distributions gener-
ated by each antenna. A number of electromagnetic simulation methods have
been described in the literature, either based on the differential or the inte-
gral form of Maxwell’s equations. The electromagnetic field distribution can
be calculated using either the finite-difference time-domain (FDTD) method
or the finite-element (FEM) method. Both methods have seen wide appli-
cation in biomedical engineering. Generally speaking, the FDTD method is
more frequently used in hyperthermia treatment planning as it relies on hex-
ahedral grids, which are easier to interface with patient voxel models. To
avoid the reflection of the electromagnetic waves at the boundaries of the
computational domain, a perfectly matched layer [83] is included. Once the
E-field distributions are available, the resulting power loss distribution relative
to each operating frequency is calculated by superposition after steering each
channel in amplitude and phase according to the treatment plan (Section 3.4).
The electromagnetic energy of the traveling wave is converted into heat as a
consequence of the lossy nature of the tissue. The amount of energy absorbed
in each point can be described by the SAR distribution, which measures the
power loss per unit mass of tissue:

SARf = 1
2

σf

ρ
|Ef |2 (3.1)

where σf is the tissue conductivity at frequency f , ρ is the tissue density,
and Ef the total electric field at this frequency. In a multi-frequency treatment
plan, the overall power deposition can be obtained as the sum of the individual
frequency components:

SAR = SAR1 + SAR2 + . . . + SARf (3.2)

The resulting temperature distribution inside the patient is estimated by
means of a second, thermal simulation where the SAR term is included as
a distributed heat source. The standard thermal modeling in hyperthermia
treatment planning is based on Pennes’ bioheat equation [84]:

20



3.3 Treatment planning quality indicators

ρc
∂T

∂t
= k∇2T + ωρBcB(TB − T ) + Q + SAR

ρ
(3.3)

where ρ is the tissue’s density, c the tissue’s specific heat capacity, T the
temperature, t is time, k is the tissue’s thermal conductivity, ω is the tis-
sue’s blood perfusion coefficient, ρB is the blood’s density, cB is the blood’s
heat capacity, TB is the blood’s temperature, and Q is the heat generated by
the tissue’s metabolic activity. In the term representing the externally ap-
plied heat, the SAR is converted into volumetric power loss density (PLD).
Pennes’ equation describes the tissue’s thermal behavior as a first-order dy-
namic system. By setting the time derivative on the left-hand side to zero,
the steady state temperature distribution can be obtained, which shows the
predicted location of hot spots and tumor temperatures. On this distribution,
the temperature-based hyperthermia treatment quality indicators can be eval-
uated (Section 3.3), and the treatment’s viability can be decided. In this work,
the investigations reported in Papers A and C utilize CST Microwave Studio®

as FDTD-based solver for both electromagnetic and thermal problems [85],
while Papers B and D rely entirely on the FEM-based COMSOL® [86]. Both
applications are established and validated commercial simulation software.

3.3 Treatment planning quality indicators
The goal of hyperthermia treatments is to achieve the prescribed thermal dose
in the entire clinical target volume. For this to be possible, the thermal dose
has to be defined with a quantitative measure. Since the therapeutic effect is
reached by a combination of temperatures above 40 ◦C and prolonged expo-
sure time, the dose metric has to capture these two notions simultaneously.
To this end, the Cumulative Equivalent Minutes at 43 ◦C (CEM43) metric
has been proposed [87] and adopted in clinical trials [88]. The temperature
exceeded by 90 % of the target volume is used as lumped temperature value
for the evaluation of the metric, yielding CEM43T90. The applicability of this
metric in the context of the actual sub-optimal temperatures achieved in the
clinics has been debated, but there appears to be consensus on the metric
representing a good measure of the overall thermal dose [30], [89]. Another
metric (TRISE) based on the median tumor temperature increase T50 and its
duration has also been reported and correlated to clinical outcome [90].
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Regardless of how one measures the cumulative dose, the minimum temper-
ature recorded by a number of discrete invasive probes in the tumor during
a session (presumably represented by T90 of a continuous distribution) has
been directly related to treatment outcome in several clinical studies [65]. To
a lesser extent, this relation has also been seen for the median temperature
(T50). In view of this, the treatment planning stage, where the steady-state
temperature distribution is estimated and optimized, should aim at maximiz-
ing the temperatures in all parts of the tumor, with the only constraint of
the maximum tolerable temperature in healthy tissues. Accordingly, we can
assess the steady-state distribution using precisely the temperature indicators
T90 and T50. These, in turn, have been shown to correlate with the SAR-based
indicators TC50 and HTQ when applied retrospectively to clinical data sets
[91], [92]. These indicators are defined as follows:

• HTQ: hot spot to target quotient [93]:

HTQ = SARR1

SART
(3.4)

i.e. the ratio between the average SAR in the sub-volume containing
the highest 1-percentile SAR among the remaining tissues (SARR1) and
the average SAR in the target volume (SART). Values of HTQ around
or below 1 are typically considered for clinical treatment.

• TCx: iso-SAR target coverage [94]:

TCx = VT(x)
VT

, VT(x) | SAR[VT(x)] ≥ x · SAR[V ] (3.5)

i.e. the fraction of the target volume VT where SAR values are above
a given fraction x of the SAR peak value in the whole patient volume
V . Both the TCx value and the fraction x are usually expressed as
percentage, and the TCx index is evaluated in this work for x = 25 %
or x = 50 % depending on the model at hand. Values of TC25 greater
than 75 % are typically considered for clinical treatment.
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This correlation enables the use of SAR as a surrogate for the temperature
distribution during the treatment planning optimization process, thereby low-
ering the model complexity and saving computational resources. In particular,
TC25 has been shown to directly correlate with clinical outcome [94].

However, point SAR, as given in Equation 3.1, has little value in terms
of temperature prediction. In fact, Pennes’ equation (3.3) acts as a spatial
low-pass filter on the heat sources, while the SAR distribution is evaluated
at the individual grid points and can therefore exhibit sharp changes at the
tissue interfaces. Consequently, if the SAR distribution has to be used as a
surrogate for the temperature, the point SAR has to be smoothed according to
some averaging scheme. For instance, in SAR exposure standards for mobile
phones and other body-contact RF devices, the evaluation of absorption peaks
is carried out over a mass-averaged SAR distribution [95]. This approach is
also adopted in hyperthermia treatment planning, and the averaging scheme
involves the use of a convolution kernel whose size is increased until the mass of
patient tissue inside it reaches a specified amount. The SAR values outside the
patient or in internal lumina (trachea, esophagus, etc.) are excluded from the
average, thus preventing surface hot spots from being potentially overlooked.
The amount of averaging mass is however a matter of debate [96]–[99]. The
consensus for low, non-medical exposures seems to lie on 10 g, which is also
adopted in technical standards. For higher thermal doses, 1 g SAR mass
averaging seems to be a better predictor of the temperature distribution [100].
During our internal evaluations, we noticed that the 1 g-based optimization in
the brain region led to higher tumor temperatures than a 10 g-based one. Once
again, this might be a result of the particular anatomy of the head, where the
skull (≈ 6 mm, [74]) is adjacent to a thin layer of skin (≈ 5 mm, [101]) on one
side and cerebrospinal fluid (≈ 4 mm, [102]) on the other. All these tissues
exhibit considerably different dielectric and thermal properties. In a rough
estimation, assuming the kernel to be cubic and its contents homogeneous,
the averaging cube for cortical bone (ρ ≈ 1900 Kg/m3, [55]) would be of side
≈ 1.7 cm in the 10 g case and ≈ 8.1 mm in the 1 g case . Conversely, in
the case of skin or cerebrospinal fluid (ρ ≈ 1000 Kg/m3, [55]), the cube side
becomes ≈ 2.1 cm (10 g) and ≈ 1.0 cm (1 g). Of course, where the cube is not
entirely filled with a single tissue or part of it lies outside the patient, its size
will vary in between these values or increase further. When compared with the
anatomical layer thicknesses, these estimations suggest that 10 g averaging is
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too coarse to capture the location and severity of hot spots in the superficial
areas of the brain region, which absorb most of the incoming wave. Therefore,
we opted for a 1 g SAR mass averaging scheme for all the treatment planning
optimizations and distribution analyses reported in this work. One exception
is the last study, Paper D, where we used a 5 g scheme due to the coarser
patient model resolution. The averaging scheme is similar to the CST Legacy
one as described in [103], albeit with a spherical kernel rather than cubic.

To further enhance the degree of correlation between the SAR and the
temperature (increase) distributions, the cooling effect of the water bolus can
also be modeled in SAR. Where the bolus is in contact with the patient,
the skin surface is subjected to forced convective heat extraction, as long as
TWATER < 37 ◦C. The convection coefficient at this interface can be as high as
100 W/m2/K [104]. At this rate, the water cooling effectively counterbalances
the high SAR deposition in the first layers of tissue. This mechanism is known
to affect the values of temperature in the body up to 1 cm of depth from the
skin surface. One way to model this in SAR is to simply exclude the first
centimeter of the patient surface in direct contact with the water bolus from
the remaining mask (R) used in the evaluation of the SAR indicators. In
Papers B and D, we do this by expanding the bolus mask in the 3D matrix
model with a morphological operation using a spherical kernel of radius 1 cm

and 2 cm, respectively, and subtracting it from R. This operation must not
affect the areas of the patient that are in contact with air (including internal
lumina), because typical values of natural convection at the air/skin interface
lie in the order of 8 W/m2/K [105] and do not justify neglecting the externally
applied heating.

3.4 Treament planning optimization
Many approaches to determine the optimal amplitudes and phases for each
antenna in the applicator have been proposed, as summarized in excellent re-
views [60], [62]. These steering settings aim at maximizing the thermal dose.
In particular, the multiple objectives of the hyperthermia treatment plan opti-
mization problem, i.e., high target temperatures with extensive coverage and
limited temperature increase in healthy tissues, are mathematically described
by a lumped cost function. Different optimization algorithms, either direct or
iterative, are then applied to solve for this cost function.
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Cost functions for SAR-based optimization

In a study by Canters et al. [63], a number of cost functions for SAR-based
treatment planning were summarized and analyzed in terms of their corre-
lation with the temperatures achieved in the patient. As a result, the HTQ
(Equation 3.4) was proposed and implemented in the clinical routine at the
Erasmus University Medical Center, Rotterdam, The Netherlands [91]. An-
other, widely used, cost function is the target-to-remaining average SAR ratio
defined in the early days by Böhm et al. [106] as follows:

SAF = SART

SARR
(3.6)

where SAF stands for SAR Amplification Factor, SART is the average SAR
in the target, and SARR is the average SAR in the remaining healthy tis-
sues. The main benefit of SAF is that a ratio of quadratic polynomials in the
unknowns (the steering parameters) can be solved directly using eigenvalue
(EV) decomposition. When the resulting SAR (or temperature) distribution
shows overheated healthy regions, a weighting factor can be introduced to
iteratively reduce the power deposition at those locations [107], [108]. EV is a
direct method that provides a fast and deterministic solution and has therefore
been used extensively in clinical hyperthermia treatment planning. However,
it is unclear whether solving for the maximum SAF ratio actually yields the
highest and most homogeneous possible temperature distribution in the tu-
mor. In fact, the analysis of Canters et al. [63] revealed that quadratic cost
function predictions correlate poorly with the temperature rise in the target
volume during clinical treatment. Yet, still to date, SAF and EV-based opti-
mization methods are considered a means to evaluate the heating capabilities
of an applicator design prior to its clinical use [109]–[111]. Furthermore, the
role of the SAF ratio as a cost function for multi-frequency UWB treatment
planning remains unclear.

We have therefore investigated the suitability of EV and SAF for single- and
multi-frequency hyperthermia treatment planning in Paper A. Here, we show
that the SAF ratio (3.6) cannot be maximized by more than one frequency
at a time. In particular, even when the EV solver is complemented by an
iterative optimization procedure that minimizes for another cost function, for
instance, the HTQ as in [108], the final solution will always consist of only
one operating frequency, regardless of how many frequencies are available for
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concomitant treatment. Is this a problem for deep microwave hyperthermia?
Is it a strong limitation to use only one frequency for treatment, as long as
this frequency can be selected across a wideband range? Can the use of mul-
tiple operating frequencies improve target coverage and hot-spot suppression
thanks to their complimentary interference patterns? To answer these ques-
tions, we went a step further and analyzed two realistic test cases, a tumor
in the larynx and a tumor in the meninges. We compared the resulting tem-
perature distributions when a single frequency is used to the case when two
simultaneous frequencies are jointly optimized with respect to their overall
SAR distribution. The latter optimization had to be carried out using some
other cost function than (3.6) and a solver other than EV (in this case, the
Particle Swarm global stochastic optimizer). Results for the larynx indicated
that a single frequency treatment is sufficient to reach satisfying values of
T50 and T90 in this region, and that adding a secondary frequency would not
improve the thermal distribution further. However, when targeting a brain
tumor, introducing a second frequency would increase SAR target coverage,
TC50, by 10 points, and temperature coverage, T90, by 0.5 ◦C with respect
to the best single-frequency solution (from 40.9 ◦C to 41.4 ◦C). In terms of
CEM43T90, such an increase would correspond to a doubling of the thermal
dose. This means that multi-frequency systems do have some potential to
improve hyperthermia in regions typically difficult to treat, such as the brain,
or the treatment of particular tumor shapes and locations.

Unfortunately, filling the gap between a UWB single-frequency RF system
(where any single frequency across an octave bandwidth can be selected) and
a UWB multi-frequency one (where any combination of frequencies across the
octave can be selected for simultaneous radiation) is complicated and costly
in terms of hardware design, especially if the strict requirements on ampli-
tude and phase lock have to be met for each frequency [112]. A workaround
could be to operate a UWB single-frequency system in finely time-interleaved
sequences, switching from one operating frequency to another, and to exploit
the temporal superposition of the power deposition patterns. This approach
might work inasmuch as the switching period is so small that it does not
induce relevant variations (< 0.1 ◦C) in the steady-state temperature dis-
tribution during the whole treatment. To avoid this, the switching period
should be orders of magnitude smaller than the typical thermal washout rates
measured in clinical sessions [113].
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A relevant question to be asked at this point is: if SAF is not an appro-
priate cost function for treatment planning optimization, what cost function
should be used to fulfill all the requirements of hyperthermia treatments and
to fully exploit the potential of multi-frequency systems? At first glance, the
HTQ (3.4) seems to be a promising candidate. The definition of HTQ includes
a non-linear term through the evaluation of the highest 1-percentile SAR in
the healthy tissues. Because of this, it is not subject to the single-frequency
limitation that affects SAF. As mentioned before, HTQ is also used as a treat-
ment quality indicator, and the correlation of its inverse, 1/HTQ, with the
temperature increase in the target has been shown. However, HTQ is not the
sole SAR-based treatment quality indicator. TC25 and TC50 (3.5) need also
be evaluated to determine the viability of a plan prior to treatment. Yet, the
relationship between these indicators is not straightforward. It is unclear, for
instance, whether they assess contrasting objectives in treatment planning or
if their optimal SAR distributions correspond. Furthermore, the limitations
of both indicators when used as cost functions for treatment planning opti-
mization should be clarified. The HTQ aims at suppressing the most relevant
hot spot in the healthy tissues while raising the average power deposition in
the target. Therefore, it does not account for inhomogeneities of the SAR
distribution inside the target volume. As a direct implication, a low HTQ
value, which would suggest a "good" plan, can be achieved with SAR distri-
butions comprising narrow localized peaks in the tumor, while leaving most
of the target volume uncovered and untreated. On the other hand, the TCx

indicator, if improperly used as a cost function, aims at extending the SAR
coverage throughout the target volume with respect to a fixed fraction of the
overall SAR peak inside the patient. This implicitly neglects the possibility
to deliver more raw power to the target, i.e., when the SAR in the target can
exceed this fixed fraction of the peak.

In view of these considerations, we investigated the relationship between
HTQ and TC50 in [114]. In this study, we consider two realistic test cases
of a larynx and a meningioma treatment and obtain the optimal plans with
respect to HTQ and TC50. The results confirm that the two indicators assess
different and not necessarily correlated aspects of the plan. In particular,
optimizing for the HTQ often yields too low values of TC50, indicating poor
coverage. An analog issue occurs when optimizing for TC50: the resulting
HTQ is systematically high. To circumvent this, we proposed a novel cost
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function for deep microwave hyperthermia treatment planning whose aim is
to combine the aspects assessed by HTQ and TCx into one metric. The cost
function, called the hot-to-cold spot quotient (HCQ), is defined as:

HCQp = SARRq

SART p

. (3.7)

where SARV indicates the average SAR in volume V, while Rq (Tp) repre-
sent the q-percentile (p-percentile) sub-volume of healthy (tumor) tissue with
highest (lowest) SAR. We fix the relationship between the two percentiles as:

q = p
|T |
|R|

(3.8)

where |V | is the size of the volume V . As in the HTQ, the purpose of the
hot-spot term in the numerator is to suppress potentially treatment-limiting
SAR peaks in the healthy tissues. The cold-spot term in the denominator,
on the other hand, makes sure that all areas of the target volume are cov-
ered by sufficient SAR deposition for homogeneous heating. The relationship
(3.8) guarantees that the HCQ is always normalized to the patient and target
volume, rendering values of HCQ from different plans comparable.

In Paper B we thoroughly characterize this metric and validate it on a
standardized patient repository prepared by the European Society for Hyper-
thermic Oncology (ESHO) [79]. The repository consists of six patients with
targets in the pelvic region, the breast, and the head and neck. In general,
HCQ-optimal solutions exhibit intermediate values of HTQ and TCx, effi-
ciently compromising between the two goals. Upon thermal simulation, HCQ-
optimal plans produce higher minimum and median tumor temperatures than
HTQ-optimal ones for the same maximum healthy tissue temperature. More
importantly, the value of 1/HCQp shows a higher degree of correlation with
the corresponding temperature percentile T(1−p), suggesting that the metric
is a good predictor of the final treatment plan quality when evaluated on the
mass-averaged and surface-treated SAR distribution. In a few patients, HCQ
also promotes frequency diversity by letting some channels inject power at
a second operating frequency to improve coverage. In one superficial breast
case, however, the correlation between 1/HCQ and the temperature deteri-
orates severely, yielding a poor plan. This is due to the water bolus being
close to the target volume and its convective cooling effect suddenly playing
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an active role in determining the target temperature distribution. In this case,
the treatment becomes more of a superficial one, and the water temperature
itself should be included in a T-based optimization process [115]. It can be
concluded that the single cost function formula (3.7) provides the means for
an effective SAR-based UWB treatment plan optimization for deep-seated
targets and enables meaningful comparisons between different solutions.

Algorithms for optimization
While non-linear cost functions yield more clinically relevant treatment plan-
ning solutions than quadratic ones, the price to pay is the impossibility of
directly determining these solutions. Unlike the SAF ratio, non-linear cost
functions require iterative optimization schemes. In modern clinical plan-
ning tools, the optimization is carried out by global stochastic optimizers,
mainly Particle Swarm (PS) [116]. Another alternative is the use of genetic
algorithms, as they allow for multi-objective optimization [117]. While these
solvers can find the global optimum of any given problem with high probability,
they suffer from slow execution times while demanding large computational
resources. This drawback conveys relevant limitations for online treatment
planning re-optimization, which is mandatory in clinical practice [70]. As
discussed above, planning tools based on stochastic optimizers require coarse
patient model resolutions to maintain real-time usability. However, for in-
tracranial hyperthermia treatments, denser sampling grids and more detailed
patient models are necessary. This calls for faster alternatives to stochastic
optimizers. So far, only a few UWB solvers have been suggested, with a vast
majority of them involving the use of quadratic-programming optimization
[50], [53], [118]. As such, these solvers cannot be applied to non-linear cost
functions, and neither are they able to return the HCQ-optimal distribution.
Consequently, there is a need for fast iterative UWB solvers that can solve for
non-linear cost functions.

One promising method is Time Reversal (TR). TR-focusing is a fast, in-
trinsically wide-band, and deterministic method that has been proposed and
validated as an alternative treatment planning optimization technique for mi-
crowave hyperthermia [119], [120]. TR processing is a well-characterized in-
verse filter initially developed for focusing ultrasound pulses generated by
transducer arrays inside a biological target [121], [122], and subsequently ex-
tended for use with electromagnetic antenna arrays [123]. It exploits the time
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and space reciprocity of the wave equation to determine the optimal phase
and amplitude settings of an array of radiators that will cause the highest
constructive interference to occur at the desired location. In its basic im-
plementation, with a single virtual source placed at the center of the tumor,
TR yields solutions that exhibit good target coverage [49], [120], [124] al-
beit far from the global TCx optimum. Further improvements for hot-spot
management in TR have been proposed for high-intensity focused ultrasounds
(HIFU), based on iterative methods [125]. In general, the major obstacle to
the clinical introduction of TR-based treatment planning optimization is its
limited ability to suppress hot spots.

To improve hot-spot suppression and target coverage in TR-based treatment
planning, we propose a novel deterministic UWB TR-based iterative scheme
(i-TR) in Paper C. The scheme aims at minimizing the HCQ (3.7) and is
specifically tailored to this purpose. The procedure, Fig. 3.3, is initialized at
the classic TR solution obtained by placing a virtual source at the center of
the tumor mass. The resulting (time-reversed) SAR distribution is analyzed,
and the most prominent cold spot is identified as the p-percentile sub-volume
of the target containing the lowest SAR values. A virtual source is placed at

Figure 3.3: Simplified description of the proposed iterative time-reversal scheme.
The blue section indicates a set of cold-spot (phase) iterations, while
the red section refers to a set of hot-spot (amplitude) iterations.
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the center of the cold spot, and a TR solution for focusing at that location
is determined. Similarly, the most prominent hot spot is identified as the
q-percentile sub-volume of healthy tissues containing the highest SAR values.
A virtual source is placed at the center of the hot spot, and a TR solution for
focusing at that location is determined. The algorithm then selects the first
operating frequency in the set and begins improving the current solution by
progressively shifting each channel’s steering phase toward the phase of the
cold-spot solution. At each step, the HCQ is evaluated over the focused SAR
distribution, and the new solution is deemed improved if the HCQ exhibits a
lower value than the previous. Subsequently, the solution is further improved
by progressively shifting each channel’s steering amplitude away from the
amplitude of the hot-spot solution (i.e., towards the inverse of the hot-spot
solution’s amplitudes). If the HCQ does not improve, the next frequency in
the set is selected, and a new attempt is made to improve the solution. Once
the HCQ does no longer improve by either a cold- or a hot-spot step at any
frequency, the SAR distribution is re-evaluated and a new pair of cold and hot
spots are identified and their TR solutions computed. The whole procedure
is then reiterated until the new set of cold-spot and hot-spot solutions does
not bring any improvement in HCQ. The algorithm then halts, and the latest
solution with lowest HCQ is returned as the optimized treatment plan.

In this study, we show that i-TR yields results comparable to those obtained
via global stochastic optimization while being significantly faster. The algo-
rithm is benchmarked numerically for two different applicator array topolo-
gies: a collar for tumors in the neck and a helmet for tumors in the brain.
For the neck model, different target locations and sizes are considered to as-
sess the algorithm’s robustness to different scenarios. The algorithm is also
applied to two realistic cases, a tumor in the larynx and one in the meninges.
For each test case, treatment planning quality and performance indicators are
computed and compared against those obtained with EV, PS, and classic (non-
iterative) TR. Results suggest that the method is successful in finding viable
multi-frequency solutions for a given problem, independently of the target’s
size, location, morphology, or composition. They further indicate that the
method is robust to problems involving mixed polarization axes. The quality
of the i-TR solution can depend on the selected set of operating frequencies.
However, the high execution speed makes it possible to evaluate all frequency
combinations and always determine one viable solution. The treatment plans
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obtained via i-TR are further validated with thermal simulations. We verify
that i-TR can achieve the same tumor temperatures (T50) as the treatment
plans based on global PS-based HTQ optimization. In the larynx case, i-TR
outperforms the HTQ-based plan by 0.4 ◦C, potentially confirming HCQ’s
suitability as a cost function for optimization.
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CHAPTER 4

Applicator Design

In microwave hyperthermia, the energy is delivered to the patient by a ra-
diating antenna. The temperature elevation in deep-seated targets is often
better achieved with a phased array, i.e., a set of coherently driven antennas
placed around the patient. The antennas are suitably fed in amplitude and
phase to create a constructive wave interference to selectively heat the target
region. The steering parameters are optimized during treatment planning, as
discussed in the previous chapter. Currently, all clinically utilized microwave
applicators operate at a single frequency and consist of one or more concentric
rings of antennas whose polarization is aligned with the symmetry axis [14]. In
these applicators, the antennas are immersed in a common water bolus, Fig.
4.1, which fills the gap between the patient and the array. Beyond skin cooling
and impedance matching, the water bolus also serves as a high permittivity
medium to reduce the antenna size. Several parameters can be varied in this
design to achieve the desired power loss distribution pattern, and they have
been investigated in many studies [45], [126]–[128].

The design parameters typically include the operating frequency, the radius
of the circular or elliptical arrangement, the number of rings, the number of an-
tennas per ring, and the distance between the rings. The optimal combination
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Figure 4.1: Clinical dual-ring applicator design, example in the neck region. The
light blue shade represents water. The antennas are indicated with a
pin following their main polarization direction.
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of these parameters depends, in a more or less direct manner, on the operating
frequency itself. The choice of operating frequency, in turn, determines the size
of the resulting focal spot and the penetration depth [129]. For compliance,
the operating frequency is usually selected among the limited set of frequen-
cies allocated for medical use in the regulated spectrum. Therefore, the vast
majority of systems operate at 434, 915 MHz or 2.45 GHz. Systems deployed
for use in shielded rooms can operate outside the ISM bands and utilize lower
frequencies for deeper penetration. In the pelvic and abdominal regions, for
instance, the typical operating frequency is between 70 and 140 MHz. Accord-
ingly, the consolidated recipe for the design of a single-frequency applicator
involves the following steps: 1. determine the operating frequency based on
the region to be treated, 2. choose a narrow-band directional antenna at the
target frequency, 3. determine the best array arrangement based on the previ-
ous constraints (and other external constraints such as space, cost, etc.). The
clinical systems used nowadays for treatments of tumors in the pelvic region,
the abdomen, and the head and neck, have mostly been designed according
to this approach [128].

In the UWB setting, this approach is no longer applicable. The design of
UWB systems cannot be based on the target operating frequency precisely
because this is no longer uniquely defined. Rather, an operating band must
be chosen. This band can span more than an octave and is only constrained
by external factors, such as the (commercial) availability of RF components
and their cost. In fact, in terms of deep microwave heating, the operating
band can be located anywhere between ≈ 1 MHz and ≈ 1 GHz. Beyond this
limit, the penetration depth of the impinging wave becomes gradually irrel-
evant and its effect on the body temperature can only be seen within a few
centimeters from the skin surface [25]. The actual penetration depth obtained
by a conformal array of antennas is higher thanks to the array effect, but
similar considerations apply. Ideally, lower frequencies should be included to
support heating at depth, while higher frequencies can contribute to the spa-
tial refinement of the thermal dose distribution. The microwave hyperthermia
system for head, neck, and brain treatments, currently under development at
Chalmers, features 16 channels designed to operate across the 300 ∼ 800 MHz
frequency band. The diameter of the smallest achievable focal spot (λ/2) at
300 MHz is ≈ 5.3 cm in water, while at 800 MHz this diameter is ≈ 2.0 cm.
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The ideal antenna for UWB treatments should exhibit the following char-
acteristics across the whole bandwidth:

• high return loss (> 10 dB)

• directional (no back radiation)

• low cross coupling (< −10 dB) between nearby elements

• high operating power (≈ 150 W)

• small size (< λ
2 )

Few designs are capable of fulfilling all these requirements over an octave
or more. In our studies, we utilize self-grounded bow-tie (SGBT) antennas
[130], Fig. 4.2a. These antennas are electrically small and exhibit natural
directivity. Our group previously adapted the antennas for use in water [131].

In addition to the choice of bandwidth, the design of an applicator for
the brain region entails yet another degree of freedom. Unlike other body
parts, in fact, the head allows for a semi-spherical helmet array morphology,
as visualized in Fig. 4.3a. The array can be entirely conformal to the head,
fully exploiting the surface available on the scalp, Fig. 4.3b. In terms of
heating capability, the inclusion of more antennas at different angles can lead

(a) Antenna Model (b) Reflection Coefficient

Figure 4.2: The 400 − 800 MHz SGBT antenna for brain applicators. The blue
shade indicates water. b) reports the reflection coefficient when the
antenna is applied to a 1 cm thick water bolus surrounding the scalp.
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to better tumor coverage [52]. Furthermore, these antennas can be polarized
in different directions to compensate for the distortions and irregular wave
scattering introduced by the strongly heterogeneous anatomy of this region.
In other words, letting the antennas rotate around their directional axis might
increase the average net power delivered to the target while reducing the
magnitude of the SAR peaks in the surrounding healthy tissues. This gain,
however small, might be crucial in the brain, where extraordinary control in
the delivery of heat is essential to avoid damage to life-critical organs.

Having relaxed so many geometrical constraints, it is now clear that the
commonly used strategies in applicator design, based on single parameter
studies, become inadequate to tackle all the additional degrees of freedom.
The logical next step in the design of a helmet applicator is to combine all
these parameters into a global optimization process:

• the number of antennas

• the location of each antenna

• the rotation of each antenna

E
c,f

E
f

(a) Collar Applicator

?

E
f

E
c,f

(b) Helmet Applicator

Figure 4.3: Collar versus helmet applicator topology. The antennas are indicated
by black pins. The focal spot is indicated with a red dot, and the
E-field of each channel at this location is indicated with a red arrow.
In the helmet case, the resulting E-field polarization at the focal spot
cannot be determined right away, as the antennas contribute each with
a different angle to the power deposition at the focus.
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The goal of the optimization is then to find the antenna arrangement that
yields maximum target coverage and hot-spot suppression for a given patient.
The optimization can be carried out with a global stochastic optimizer config-
ured to minimize the HCQ, described in Section 3.4. In principle, the number
of antennas should always be the highest possible to maximize the array ef-
fect, and is only limited by the available water bolus surface and the minimum
distance between elements. At the same time, it is well known that for a given
patient and target volume, only a subset of the array is typically active during
treatment [110], [132]. This fact allows us to treat the number of antennas
as fixed and let the optimizer determine their locations and rotations. The
process can then be repeated for an increasing number of antennas until the
HCQ no longer shows a relevant improvement. Thus, for a given number
of antennas, the optimization variables are the coordinates of each antenna
around the scalp together with its rotation angle. These variables are defined
on continuous intervals and are therefore suitable for use with efficient global
and local optimization algorithms. Such iterative algorithms demand an eval-
uation of the cost function for a new candidate solution at each step. Since
each new solution corresponds to a previously unexplored array configuration,
both the E-fields and the steering parameters have to be determined anew.
The evaluation of the cost function consists of two stages:

1. Simulate the UWB wave propagation for each antenna in the current
array configuration.

2. Determine an HCQ-optimal plan for the current configuration and re-
turn its HCQ value as cost.

Step 1 can be particularly time-consuming and resource-demanding. In a
realistic case of a 16-channel UWB applicator, a full array plus patient simula-
tion with curved antenna elements at the appropriate resolution can last days.
At the same time, a global optimization procedure with 3 variables for each
antenna can take up to thousands of iterations to complete. Consequently, for
the optimization to be feasible, the evaluation of the cost function should run
within minutes. Having developed a fast UWB treatment planning algorithm
in Paper C to carry out Step 2 within a reasonable time, we need to accelerate
the procedure in Step 1. To do so, we introduce a rapid E-field approximation
method in the next section.
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4.1 Field interpolation and array evaluation
In Paper D, the first part of the problem is tackled and a novel field inter-
polation technique is presented. This technique allows for a quick estimation
of the E-field distribution generated by an antenna at any location across the
applicator surface. The interpolation is based on a pre-calculated set of E-field
distributions generated by a single antenna at fixed locations around the head,
forming an interpolation grid, Fig. 4.4. The E-field generated by an individ-
ual antenna at a specific location is then obtained by a linear combination
of the three nearest sampled locations. To address the distortion caused by
coupling between nearby antennas, a recursive model to mimic the multiple
reflections between pair of elements is proposed. The model utilizes the indi-
vidual antenna fields to determine the overall field of one antenna in the array
configuration. The fields of the passive antennas are added to the field of the
active antenna according to a coupling constant that is proportional to the
projection of the active antenna field onto the passive antenna’s polarization
axis, Fig. 4.5. This is repeated for each antenna in the array. Thereafter, it is
possible to superpose the single antenna distributions with applied phase and
amplitude steering to obtain a good estimate of the overall array pattern.

(a) Single Antenna Setup (b) Interpolation Grid

Figure 4.4: E-field interpolation method. (a): a single antenna is simulated at
a number of fixed locations around the head. (b): the E-field due
to an antenna at query location Oa is determined by linear weighted
interpolation of the simulated E-fields at grid locations (O1, O2, O3).
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Figure 4.5: Coupling modeling method. An active antenna A and a passive an-
tenna P are considered in a spherical brain applicator. A correlation
factor between the coupled field EA+P and the passive antenna field
EP is determined. This is found to be proportional to the projection
onto UP of the individual field EA at the location of the passive an-
tenna.

This field approximation method is validated and used in conjunction with
the previously developed i-TR treatment plan optimization scheme to improve
the design of an applicator for a specific paediatric brain cancer patient. The
method is accurate enough to provide qualitative indications about the most
suitable antenna arrangement for a given tumor shape and location. The opti-
mized designs for a given number of array elements are compared to canonical
solutions of one or two rings of equally spaced antennas. The results confirm
that a helmet applicator with an optimized antenna arrangement can improve
the temperature distribution with respect to a classical ring design. Future
developments will include the relaxation of the antenna polarization angle
and the approximation of any rotation around its W axis by means of two
orthogonal simulations for each interpolation grid point.
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4.2 Application to a pediatric patient model
The most common clinical use of hyperthermia in oncology is as an adjuvant
modality to radiotherapy. In a combined workflow, the patient is irradiated
following a typical fractionation schedule, and hyperthermia is added weekly
or twice a week, after the radiotherapy session and possibly within four hours
from it [133]. Thanks to efforts spent in modeling the impact of hyperthermia
on the radio-biological dose [134], it has recently become possible to quanti-
tatively estimate the gain in therapeutic outcome of the combined treatment
with respect to radiotherapy alone. In Paper E, we develop a plan for a com-
bined radiotherapy and hyperthermia treatment of a pediatric medulloblas-
toma patient (Fig. 4.6) using the biologically effective dose model.

In the study, an early prototype of an optimized helmet applicator, designed
to operate across the 300 ∼ 800 MHz band, is used to deliver the hyperther-
mia treatment (Fig. 4.7). Since this investigation was conducted before the
validation of HCQ, the HTQ has been used as a cost function for both the
antenna arrangement and the treatment plan optimization. From the thermal
simulation, Fig. 4.8, the achieved tumor temperatures are T90 = 39.0 ◦C and
T50 = 39.8 ◦C. These relatively low temperatures are partly due to the strict
limit of 42 ◦C that has to be imposed on healthy tissues in this region [135].

(a) Transverse (b) Sagittal

Figure 4.6: Model of a pediatric patient showing a medulloblastoma, outlined in
black. Sections taken at tumor center.
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The limiting hot spot emerges, as expected, in the pocket of cerebrospinal
fluid adjacent to the brainstem.

Despite the sub-optimal range of tumor temperatures, the optimized hel-
met applicator manages to produce a selective temperature increase that is
sufficient to halve the ionizing dose for the same clinical outcome. The impor-
tance of this result can be understood considering that, even with the latest
and most precise stereotactic radiosurgery devices, part of the radiation will
always leak into healthy brain tissue. This, in turn, is known to cause the
emergence of long-term sequelae in survivors, such as cognitive impairment,
growth disorders, and disability [136]. The shown potential of hyperthermia
to reduce the overall radiation dose while maintaining its curative effect is
thus extremely encouraging, especially in pediatric patients. The outcomes of
this investigation indicate that microwave heat delivery into large intracranial
tumors is feasible, and motivate further development of specific applicators
for this site.

(a) Front (b) Left (c) Right (d) Top

Figure 4.7: Resulting helmet applicator antenna arrangement for the treatment of
a large medulloblastoma in a pediatric patient. The array consists of
4 larger and 4 smaller antennas, operating at different and partially
overlapping frequency bands.
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(a) Transverse (b) Sagittal

Figure 4.8: Temperature distribution obtained in the medulloblastoma patient us-
ing an early version of optimized helmet applicator. The maximum
temperature in all healthy tissues is 42 ◦C. Note the main hot spot
appearing in the pocket of cerebrospinal fluid ventral to the target vol-
ume (outlined in white).
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CHAPTER 5

Remaining Challenges

This thesis deals with different aspects of the development of UWB hyper-
thermia applicators to treat intracranial tumors. Its purpose is to show that
non-invasive UWB microwave hyperthermia is a viable treatment option in
this location and that more research efforts should be spent in this direc-
tion. Patient-specific array design and treatment planning optimization can
increase the tumor temperatures and the thermal dose to the levels required
to achieve a therapeutic gain when combined with other treatment modalities.
Nevertheless, from an engineering perspective, the task remains a challenging
one and has to be tackled from many angles. The deployment of a robust,
reliable, and safe microwave hyperthermia system is not limited to the design
of a good applicator. Many practical issues must be considered and solved
before such a system can be adopted for clinical use.

First of all, the applicator has to be backed by a reliable RF amplifying
system. Each channel in the RF cascade must be able to be steered in ampli-
tude and phase at any frequency of the operating band within the necessary
precision. The hyperthermia system and the clinical setup have to match the
accuracy required for the treatment plan to be meaningfully applied [112],
[137]. The treatment plan optimization, in fact, assumes that the virtual
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model corresponds exactly to the actual setup during each treatment session.
Unfortunately, this is often not the case [138], [139], as the patient and the
applicator can be slightly misplaced with respect to each other. Furthermore,
the currently used water-boli are prone to unpredictable shape deformations
due to their thin plastic casings and can also be subject to air leakages when
the internal water pressure is insufficient. The presence of air bubbles and
plastic layers between an antenna and the patient is detrimental to the treat-
ment, as they cause unpredictable wave scattering and thus differences in the
resulting power deposition pattern. A summary of possible mismatches is
reported in Fig. 5.1.

Geometrical differences aside, the numerical model suffers also from the
large spread in dielectric and thermal properties that characterize biological
tissue [66], [80]. The use of an average value from the literature can produce
shifts in the thermal pattern if the patient is an "outlier". The ideal way to
address this would be to directly measure the tissue properties for each pa-
tient. Of course, this would entail an additional workload for the staff and the
patient, so the methods used have to be accurate and automated enough to
justify their adoption. Most techniques rely on the use of MRI scanners, which

Figure 5.1: Potential mismatches between the assumptions made by the treatment
planning optimizer and the actual treatment setup, example in the
neck.
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are unfortunately known to be expensive and cumbersome. MRI-derived mea-
surements can provide information about the in-vivo dielectric properties and
real-time thermometry during treatment [140], [141]. Thermal properties can
theoretically be estimated via thermal washout model fitting [142]. Other
non-MRI-based approaches include electric impedance tomography (provid-
ing a map of dielectric properties at lower RF frequencies) and ultrasound
imaging (used for mass density measurements but also temperature tracking
via differential imaging). All these techniques involve the use of some mea-
suring device that is separated from the hyperthermia (and the radiotherapy)
device.

To increase the accuracy of a hyperthermia treatment and reduce its bur-
den on the clinical workflow, it would be very convenient if the same system
used for treatment could also be used for imaging purposes. Microwave imag-
ing is the perfect candidate to attain this [143]. In an embedded microwave
system, the same array of antennas can be used to radiate focused power in
the patient and to perform scattering measurements (S-parameters). The in-
formation contained in the S-matrix can then be processed to determine a
map of permittivity and conductivity within the treated domain. We believe
that correct quantitative imaging would be profitable under two fundamental
aspects: as a patient- and frequency-specific dielectric property distribution
for numerical simulations and treatment plan optimization, and as a means
to detect the patient misplacement upon each session. Repeated differential
measurements during treatment can in principle also be exploited to track
changes in the distributions and perform real-time thermometry [144]–[146].

Our biomedical research group at Chalmers has a long-established experi-
ence in the field of theoretical and applied microwave image reconstruction
[147]. In parallel with a novel helmet applicator design, we have initiated a
study on the possibility of incorporating a Vector Network Analyzer (VNA) in
the hyperthermia RF system, as illustrated in Fig. 5.2. Note that, in narrow-
band systems, the information acquired would be limited and very likely not
sufficient for this purpose. In a UWB system, information about the group
delay and pulse attenuation can be obtained across the same operating band
used for treatment, providing a much larger base for tomography computa-
tions. From an engineer’s point of view, the integration of a VNA has the
potential to provide the feedback control necessary for more accurate power
delivery and hopefully "close the loop" in microwave hyperthermia treatments.
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Figure 5.2: Integrating a VNA into a multi-channel UWB hyperthermia system
has the potential to provide on-site measurement of the dielectric tis-
sue properties and even real-time thermometry during treatment. Di-
rectional couplers or RF switches separate the high-power treatment
signal (in red) from the low-power measurement signal (in blue).
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CHAPTER 6

Summary of included papers

This chapter provides a summary of the included papers. Note that the pa-
pers are not presented in chronological order, but rather follow the sequential
steps in the implementation of UWB treatment planning for deep microwave
hyperthermia.
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6.1 Paper A
Massimiliano Zanoli, Hana Dobšíček Trefná
Suitability of eigenvalue beamforming for discrete multi-frequency hy-
perthermia treatment planning
Medical Physics
16 September 2021
©Wiley Online Library
DOI: 10.1002/mp.15220

In this paper, we investigate whether using the eigenvalue (EV) decomposi-
tion to solve for the power deposition ratio Γ is a suitable method for single-
and multi-frequency hyperthermia treatment planning optimization. We show
that Γ cannot be maximized by more that one frequency at a time. In partic-
ular, even when the EV solver is complemented by an iterative optimization
procedure that minimizes for another cost function, the final solution always
consists of only one operating frequency, irrespective of how many frequencies
are available for concomitant treatment. We further investigate whether the
single-frequency limitation represents a problem for deep microwave hyper-
thermia, and whether the use of multiple operating frequencies can improve
target coverage and hot-spot suppression. Two realistic test cases are consid-
ered: a tumor in the larynx and a tumor in the meninges. We compare the
resulting temperature distributions for a single frequency to the case when
two simultaneous frequencies are jointly optimized with respect to their over-
all SAR distribution. The latter optimization is carried out using non-linear
cost functions (HTQ and TC50) and a global stochastic optimizer, Particle
Swarm (PS). Results for the larynx indicate that a single frequency treatment
may be sufficient to reach satisfying values of T50 and T90 in this region, as
adding a secondary frequency does not improve the thermal distribution fur-
ther. However, in the brain case, introducing a second frequency increases
the SAR target coverage, TC50, by 10 points, and temperature coverage, T90,
by 0.5 ◦C with respect to the best single-frequency solution (from 40.9 ◦C to
41.4 ◦C). In terms of CEM43T90, such an increase corresponds to a doubling
of the thermal dose. We can conclude that multi-frequency systems do have
the potential to improve hyperthermia treatments in regions typically difficult
to treat such as the brain, and that the average power deposition ratio is not
a suitable cost function for multi-frequency optimization.
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6.2 Paper B
Massimiliano Zanoli, Hana Dobšíček Trefná
The hot-to-cold spot quotient for SAR-based treatment planning in deep
microwave hyperthermia
Submitted to the International Journal of Hyperthermia
01 June 2022

In this paper, we validate our recently proposed novel cost-function for SAR-
based hyperthermia treatment planning optimization, the hot-to-cold spot
quotient (HCQ). The HCQ is intended to combine the well known SAR met-
rics regarding hot-spot suppression and target coverage into one, thus enabling
the concomitant optimization of both. To make the validation relevant, we
use the ESHO patient repository for the Grand Challenge on Computational
Modeling, consisting of six patients: two with targets in the pelvic region, two
in the breast, and two in the head and neck. A global stochastic optimizer
is used to obtain the optimal plans with respect to the novel HCQ and the
consolidated HTQ cost functions in single- and multi-frequency settings. As
the HCQ depends on a percentile p, we include a sensitivity analysis to this
parameter. Upon thermal simulation, the HCQ-optimal plans outperform the
HTQ ones in most patients, with up to 1 ◦C gain in T90. Furthermore, the
value of 1/HCQ exhibits a higher degree of correlation than 1/HTQ with the
resulting tumor temperature. The sensitivity analysis on p suggests that this
parameter reflects the behavior of the resulting temperature percentile in the
target. Only in one superficial breast target does the performance of HCQ
drop severely. We interpret this as due to the vicinity of the water bolus,
whose cooling effect directly affects the temperature distribution in the tar-
get. In such case, the general correlation between SAR and temperature is
hampered, and the use of a T-based optimizer, with the water temperature
as optimization parameter, is recommended. It can be concluded that HCQ
provides the means for an effective multi-frequency HTP optimization in deep
microwave hyperthermia and enables meaningful comparisons between differ-
ent solutions.
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6.3 Paper C
Massimiliano Zanoli, Hana Dobšíček Trefná
Iterative time-reversal for multi-frequency hyperthermia
Physics in Medicine & Biology
16 December 2020
©2020 Institute of Physics and Engineering in Medicine
DOI: 10.1088/1361-6560/abd41a

In this paper, we propose a novel, deterministic UWB iterative scheme
based on time-reversal (i-TR). The method, which aims at minimizing the
hot-to-cold spot quotient (HCQ), improves hot-spot suppression and target
coverage of classic time-reversal (TR) based microwave hyperthermia treat-
ment planning. The procedure is initialized at the TR solution obtained by
placing a virtual source at the center of the tumor mass. The resulting, time
reversed, SAR distribution is analysed and the most prominent cold-spot and
hot-spot are identified in the tumor and in the healthy tissues, respectively.
Two TR solutions are then determined at the cold- and hot-spot centers. The
algorithm improves the current solution by progressively shifting the steer-
ing phases towards the cold-spot solution and the steering amplitudes away
from the cold-spot solution. In this study, we show that i-TR yields results
comparable to those obtained via global stochastic optimization, while being
significantly faster. The algorithm is benchmarked numerically for two differ-
ent applicator array topologies: a collar for tumors in the neck and a helmet
for intracranial tumors. For the neck model, different target locations and
sizes are considered. The algorithm is also applied to two realistic cases: a
tumor in the larynx and one in the meninges. For each case, HTP quality and
performance indicators are measured and compared against those obtained
with eigenvalue, particle swarm and classic TR. The results suggest that the
method is successful in finding viable multi-frequency solutions for a given
problem, independently of the target’s size, location, morphology or compo-
sition. They further indicate that the method is robust to problems involving
mixed polarization axes. The treatment plans obtained via i-TR are further
validated with thermal simulations. It is shown that i-TR can achieve similar
tumor temperatures (T50) as the treatment plans based on global HTQ opti-
mization. In the larynx case, i-TR outperforms the HTQ-based plan by 0.4 ◦C,
advocating the suitability of the HCQ as cost function for optimization.
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6.4 Paper D
Massimiliano Zanoli, Hana Dobšíček Trefná
Antenna arrangement in UWB helmet brain applicators for deep mi-
crowave hyperthermia
Submitted to Cancers
15 November 2022

In this paper, we propose a novel E-field interpolation technique that cal-
culates the field due to an antenna at any location around the scalp from a
limited number of initial simulations. We further devise a method for modeling
the coupling between nearby antennas starting from the very same individ-
ual antenna fields. We evaluate the approximation error against full array
simulations. We demonstrate the design technique in the optimization of a
helmet applicator for the treatment of a large medulloblastoma in a paediatric
patient. The field approximation provides a full array distribution in about
1/200 of the time typically necessary to simulate the same array on a com-
mercial FEM software. The optimized applicator achieves 0.3 ◦C higher T90
than a conventional ring applicator with the same number of elements.
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6.5 Paper E
Morteza Ghaderi Aram, Massimiliano Zanoli, Håkan Nordström, Iu-
liana Toma-Dasu, Klas Blomgren, Hana Dobšíček Trefná
Radiobiological Evaluation of Combined Gamma Knife Radiosurgery
and Hyperthermia for Pediatric Neuro-Oncology
Cancers
30 June 2021
©2021 MDPI
DOI: 10.3390/cancers13133277

This study aims to extend the interaction model of hyperthermia and radio-
therapy for the computation of the combined dose by incorporating oxygena-
tion effects. To illustrate the methodology, we present a clinically relevant
application in pediatric oncology, which is novel in two ways. First, it deals
with medulloblastoma, the most common malignant brain tumor in children,
a type of brain tumors not previously reported in the literature of thermora-
diotherapy studies. Second, it makes use of an optimized helmet applicator
for the delivery of the microwave hyperthermia treatment and the Gamma
Knife for the radiotherapy part. Quantitative metrics like the biologically ef-
fective dose (BED) and the tumor control probability (TCP) are used in a
brain model to assess the efficacy of the combined plan.
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Abstract

Purpose: Thermal dose delivery during microwave hyper-
thermia (HT) cancer treatment is expected to benefit from
the introduction of ultrawide-band (UWB) phased array ap-
plicators. A full exploitation of the combination of different
frequencies to improve the deposition pattern is however a non-
trivial problem. It is unclear whether the cost functions used
for HTP optimisation in the single-frequency setting can be
meaningfully extended to the UWB case.
Method: We discuss the ability of the eigenvalue (EV) and
a novel implementation of iterative-eigenvalue (i-EV) beam-
forming methods to fully exploit the available frequency spec-
trum when a discrete set of simultaneous operating frequencies
is available for treatment. We prove that the quadratic power
deposition ratio solved by the methods can be maximized by
only one frequency in the set, therefore rendering EV inade-
quate for UWB treatment planning. We further investigate
whether this represents a limitation in two realistic test cases,
comparing the thermal distributions resulting from EV and i-
EV to those obtained by optimizing for other non-linear cost
functions that allow for multi-frequency.
Results: The classical EV-based single-frequency HTP yields
systematically lower target SAR deposition and temperature
values than non-linear HTP. In a larynx target, the pro-
posed single-frequency i-EV scheme is able to compensate
for this and reach temperatures comparable to those given
by global non-linear optimisation. In a meninges target, the
multi-frequency setting outperforms the single-frequency one,
achieving better target coverage and 0.5 ◦C higher T90 in the
tumor than single-frequency based HTP.
Conclusions: Classical EV should be avoided for HT treat-
ment planning purposes. The proposed single-frequency i-EV
scheme can be a viable option depending on the patient and
tumor to be treated, as long as the proper operating frequency
can be selected. Multi-frequency HT can bring a considerable
benefit in regions typically difficult to treat such as the brain.
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1 Introduction
In deep microwave hyperthermia (MW-HT) for cancer treatment, RF energy is
deposited into a tumor by a phased array of antennas surrounding the patient
[1], [2]. The aim is to heat the tumor up to temperatures of 40−44◦, which have
been proven to enhance the therapeutic effects of radio- and chemo-therapy
[3], [4]. The challenge in deep MW-HT is to reach an adequate thermal dose
coverage of the target volume while sparing the surrounding healthy tissues
from excessive temperatures. To this end, each array channel is independently
steered in amplitude and phase at the chosen operating frequency to shape
the interference pattern inside the patient and generate a focus in the target
volume.

The list of regional deep MW-HT applicators currently used in the clinics
includes systems working at 70 ∼ 100 MHz for the pelvic and abdominal
region [5], [6] and 434 MHz for the head and neck [7]. All these system are
designed to operate at a single frequency. The choice of this frequency is
a trade-off between expected penetration depth and focal size [8]–[10]. The
balance between these requirements might however change depending on the
particular patient and target to be treated. If the target volume is small
compared to the wavelength, a larger region is heated, which increases the
risk for treatment-limiting hot-spots to arise in the adjacent healthy tissues.
On the other hand, larger tumors might not be sufficiently covered by heat
deposition when the focal spot is small, leaving out untreated areas. Thus,
a one-fits-all operating frequency approach, while allowing for simpler RF
system design, might lead to the impossibility of achieving high thermal doses
in some patients, who might end up being excluded from the treatment [11],
[12].

For the above reasons, a ultrawide-band (UWB) system providing the pos-
sibility to select among different operating frequencies for the treatment is
desirable. The benefit is expected to be even higher if the treatment can hap-
pen at two or more concomitant and independently-steerable frequencies, as
the superposition of their interference patterns might improve target coverage
and hot-spot suppression [13], [14]. Provided that such a system is available,
the hyperthermia treatment planning (HTP) stage, where the array’s steering
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settings are determined, has to be adapted for the UWB setting. A limited
number of UWB HTP methods have been suggested in the literature: time
reversal focusing [15], [16], stochastic global optimization [10], [17], quadratic
programming [14], [18], and a form of eigenvalue beam-forming using FIR
filters (UWB pulses) [19]. The latter, FIR-based approach, would however
require the manufacturing of a RF amplifying system with an independently
programmable FIR line for each channel. This solution is difficult and costly
to realize, especially with the level of accuracy required for MW-HT treat-
ments [20]. A good compromise between robustness and complexity is given
by a multi-frequency system, where two or more discrete operating frequencies
are selected across the available UWB range for simultaneous or finely time-
interleaved treatment [21]. Time-reversal (TR) beam-forming is a promising
approach in this respect, however current forms [22] lack the ability to properly
control hot-spot formation. Recent and ongoing work is aiming at improving
TR-based UWB HTP by means of iterative hot-spot suppression and cold-
spot coverage [23]. Stochastic optimization, usually implemented via particle
swarm (PS), is computationally demanding already in the single-frequency
setting. Current applications of PS-based HTP require in fact a considerable
coarsening of the patient model resolution to keep the execution times within
reasonable limits for clinical use [24], and research is ongoing to improve on
this aspect [25]. While PS can be easily extended to the multi-frequency
problem, it is unlikely a viable option in practice due to the higher number of
iterations and the longer time required for convergence.

An attractive alternative for HTP optimization is the clinically established
eigenvalue (EV) beam-forming algorithm [26]. In EV-based HTP, the problem
is defined as follows: find the set of steering parameters that maximizes the
ratio of the average specific absorption rate (SAR) in the target to the average
SAR in the healthy tissues. The problem can be solved directly because the
ratio is quadratic in the unknown terms, i.e. the steering parameters. This
makes EV-based HTP fast and deterministic, a clear benefit under many as-
pects. However, quadratic cost functions have been shown to poorly correlate
with the temperature rise in the target, because they do not address the pres-
ence and severity of localized SAR peaks outside the target which can result in
treatment limiting hot-spots[27]. Consequently, more suitable cost-functions
have been proposed to better fulfil the quality requirements of hyperthermia
treatments. However, these cost-functions are in general non-linear and can-
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not be solved for directly via EV. Nevertheless, several workarounds have been
suggested in the literature to improve the EV solution with respect to such
non-linear cost functions by means of iterative procedures[28], [29]. These pro-
cedures return good approximations of the optimal SAR deposition pattern in
the single-frequency setting. Still, it is unclear whether the EV method can be
meaningfully extended to the case of a discrete set of operating frequencies.
Multi-frequency constrained quadratic-programming HTP methods have been
suggested[14], [18], yet these, while promising, do not aim at solving for the
more clinically relevant non-linear cost-functions needed in hyperthermia. In
this paper, we derive the EV problem for the multi-frequency case and show
that the steering solution maximizing the SAR ratio cannot include more than
one active frequency at a time. Subsequently, we propose a novel EV-based
iterative scheme for HTP optimisation that minimizes a clinically relevant
non-linear cost-function, the HTQ. This method is also subjected to the same
single-frequency limitation of classical EV. Therefore, we investigate whether
the single-frequency constraint can be a limiting factor in hyperthermia treat-
ments by comparing the temperature distributions resulting from single- and
multi-frequency HTP optimizations in two realistic targets, one in the neck
region and one in the brain.

2 Theory

In the following analysis, a lower-case a denotes a real scalar value, an upper-
case A denotes a real vector value, a tilde ã, Ã denotes a complex value, a
bold symbol a, A denotes an array or matrix. Ã∗ is the element-wise complex
conjugate of Ã, while Ãt is the transpose of Ã. Field distributions and mate-
rial properties are assumed to be space-dependent. The E-field is also further
assumed to be linearly polarized everywhere, with unitary direction vector de-
noted by Ê. However, the analysis can be easily extended to multi-polarized
fields by superposition.

Once the complex vector E-field distributions Ẽc,f due to each channel/antenna
c have been obtained inside the patient for each frequency f by means of sim-
ulations, the total field at frequency f is obtained by superposition:
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Ẽf =
nc∑
c

p̃c,f Ẽc,f = p̃1,f Ẽ1,f + p̃2,f Ẽ2,f + · · · + p̃nc,f Ẽnc,f (A.1)

where p̃c,f is the steering parameter for channel c at frequency f , and nc

is the number of channels. The time-averaged power loss density P̄f of this
sinusoidal field is given by:

P̄f = 1
2σf ||Ẽf ||2 = 1

2σf ⟨Ẽ∗
f , Ẽt

f ⟩ = 1
2σf ⟨p̃t∗

f Ẽ∗
f , Ẽt

f p̃f ⟩ (A.2)

where σf is the frequency-dependent material conductivity and ⟨·, ·⟩ denotes
the scalar product. The quadratic vector-matrix multiplication form in the
rightmost term of (A.2) has been obtained by expanding each Ẽf with the
sum in (A.1) and by defining the following vectors:

p̃f = [ p̃1,f p̃2,f . . . p̃nc,f ]t

Ẽf = [ Ẽ1,f Ẽ2,f . . . Ẽnc,f ]t
(A.3)

The total SAR deposition within a volume V due to frequency f is ob-
tained by dividing the time-averaged power P̄f by the material density ρ and
integrating:

SARV
f =

∫
V

P̄f

ρ
dv = 1

2 p̃t∗
f

(∫
V

σf

ρ
⟨Ẽ∗

f , Ẽt
f ⟩ dv

)
p̃f (A.4)

The inner term within parentheses can be identified as the SAR correlation
matrix for the volume V :

q̃V
f =

∫
V

σf

ρ
⟨Ẽ∗

f , Ẽt
f ⟩ dv ∈ C nc×nc (A.5)

The single-frequency SAR focusing problem consists in determining the set
of optimal steering parameters ˆ̃pf that maximizes the ratio of the SAR in the
target volume T to the SAR in the remaining tissues R:

ˆ̃pf = argmaxp̃f

{
Γf =

SART
f

SARR
f

=
p̃t∗

f q̃T
f p̃f

p̃t∗
f q̃R

f p̃f

}
(A.6)

The ratio Γ has assumed different names in the literature, depending on
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which material properties are included as weighing factors in (A.5). Examples
are the average power absorption (aPA, [9]) and the SAR amplification factor
(SAF, [30]).

The problem (A.6) is a generalized eigenvalue form where the solution ˆ̃pf

is given by the eigenvector u relative to the largest eigenvalue λ of:

au = λbu (A.7)

with a ≡ q̃T
f and b ≡ q̃R

f . In order to extend the analysis to a finite set of
nf discrete frequencies, we start again from the complex E-field distribution
at each frequency as given by (A.1). However, since the resulting field is no
longer purely sinusoidal, we need to derive the time-averaged power P̄ from
the real and instantaneous E, which can be described by the superposition of
the linearly polarized fields at each frequency:

E =
nf∑
f

Ef =
nf∑
f

Êf ||Ẽf ||cos(2πft + ∠⟨Êf , Ẽf ⟩) (A.8)

Let us consider only two separate frequencies fi and fj . Their resulting
instantaneous power deposition in the tissue is given by:

P = ⟨J, E⟩ = ⟨σiEi + σjEj , Ei + Ej⟩ (A.9)

where J is the electric current density. The time-averaged power loss
density is obtained by integrating P over a period T which is common to
both frequencies. Such common period might not exist if the ratio fi/fj

is irrational. In practical cases, however, the operating frequencies can be
assumed to be integer numbers (e.g. 500 MHz) and the common period
can be found as the inverse of the greatest common divisor among the set:
T = 1/GCD(f1, f2, . . . , fnf

). In particular, if the frequencies are chosen to be
integer multiples of, e.g., 10 MHz, then the common period will be at most
1/10 MHz = 100 ns. Since this is orders of magnitude smaller than the typ-
ical thermal response time of biological tissues, it is safe to assume that the
resulting power distribution can always be time-averaged for HTP evaluation
purposes. Consequently, the time-averaged power deposition can be obtained
as:
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P̄ = 1
T

∫ +T/2

−T/2
P dt = 1

T

∫ +T/2

−T/2
⟨σiEi + σjEj , Ei + Ej⟩ dt (A.10)

The scalar product in (A.10) can be expanded using (A.8). The cross-
frequency terms cos(2πfi) · cos(2πfj) resulting from this multiplication have
zero mean over the common period T . The only terms thus left are cos2(2πfi)
and cos2(2πfj), yielding:

P̄ = 1
2σi||Ẽi||2 + 1

2σj ||Ẽj ||2 (A.11)

which is the sum of the independent contributions from each frequency, in
the same form as (A.2). This result is valid for an arbitrary number nf of
separate discrete operating frequencies, and generalizes as follows:

P̄ =
nf∑
f

1
2σf ||Ẽf ||2 =

nf∑
f

1
2σf ⟨p̃t∗

f Ẽ∗
f , Ẽt

f p̃f ⟩ (A.12)

To preserve the compact quadratic vector-matrix multiplication form, the
steering parameter vectors and the power correlation matrices can be concate-
nated into:

p̃ =
[
p̃t

1 p̃t
2 . . . p̃t

nf

]t

(A.14)

q̃V =


q̃V

1 0 · · · 0
0 q̃V

2 · · · 0
...

...
. . .

...
0 0 · · · q̃V

nf

 ∈ C (ncnf )×(ncnf ) (A.15)

where q̃V is block-diagonal. The overall SAR deposition within a volume
V resulting from the sum in (A.12) can then be expressed as:

SARV = p̃t∗q̃V p̃ (A.16)

and the SAR focusing problem (A.6) is generalized to many frequencies as:
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ˆ̃p = argmaxp̃

{
Γ = SART

SARR
= p̃t∗q̃T p̃

p̃t∗q̃Rp̃

}
(A.17)

An important consequence of q̃V being block-diagonal is that the eigen-
vectors and eigenvalues of (A.17) are all and only those of the individual
single-frequency problems (A.6). This means that only an eigenvector of the
following form can maximize Γ:

ˆ̃p = [ 0 . . . ˆ̃pt
f . . . 0 ]t (A.18)

where only one operating frequency f is active, and that there is no combi-
nation of two or more frequencies that can further improve this ratio. In other
words, the optimal target-to-remaining average SAR ratio can be achieved
only with one frequency, even if a discrete set of separate available operating
frequencies is available.

This result might at first seem in contradiction with Zastrow et al. [19]
and other wide-band impulse focusing techniques, where the weights of a FIR
filter are jointly optimized to maximize the SAR ratio. However, these stud-
ies adopt a continuous wide-band approach, leading to different conclusions
than those drawn in the present case. In particular, FIR filters are described
by continuous and smooth frequency spectra, such that p̃(f0) ≈ p̃(f0 + df).
This implies strong correlation between nearby frequencies, so that the time-
averaged power P̄ is no longer given by (A.12).

Since SARV represents an average of all the SAR values in volume V ,
no considerations are made over the actual distribution of SAR within the
volume. In other words, using the plain integral in (A.5) might result in un-
acceptably high SAR peaks in the healthy tissues (hot-spots) or insufficient
coverage of certain tumor areas. To improve on this aspect, a weighing dis-
tribution w(v) can be introduced[28], [29]. The SAR matrix calculation (A.5)
becomes:

q̃V
f =

∫
V

w
σf

ρ
⟨Ẽ∗

f , Ẽt
f ⟩ dv (A.19)

In general, the weight distribution cannot be determined directly, but the
EV procedure can be iterated by updating w according to the resulting SAR
distribution. Starting with an initial weight distribution w(v) = 1, ∀ v, we
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propose the following update scheme:

w′(v) =
{

w(v) + 1 v ∈ R1
w(v) v ̸∈ R1 (A.20)

where R1 is the sub-volume of the remaining healthy tissues containing the
highest 1-percentile of SAR. An iteration can be considered successful if it
improved the SAR deposition within the target and reduced the peak hot-
spot in healthy tissues, represented by R1. To this end, the hot-spot to target
quotient[31] (HTQ) can be used:

HTQ = SARR1

SART

(A.21)

where SART is the average SAR in the target, and SARR1 the average SAR
in the most prominent hot-spot. This HTP quality indicator can be used as
a non-linear cost function for the iterative process, which consists in applying
(A.20) until the HTQ no longer improves.

3 Materials & Methods
To benchmark the proposed iterative scheme, highlight the limits of single-
frequency HTP, and investigate the overall suitability of the SAR-ratio as cost
function for HTP, we consider two examples of realistic targets treated with
single- and multi-frequency MW-HT. The first target is anatomically identi-
fied in the larynx, while the second is a meningioma (Fig. 1 and 2). The
applicator arrays consist of 10 wideband self-grounded bow-tie antennas [32]
each, working across the 400 − 800 MHz frequency band. The applicators
include a surface and an antenna water bolus that fulfil three purposes: cool
the patient’s skin, realize a dielectric matching between antenna and patient,
and reduce cross-coupling between nearby antennas. The set of operating fre-
quencies available for treatment is obtained by stepping 100 MHz within the
antenna operational frequency band for the single-frequency case and con-
sidering all possible 2-frequency combinations for the multi-frequency case,
yielding a total of 15 operating frequency settings.

The upper body part used in electromagnetic and thermal simulations is a
subset of the Duke human voxel model from the IT’IS Foundation [33], and all
healthy tissue properties are obtained from the IT’IS Database [34]. The E-
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(a) (b)

Figure 1: Applicator models: a) neck applicator for the larynx target, b) brain
applicator for the meningioma target.

field and temperature distributions, generated by a circular array for the neck
and a semi-spherical array for the brain, are obtained via the commercial solver
CST Microwave Studio® [35]. For HTP optimization and quality assessment
purposes, the SAR distributions are smoothed by a 1g-mass averaging scheme.
Surface voxels are treated by expanding the convolution kernel until the mass
of patient tissues within reaches 1g.

The tumor targets (Fig. 2) are manually delineated inside the model and
filled with a material exhibiting dielectric and thermal properties equal to the
weighed average of the materials originally composing the volume. Some ther-
mal properties are further adjusted to reflect the response of tissues to thermal
stress: muscle perfusion is increased by a factor 4 due to the systemic response
to heat [36], tumor perfusion is decreased by a factor 0.7 to account for its
chaotic vasculature [37], and the thermal conductivity of the cerebrospinal
fluid is increased by a factor 10 to emulate the convective transport of heat
[38]. The resulting tumor properties are reported in Table 1.

We compare the SAR distributions obtained via different HTP methods
using two clinically established quality indicators: the HTQ, as defined above
in (A.21), and the 50% iso-SAR target coverage, TC50, defined as follows[39],
[40]:
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(a) (b) (c) (d)

Figure 2: Patient models: a) transverse and b) sagittal sections of the neck setup,
c) transverse and d) sagittal sections of the brain setup. The targets are
outlined in white. The target center is indicated by a white cross.

Table 1: Properties of the tumor materials used to fill the target volumes.

Tumor ϵ [∼] σ [ S
m ] ρ [ kg

m3 ] k [ W
Km ] c [ kJ

Kkg ] ωb [ kW
Km3 ] Qm [ kW

m3 ]
Larynx 47.8 0.674 1088 0.423 3.285 22.033 5.456

Meninges 57.3 1.372 1063 0.535 3.754 17.048 5.478

TC50 = |T ′|
|T |

, T ′ | SAR[T ′] ≥ 1
2SAR[R ∪ T ] (A.22)

that is, the fraction of target volume whose SAR values are above 50% of the
highest SAR peak in the patient. We further assess the thermal distributions
obtained when either Γ, HTQ or TC50 are used as cost functions for the SAR-
based HTP. In thermal simulations, the power deposition is scaled until the
temperature peak in healthy tissues reaches 43◦C [41], [42]. The quality of
each distribution is then evaluated in terms of target median temperature,
T50, and temperature reached by 90 % of the target volume, T90. The four
HTP methods are labelled as follows:

EV[Γ] solving for the Γ ratio via EV

i-EV[HTQ] minimizing the HTQ via iterative EV
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PS[HTQ] minimizing the HTQ via PS

PS[TC_50] maximizing the TC50 via PS

where PS stands for particle swarm, a clinically used global stochastic op-
timizer, which is capable of solving single- and multi-frequency problems
for non-linear cost-functions [17]. All HTP algorithms are implemented in
MATLAB® [43].

4 Results
Fig. 3 reports the optimal values of the SAR absorption ratio Γ for each
individual frequency for both targets. These values are obtained by directly
solving (A.6) using eigenvalue decomposition. The power ratio exhibits a
clear frequency-dependent behavior, with one frequency yielding the highest Γ
value. The values yielded by other frequencies decrease nearly monotonically
with the distance from this optimal frequency. The best frequency for the
larynx target is 800 MHz, while for the meningioma it is 400 MHz.
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Figure 3: The maximum SAR absorption ratio, Γ, at each single operating fre-
quency for the two selected targets, obtained via direct solution. The
triangle indicates the best Γ value and operating frequency for a given
model.

The assessment of the SAR distributions resulting from each HTP method
in terms of HTQ is reported in Fig. 4. The benefit introduced by shifting
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from a single- to a multi-frequency setting is indicated by the gray bars in
the plots. It can be seen that, in terms of HTQ, virtually no improvement is
achieved by a multi-frequency setting, regardless of the target. Naturally, the
methods that aim at minimizing the HTQ, such as i-EV[HTQ] and PS[HTQ]
yield the lowest, i.e. best, values for this indicator. Noticeably, the iterative
EV implementing the proposed weight update scheme (A.20) is capable of
minimizing the HTQ to levels comparable to the global optimum provided
by PS in all single-frequency cases. At 600 MHz, in the larynx case, the
HTQ provided by i-EV is even better than PS’s, indicating that PS might not
have converged to the global optimum. The SAR distributions resulting from
direct EV, which solves for the maximum Γ, exhibit consistently high HTQ,
regardless of the frequency. Similarly high HTQ values are obtained even by
the PS optimization when TC50 is used as goal function.
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Figure 4: HTQ values for the two selected targets and for all frequency combina-
tions, obtained via the methods specified in the legend. The triangles
indicate the best result and frequency combination for the correspond-
ing method. The gray MF - SF bar and the value next to it report the
difference between the best single-frequency result and the best multi-
frequency result.

Fig. 5 reports the values of TC50 as quality indicator for the two targets.
The difference in TC50 between the best single- and multi-frequency solu-
tions reveals that the benefit of introducing a second operating frequency is
limited in the larynx case, but relevant in the brain case. The PS[TC_50]
solution at 600 + 700 MHz gains more than 10 % in TC50 for the meningioma
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target with respect to the best single-frequency solution. The HTQ-optimal
solutions, i-EV[HTQ] and PS[HTQ], yield poor target coverage in almost all
cases. In particular, TC50 in the meninges is extremely low for these solutions.
At 500 MHz, PS[HTQ] gains about 16 % in target coverage with respect to
i-EV[HTQ], despite the negligible difference of 0.07 in HTQ between the two
solutions seen in Fig. 4b. In the larynx, only one single-frequency case and
two multi-frequency cases yield coverage above 50% when solved for HTQ.
The EV[Γ] solutions yield poor target coverage in all cases. The PS[TC_50]
optimisation strategy yields the best values for this indicator, as expected.
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Figure 5: TC50 for the two selected targets and for all frequency combinations,
obtained via the methods specified in the legend. The triangles indicate
the best result and frequency combination for the corresponding method.
The gray MF - SF bar and the value next to it report the difference
between the best single-frequency result and the best multi-frequency
result.

To gain a better understanding of the differences between the HTP methods
considered in this work, the SAR distributions achieved by each method at
its optimal combination of frequencies in terms of final cost function value
are visualized in Figures 6 and 7. In the larynx case, the EV[Γ] solution at
800 MHz reflects the poor target coverage, especially in deeper parts of the
target, and the inefficient hot-spot suppression suggested by the values of the
HTP quality indicators. The main heating spot is outside the target and
located in the adjacent skin layer, between the target and the bolus. The
i-EV[HTQ] and PS[HTQ] solutions exhibit very similar SAR patterns, with
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relatively homogeneous energy deposition thorough the target and maxima
located near the target center. This correspondence can be explained by the
major contribution of the frequency component at 500 MHz. The role of the
second frequency component at 800 MHz in the PS[HTQ] solution is rather
limited, nevertheless it increases the SAR deposition in the deeper parts of the
tumor by radiation from the antennas lying on the posterior side of the neck.
The PS[TC_50] optimisation strategy yields a remarkably different solution
from all the previous methods. In this solution, almost all antennas are active
and their power contribution is in the same order of magnitude. This results in
a very high and homogeneous energy deposition in the tumor, which is however
accompanied by considerable heating of the surrounding healthy tissues. In
fact, both superficial and deep healthy tissue heating spots are present in this
solution.

(a) EV[Γ]
800 MHz

(b) i-EV[HTQ]
500 MHz

(c) PS[HTQ]
500 + 800 MHz

(d) PS[TC_50]
400+700 MHz

(f) EV[Γ]
800 MHz

(g) i-EV[HTQ]
500 MHz

(h) PS[HTQ]
500+800 MHz

(i) PS[TC_50]
400 + 700 MHz

Figure 6: SAR distributions in the larynx case for each optimisation strategy at
its optimal frequency or combination of frequencies. a) to d) transverse
sections, f) to i) sagittal sections. The target is outlined in white. The
sections are taken at the target center, which is indicated by a white cross.
The SAR values are normalized to the highest peak inside the patient.
The SAR is not calculated for those voxels belonging to background or
to the patient’s lumina, since they do not represent biological tissue.
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In the meningioma case, Fig. 7, the main SAR peak of the EV[Γ] solution is
located inside the target. Nevertheless, this peak is rather narrow and only af-
fects the superficial part of the tumor, leaving the deeper parts unheated. The
i-EV[HTQ] slightly improves on this aspect by extending the SAR deposition
into the deeper parts of the brain. The PS[HTQ] method further enhances the
coverage of deeper tumor areas with the help of a second frequency component
at 700 MHz. The PS[TC_50] solution once more distinguishes itself from the
other methods by actively using all antennas and frequency components to
considerably extend the SAR deposition throughout the whole target volume.
This is done at the expenses of a substantial heating of the healthy tissues,
however the heating spots are now located more superficially and closer to the
water bolus than in the larynx case.

(a) EV[Γ]
400 MHz

(b) i-EV[HTQ]
500 MHz

(c) PS[HTQ]
500 +

700 MHz

(d) PS[TC_50]
600 +

700 MHz

Figure 7: SAR distributions in the meninges case for each optimisation strategy
at its optimal frequency or combination of frequencies. Sagittal sections.
The target is outlined in white. The sections are taken at the target cen-
ter, which is indicated by a white cross. The SAR values are normalized
to the highest peak inside the patient. The SAR is not calculated for
those voxels belonging to background or to the patient’s lumina, since
they do not represent biological tissue. The sections are rotated by 90◦

for optimal layout.

Figures 8 and 9 report the temperature profiles corresponding to the SAR
distributions above. Again, each profile corresponds to the frequency com-
bination that yielded the best cost function value for the given optimisation
algorithm. The analysis of the temperature distributions obtained inside the
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targets is summarized into cumulative histograms in Fig. 10, while the median
temperature T50 and 90-percentile temperature T90 achieved in the target vol-
umes are reported in Table 2.

Table 2: Median and 90-percentile temperature values in the targets, for each HTP
method at its optimal frequency combination.

Larynx
EV[Γ] i-EV[HTQ] PS[HTQ] PS[TC_50]

MHz 800 500 500 + 800 400 + 700
T50 39.5 40.9 41.0 40.2
T90 38.1 38.6 38.6 38.6

Meninges
EV[Γ] i-EV[HTQ] PS[HTQ] PS[TC_50]

MHz 400 500 500 + 700 600 + 700
T50 39.2 41.0 42.2 42.9
T90 38.2 39.4 40.6 41.4

For the larynx case, the EV[Γ] solution results in high temperatures in the
frontal area of the target, while the deeper parts of the target, behind the
trachea, do not achieve therapeutic temperatures, as expected from the low
SAR values at this location. The resulting median and 90-percentile target
temperatures are therefore relatively low, below 40 ◦C and 39 ◦C, respectively.
The i-EV[HTQ] and PS[HTQ] methods yield similar distributions, with most
of the target volume reaching 40 ◦C in both cases. The performances of the
single-frequency i-EV[HTQ] and PS[HTQ] are almost coincident, as predicted
by their similar HTQ and TC50 values and SAR distributions. In the TC50-
optimal solution the main temperature peak is found outside the target, near
the spinal cord. This results in a median temperature 0.8 ◦C lower than the
HTQ-optimal solutions. However, the temperature homogeneity inside the
target is still high, achieving the same value of T90 as for i-EV[HTQ] and
PS[HTQ].

In the meninges, the EV[Γ] solution results in neither a localized high tem-
perature peak nor good coverage. The cooling effect of the water bolus coun-
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(a) EV[Γ]
800 MHz

(b) i-EV[HTQ]
500 MHz

(c) PS[HTQ]
500 + 800 MHz

(d) PS[TC_50]
400+700 MHz

(f) EV[Γ]
800 MHz

(g) i-EV[HTQ]
500 MHz

(h) PS[HTQ]
500+800 MHz

(i) PS[TC_50]
400 + 700 MHz

Figure 8: Temperature distributions achieved in the larynx case by the SAR-based
treatment plans at their optimal frequency or combination of frequencies.
a) to d) transverse sections, f) to i) sagittal sections. The target is
outlined in white. The maximum temperature in the healthy tissues is
43 ◦C in all cases.

teracts the high SAR deposition close to the skull, damping the temperature
peak. The cumulative histogram indicates that most of the tumor is subjected
to temperatures below 40 ◦C. The single-frequency i-EV[HTQ] solution par-
tially improves on this aspect by shifting the power deposition towards the
deeper part of the target. The most relevant enhancement of the median
and 90-percentile temperatures is however achieved by the multi-frequency
solutions PS[HTQ] and PS[TC_50]. The PS[HTQ] solution utilizing two fre-
quencies gains 1.2 ◦C both in T50 and T90 with respect to the single-frequency
i-EV[HTQ]. The multi-frequency TC50-optimal solution further increases both
temperature indicators, gaining 0.7 ◦C in T50 and 0.8 ◦C in T90 with respect
to PS[HTQ].

To further investigate the benefits of including a second operating fre-
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(a) EV[Γ]
400 MHz

(b) i-EV[HTQ]
500 MHz

(c) PS[HTQ]
500 + 700 MHz

(d) PS[TC_50]
600+700 MHz

Figure 9: Temperature distributions achieved in the meninges case by the SAR-
based treatment plans at their optimal frequency or combination of fre-
quencies. Sagittal sections. The target is outlined in white. The maxi-
mum temperature in the healthy tissues is 43 ◦C in all cases. The sections
are rotated by 90◦ for optimal layout.

quency in the meningioma example, we report the cumulative histograms
of the temperatures inside the target for the TC50-optimal solutions in the
single-frequency and multi-frequency cases in Fig. 11. In the multi-frequency
setting, the cumulative curve is steeper and above the single-frequency one,
indicating that high temperatures are achieved inside the entire target volume.
The multi-frequency setting exhibits 0.5 ◦C higher T90 and 0.3 ◦C higher T50
than the best single-frequency setting.

5 Discussion
The outcome and toxicity of hyperthermia treatments have been shown to cor-
relate with the temperatures achieved in the treated region. Various thermal
dose metrics have been proposed under this perspective, and their relationship
with the therapeutic effect has been validated in retrospective clinical studies.
In particular, the 25% iso-SAR contour (TC25) has been suggested as a predic-
tive SAR-based factor for clinical outcome [39]. Temperature-based metrics
include the temperature indicators T50, T90 and TMAX when these temper-
ature levels can be held for a specified amount of time [44]. To incorporate
the notions of temperature and treatment duration into one metric, the cu-
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Figure 10: Cumulative histograms of the temperatures reached inside the two se-
lected targets. The gray lines indicate the reference for the 50th and
90th volume percentiles.

mulative equivalent minutes at 43 ◦C (CEM43) metric has been proposed and
its dose-effect relationship has been reported [11]. CEM43 is a local measure,
and the dose can vary substantially across the target volume depending on the
temperature distribution. To address this, T90 is used as lumped temperature
value, and the resulting metric is termed CEM43T90. A strong relationship
between the achieved tumor temperature and the cytotoxic effect, as mod-
elled by the CEM43T90 metric, suggests that a decrease of 1 ◦C from the
reference temperature of 43 ◦C inside the tumor corresponds to a four fold
drop in the resulting thermal dose. Striving to achieve high tumor tempera-
tures and controlled heat delivery is therefore of paramount importance. The
modern HT technology, typically combined with external beam radiotherapy
and/or chemotherapy, should aim at achieving homogeneous temperature dis-
tributions inside the tumor. Furthermore, to avoid thermal related toxicity
in healthy tissues, the peak temperature in regions outside the target should
be kept below a critical level, usually 43 ◦C [21]. This thermal threshold is
particularly critical for sensitive tissues such as the brain, the cerebrospinal
fluid and the nerves of the spinal cord.

The present work discusses the capability of several SAR-based HTP meth-
ods to fulfil the above mentioned contrasting requirements for successful hy-
perthermia treatments. In order to reach high temperatures inside the tumor
while at the same time limiting the peak temperature in healthy tissues, the
SAR deposition pattern has to be shaped to focus the heating inside the target
and not elsewhere. A classic way to achieve EM focusing in a sub-region of a
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Figure 11: Cumulative histograms of the temperatures reached inside the menin-
gioma target using the TC50-best single-frequency (solid line) and
multi-frequency (dashed line) solutions. The gray lines indicate the
reference for the 50th and 90th volume percentiles. The dots further
report the actual values of T50 and T90 for these solutions.

domain is by maximizing the quadratic ratio (A.6) between the average power
deposition in the target and the average power deposition in the remaining
healthy tissues. As mentioned before, this problem can be efficiently solved
for using eigenvalue decomposition. In fact, EV beam-forming for HTP was
introduced almost three decades ago [26] and is still repeatedly used in the
clinical setting albeit with modifications and improvements [28], [29]. Still to
date, the power ratio (A.6) and EV-based HTP are considered a means to
evaluate the heating capabilities of an applicator design prior its clinical use
[30], [45].

The clinical implementation of HTP in the past decade, however, revealed
that the average power deposition inside a region is not a good predictor
of the thermal distribution achieved inside the treated region, and that lo-
cal hot spots in healthy tissues are relevant limiting factors [31], [46]. The
temperature profiles relative to the Γ-optimal solutions reported in this work
confirm this limitation, as the EV[Γ] median target temperature falls below
the PS[HTQ] one by 1 ◦C in the larynx and below the PS[TC_50] one by
3 ◦C in the meninges. More modern HTP cost functions, such as the HTQ,
overcome this limitation of the average operator. Unfortunately, their intrin-
sic non-linearity hinders a direct solution and requires an iterative procedure
such as the one reported in this work and others [29]. At the same time, the
use of fast direct-iterative solvers instead of slower global stochastic optimiz-
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ers such as particle swarm is still desirable, due to the high speed required for
online HTP adjustments in the clinical setting [47].

The SAR-based analysis carried out in this work indicates that the pro-
posed iterative EV scheme (A.20) is capable of reaching HTQ values that
are comparable to those yielded by a global stochastic optimizer for differ-
ent operating frequencies and array topologies. This is however valid only
when the treatment options are limited to a single operating frequency. In
particular, the larynx case suggests that a single-frequency treatment might
be sufficient for this patient, as long as the most suitable frequency can be
selected across a UWB range. Note in fact that both HTQ and TC50 exhibit
frequency-dependent behaviors regardless of the optimisation algorithm used.

The results further indicate that the suitability of the chosen HTP cost
function is also region- and tumor-dependent. The HTQ-optimal temperature
distribution proves better than the TC50-optimal one in terms of median and
peak temperatures in the larynx example considered here. In the meningioma
case, however, the situation is reversed and the TC50-based HTP proves the
best choice. This might be due to a number of factors. First of all, the presence
of the skull in close contact with the cerebrospinal fluid generates sharp and
narrow SAR peaks that might be better captured by the local peak term used
in the TC50 definition. In contrast, HTQ considers the hot-spot as larger
sub-volume of healthy tissues (1 %), which might be too coarse to accurately
identify the location of the limiting peak. Note that defining the hot-spot as
1 % of the patient model also renders the HTQ values model-dependent, thus
preventing meaningful comparisons between the larynx and meningioma cases
discussed here.

The thermal distributions achieved in the mengioma case indicate that MW-
HT treatments can benefit significantly from the multi-frequency approach in
this region. In the best case, using TC50 as cost function, the multi-frequency
approach yields T50 = 42.9 ◦C and T90 = 41.4 ◦C, implying that the high
temperatures are uniformly distributed across the target volume. These are
higher than the HTQ-based HTP by 0.7 ◦C and 0.8 ◦C, respectively. The
use of a second frequency is particularly beneficial in increasing the tumor
coverage, demonstrated by a 0.5 ◦C gain in T90 with respect to the best single-
frequency solution. The advantages of the multi-frequency setting are also
highlighted when considering the HTQ as cost-function for HTP. The single-
frequency i-EV[HTQ] results in 1.2 ◦C lower T50 than the multi-frequency
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PS[HTQ]. It is worth to observe that a relatively small difference of 0.2 in
HTQ between these two solutions results in considerable hot-spot suppression
and subsequent temperature increase in the target. This might once more be
a consequence of the definition of hot-spot in the HTQ. As a final note, we
realize that, while the results reported here highlight the varying suitability
of single- and multi-frequency HTP and of the cost-function adopted for HTP
optimisation, a larger patient data set is needed to better characterize these
behaviors.

6 Conclusion

This study discusses the suitability of classic EV beam-forming for HTP, pro-
poses a novel iterative scheme that improves the single-frequency EV-based
HTP, and investigates the potential advantages of multi-frequency versus
single-frequency HTP. As previously found in other studies, the examples
reported here indicate that EV in its basic form should be avoided as HTP
method, since it yields target temperatures far below the desired therapeutic
values. However, EV can be still be used in its iterative form to minimize
non-linear cost-functions for single-frequency HTP problems, when one fre-
quency is sufficient to achieve target coverage and hot-spot suppression. The
operational frequency should nevertheless be carefully selected from a wide
frequency band depending on the tumor size and location. In regions such as
the brain, the use of two or more concomitant frequencies can improve signifi-
cantly the thermal distributions, increasing median temperature and temper-
ature homogeneity within the target while not exceeding the set temperature
limit in healthy tissues. Overall, these results suggest that a comparison be-
tween applicators should not be grounded on average power ratios, but rather
on non-linear indicators such as HTQ and TC50, and further motivate the
design and development of UWB applicators for MW-HT.
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Abstract

Background: A necessary precondition for a successful mi-
crowave hyperthermia (HT) treatment delivered by phased ar-
rays is the ability of the HT applicator to selectively raise the
temperature of the entire tumor volume. SAR-based treat-
ment plan (HTP) optimization methods exploit the correla-
tion between specific absorption rate (SAR) and temperature
increase in order to determine the set of steering parameters for
optimal focusing, while allowing for lower model complexity.
Several cost functions have been suggested in the past for this
optimization problem. However, their correlation with high
and homogeneous tumor temperatures remains sub-optimal in
many cases. Previously, we proposed the hot-to-cold spot quo-
tient (HCQ) as a novel cost function for SAR-based HTP op-
timization and showed its potential to address these issues.
Materials and methods: In this work, we validate the HCQ
on the ESHO patient repository within the context of single
and multiple operating frequency settings. We verify its corre-
lation with clinical SAR and temperature indices, and compare
it to HTPs obtained using the current standard for SAR-based
HTP (HTQ).
Results and discussion: The results show that low HCQ
values produce better SAR (TC50, TC75) and temperature
metrics (T50, T90) than HTQ in most patient models and fre-
quency settings. For the deep seated tumors, the correlation
between the clinical indicators and 1/HCQ is more favourable
than the correlation exhibited by 1/HTQ.
Conclusion: The validation on a standardized patient reposi-
tory suggests that HCQ is a valid alternative to HTQ for SAR-
based HTP optimization in deep microwave hyperthermia.
For superficial tumors, we recommend temperature-based op-
timization strategies.
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1 Introduction

In deep microwave hyperthermia cancer treatment, the tumor temperature is
elevated to 40 ∼ 44 ◦C for about an hour by a conformal array of antennas
called applicator [1], [2]. This adjuvant therapy has been shown to enhance the
tumor response and survival rate of cancer patients in many clinical trials [3]–
[5]. The antennas radiate coherently at one or more frequencies with different
amplitude and phase to generate a focalized power deposition pattern. The
aim of the treatment is to reach a therapeutic temperature range in the target
volume while not exceeding thermal toxicity thresholds for (nearby) healthy
tissues [6], [7].

To this end, a preliminary hyperthermia treatment planning (HTP) step is
prescribed by current guidelines [8]. In this stage, the set of optimal steering
parameters for each antenna is determined by means of numerical simulations
involving a segmented model of the patient and a model of the applicator
in use [9]. Iterative optimization algorithms explore the space of possible
solutions and determine the one that minimizes a certain cost function. As
the aim of the treatment is to reach and maintain a therapeutic temperature in
the target volume for a specified duration, the goal of the optimization should
ideally be the temperature itself. To date, a few in-house built and commercial
HTP optimization software packages offer the possibility to carry out thermal
simulations and optimizations [10]. Thermal HTP can be particularly effective
when large blood vessels are present in the vicinity of the tumor [11], [12], as
these extract a large amount of heat. Thermal simulations can also account
for heat redistribution due to convection [13]. Despite these benefits, thermal
modelling can be difficult or too demanding to implement in the clinic, as it
entails additional segmentation and computational burdens. As a surrogate to
the temperature distribution, the specific absorption rate (SAR) distribution
can be used, thanks to its correlation to the temperature increase [14].

SAR-based HTP optimization is a well known problem and has been tackled
in numerous ways [15]. When the cost function has a particular form, SAR-
focusing can even be reduced to a quadratic problem with an exact solution
[16]–[19]. Unfortunately, cost functions in quadratic form often fail to capture
the complexity of the hyperthermia requirements and lead to sub-optimal so-
lutions in terms of resulting temperature distribution [20]. In particular, the
temperature increase in the patient during treatment is known to be lim-
ited by the occurrence of hot-spots [21]. A hot-spot is defined as a localized
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temperature increase outside the target volume, and can result in pain and
discomfort for the patient, but also induce thermal toxicity in healthy tissue.
When a hot-spot is reported by the patient or detected by thermal probes, the
power of the applicator device has to be lowered or redistributed to different
channels [22], [23]. In general, the temperature achievable in the tumor will
be constrained by the maximum power than can be radiated into the patient
without causing hot-spots.

The location and severity of hot-spots is not straightforward to predict,
because they arise from the inhomogeneity of the patient anatomy together
with the finite aperture of the applicator array. As such, they need to be
addressed by the cost function during the HTP optimization stage. In SAR,
hot-spots are detectable as local power deposition peaks [14]. The current
standard in SAR-based optimization relies on the target to hot-spot quotient
(THQ) as optimization goal [24]. The THQ identifies the hot-spot(s) as the
highest first percentile of the SAR distribution outside the target. The per-
centile sub-volume needs to be recomputed at each iteration, rendering the
metric non-linear. Note however that we consider the inverse of this metric,
the hot-spot to target quotient (HTQ = 1/THQ), for consistency with the
concept of cost. By minimizing the HTQ, the average SAR deposition in the
tumor increases while the most prominent hot-spot in the healthy tissues is
suppressed.

Despite their prominent role in HTP, hot-spots represent only part of the
challenge in hyperthermia heating. The second fundamental element of a suc-
cessful treatment is the homogeneity of the thermal dose administered to the
tumor, which can be expressed in terms of the minimum temperature achieved
in the target [25]. Ideally, all regions of the delineated target volume should
reach 43 ◦C for the treatment to be effective. This condition, however, is
not directly addressed by the definition of HTQ, because its denominator is
a mere average of the SAR values across the whole target, which implicitly
neglects the inhomogeneities in SAR deposition. As a result, some areas of
the tumor, so called cold-spots, may remain untreated as they fail to reach
the prescribed thermal dose. A low correlation between 1/HTQ and the tem-
perature achieved by at least 90 % of the target volume (T90) supports this
concern [26]. Due to the paramount importance of the T90 metric, which has
been shown to directly correlate with clinical outcome [27], it is crucial that
SAR-based optimizations yield HTPs that strive for the highest possible T90.
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To this end, we have recently proposed a novel cost function for SAR-based
HTP optimization, the hot-to-cold spot quotient (HCQ) [28]. Together with
hot-spots in healthy tissues, this cost function also identifies cold-spots in the
target volume as the average SAR in the lowest percentile. The definition of
the healthy tissue and tumor percentiles in HCQ makes the values obtained
from different HTPs and patients quantitatively comparable. Our preliminary
data indicated that HCQ is capable of yielding higher T90 than conventional
SAR-based optimizations.

The aim of this study is to validate the HCQ as goal function for the op-
timization of single and multi-frequency HTP on a set of six patient models
that cover some of the most common hyperthermia treatment sites. The
models have been made publicly available by the Erasmus Medical Center
(EMC, Rotterdam, The Netherlands) via the Grand Challenge on Computa-
tional Modeling organised by the European Society of Hyperthermic Oncology
(ESHO) as a first step in the establishment of HTP standards [29], [30]. We
benchmark the SAR and temperature distributions of the HCQ-optimal plans
against the plans obtained by optimizing for the current standard, the HTQ.
We further investigate the sensitivity of the HCQ metric to the percentile
value for hot- and cold-spot identification. Finally, we compare the correla-
tion of 1/HCQ and 1/HTQ with clinical SAR (TC50, TC75) and temperature
(T50, T90) indicators.

2 Method
In the following subsections we describe in detail the validation protocol from
patient and applicator modeling to the quantitative assessment of the thermal
distributions.

2.1 Patient models
Six representative patient models have recently been prepared as a means for
standardization in HTP development, validation and comparison [30]. The
models include two head and neck patients, one with a nasopharyngeal tumor
(Alex) and one post-operative oropharyngeal case (Murphy) with metal den-
tal implants. Two breast models represent patients with a superficial tumor
(Venus) and a deep seated tumor (Luna). The last two models are for pelvic
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targets and include a rectal (Will) and a cervical (Clarice) case. All models
are shown in Fig. 1 and 2.

The models are provided as already segmented volume matrices. The head
and neck models are segmented into 16 biological tissues (tumor, muscle, fat,
sclera, vitreous humor, optical nerve, spinal cord, cartilage, eye lens, cerebrum,
cerebellum, cartilage, brain stem, thyroid, bone, lung) plus internal air and
metal implants where applicable. The breast models are segmented into 6
tissues (tumor, bone, breast gland, skin, muscle, fat) and exhibit no internal
air lumina. The pelvis models are segmented into 4 tissues (tumor, muscle,
fat, bone) plus internal air.

The three body sites are sampled with different resolutions: the head and
neck models have a resolution of 2.5 mm, the pelvis models 5.0 mm, and the
breast models 1.0 mm. To reduce the computational burden, we down-sample
the breast models to 2.0 mm using a winner-takes-all strategy [31], in line with
the recommendations of the reference paper for the benchmark dataset [30].

2.2 Tissue properties
Material properties are retrieved from the IT’IS database [32] for each healthy
tissue in the dataset, as prescribed by the benchmark paper [30]. The proper-
ties include density (ρ, [kg/m3]), dispersive relative permittivity (ϵ, [1]) and
dispersive conductivity (σ, [S/m]), specific heat capacity (cp, [J/kg/K]), ther-
mal conductivity (κ, [W/m/K]), heat transfer rate (qt, [ml/min/kg]), and
heat generation rate (Qg, [W/kg]). All thermal properties are taken under
normothermic conditions.

Dispersive dielectric tumor properties are obtained as an average of all ma-
lignant tissue properties reported in [33], as recommended by [30]. Other tu-
mor properties are taken directly from the reference paper [30]: ρ = 1090 [kg/m3],
cp = 3421 [J/kg/K], and κ = 0.49 [W/m/K]. The paper does not provide
details regarding the origin of these values. The given heat transfer rate under
thermal stress for the tumor is qt = 94.4 [ml/min/kg].

2.3 Applicator design
Customized array applicators are designed for each patient. Two topologies
are employed: cylindrical for neck and pelvis models, semi-spherical for breast
models. The applicators utilize ultra wide-band (UWB) self-grounded bow-

B7



Paper B

(a) Alex [Z] (b) Alex [Y]

(c) Murphy [Z] (d) Murphy [Y]

(e) Venus [Z] (f) Venus [Y]

Figure 1: Schematic of the patient models and the applicator (water bolus + an-
tennas).
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(a) Luna [Z] (b) Luna [Y]

(c) Will [Z] (d) Will [Y]

(e) Clarice [Z] (f) Clarice [Y]

Figure 2: Schematic of the patient models and the applicator (water bolus + an-
tennas).
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tie antennas [34], and the operating frequency band is selected for each target
region according to the expected focal size and penetration depth [35]–[37]. In
particular, the band is 400 ≈ 800 MHz for the neck models, 500 ≈ 1000 MHz

for the breast models, and 150 ≈ 300 MHz for the pelvis models. The
antennas are immersed in a water bolus which encloses the target body region,
to achieve dielectric matching and implement skin cooling. The thickness of
the water bolus, defining also the distance of the antenna ground plane to the
body, is 5 cm for the neck models, 4 cm for the breast models, and 12 cm for
the pelvis models.

Since the scope of the present study is limited to the evaluation and com-
parative assessment of the HCQ in HTP optimization, we summarize only in
brief the design procedure of the applicators:

1. Optimize the antenna proportions to provide a good response and radi-
ation pattern across the intended operating octave.

2. Obtain the bolus dimensions by fitting an ellipsoidal cylinder or sphere
over the shape of the target body region, maintaining as much a possible
the specified bolus thickness.

3. Construct the antenna array by inserting as many antennas as possible
while respecting the minimum distance between antennas to limit cross
coupling.

Reiterating the design procedure for each patient model results in six appli-
cators, as illustrated in Fig. 1 and 2. Each applicator has a different number
of antennas (Alex = 14, Murphy = 16, Luna = 8, Venus = 10, Clarice = 14,
Will = 14). While the personalization of the applicator array might be im-
practicable in the clinical setting, it provides us with a heterogeneous set of
test cases for a more robust assessment of the HTP optimization in different
setups.

2.4 Electromagnetic simulations
Electromagnetic simulations are performed in COMSOL Multiphysics®, a
FEM-based commercial software [38]. Mesh resolutions vary from λ/20 in
proximity of the metal antenna parts, to λ/5 in regions far from the peak field
gradients, where λ is the wavelength at the operating frequency. The patient
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models are uploaded in the COMSOL project after converting the volumet-
ric tissue masks to CAD shapes. The three dimensional distributions of the
material properties inside the patient are captured by custom space-varying
functions. Air is modelled as vacuum, while distilled water is modelled as a
dispersive first-order Debye model. The surface of metal implants is treated
as perfect electric conductor. At the domain boundaries, absorbing conditions
(PML) are defined.

At this simulation stage, the E-field distributions inside the patient are
calculated for each antenna at each operating frequency. We solve for three
frequency points for each patient, which are minimum, maximum and center
frequency within the applicator’s operating band. Thus, the frequency sweep
is [400, 600, 800] MHz for the neck models, [500, 750, 1000] MHz for the breast
models, and [150, 225, 300] MHz for the pelvis models.

2.5 Treatment planning

The SAR-based HTP optimization is carried out for each model to produce
single and multi-frequency treatment plans. The plans are obtained at the
minimum, the center and the maximum frequency, and at binary combinations
of these, for a total of six operating frequency settings. The optimization setup
is identical for all patients, and for the comparative analysis we alter only the
cost function.

The hot-to-cold spot quotient (HCQ) is the goal we propose for SAR-based
HTP-optimization, and is defined as follows [28]:

HCQp = SARRq

SART p

. (B.1)

where SART p is the average SAR in the lowest p-percentile of target (tu-
mor) tissue, while SARRq is the average SAR in the highest q-percentile of
remaining (healthy) tissue. To render the HCQ metric comparable between
different patients and targets, the percentiles are related as follows:

q = p
|T |
|R|

(B.2)

where || denotes the volume of the argument (T target, R remaining). As
one of the aims of the current study is to determine the optimal target per-
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centile p, we let p vary from 1 % (the SAR value at the single point of minimum
inside the target) to 99 % (the average of all SAR values inside the target) and
obtain HTPs and corresponding thermal distributions for a range of values in
between these extremes.

The standard cost function for SAR-based HTP-optimization is the hot-spot
to target quotient (HTQ), defined as follows [14]:

HTQ = SARR1

SART

(B.3)

where SARR1 is the average SAR in the highest 1-percentile of remaining
(healthy) tissue, while SART is the average SAR in the target (tumor) tissue.

The optimization process determines the set of steering parameters, i.e.
amplitude and phase for each array channel and at each operating frequency,
that minimizes the value of the cost function when evaluated over a patient
model. After exporting the E-fields computed by the FEM solver, the steering
parameters are applied and a conversion to SAR is carried out in MATLAB®

[39] according to the following:

SAR(x, y, z) =
∑

f

1
2

σ(x, y, z, f)
ρ(x, y, z) ||E(x, y, z, f)||2 (B.4)

where E is the focused E-field distribution, resulting from the sum of the
steered channel contributions. The SAR distribution is further convoluted to
an averaging spherical kernel of varying size. At each point, the size of the
kernel is expanded until it covers 1 g of patient tissue, excluding anything
that is not patient. Thus, at the patient surface, water from the bolus and air
from the background are excluded from the averaging process.

In the evaluation of the SAR distribution, we exclude the first centimeter of
patient surface that is in direct contact with the water bolus. This allows us
to model the cooling effect of the water bolus, which effectively extracts heat
from the skin and counteracts the high SAR deposition in the first layers of
tissue [40]. This step is realized by expanding the bolus mask in the 3D matrix
model with a morphological operation using a spherical kernel of radius 1 cm.
Consequently, the skin surface that is in contact with air is not subjected to
this exclusion.

The optimization problem is solved using the particle swarm global mini-
mization algorithm [41]. The solution is further refined using a local gradient
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descent (lsqnonlin). All algorithms are readily available in MATLAB. To
speed up the computations, the SAR calculations are performed in single pre-
cision on a high-speed GPU.

2.6 Thermal simulations
Thermal simulations are also carried out in COMSOL Multiphysics®, but with
domain restricted to the biological tissues only. The mesh resolution is set to
vary from r/3 at material interfaces to r · 3 in the material bulks, where r is
the patient model resolution.

The heat transfer rate qt [ml/min/kg] is converted to blood perfusion rate
ωb [1/s] using the known value of tissue density. A similar transformation is
done to obtain the basal metabolic rate Qm [W/m3] from the available heat
generation rate Qg [W/kg]. For the metal implants in Murphy, we utilize the
mechanical and thermal properties of the titanium alloy Ti-6 Al-4 V, solid
and oxidized at 816 ◦C, as this is one of the most common solutions for dental
implants [42].

At the interface between patient and air or water, heat flux boundary condi-
tions modeling the convective extraction of heat are implemented. The chosen
convection coefficient for skin/air is 8 [W/m2/K] [43], while the coefficient for
skin/water is 100 [W/m2/K] [40]. In all test cases, both the air and the water
temperatures are set to 20 ◦C.

The external heat source, or power loss distribution (PLD), is prepared by
applying the steering parameters according to the HTP:

PLD(x, y, z) =
∑

f

1
2σ(x, y, z, f)||E(x, y, z, f)||2 (B.5)

The relationship between SAR and PLD is straightforward. However, the
PLD matrix is not manipulated with mass averaging or surface exclusion. The
PLD distribution is iteratively scaled until the maximum temperature in the
remaining (healthy) tissue reaches 43 ◦C.

2.7 Evaluation metrics
We quantitatively assess the SAR and temperature distributions for each HTP.
According to clinical practice, tumor coverage is evaluated by the indexed
temperatures T50 and T90 metrics [8], which represent the lowest temperature
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achieved in the highest 50 % and 90 % of the target volume, respectively.
These metrics have been shown to directly correlate with clinical outcome
[44].

In SAR-based assessment, we evaluate the iso-contour target coverage (TCn)
for n = 50 % and n = 75 %, defined as:

TCn = |T ′|
|T |

[%] , T ′ | SAR(T ′) ≥ n · SAR(R ∪ T ) (B.6)

that is, the fraction of target volume T ′/T subjected to SAR values greater
than a fraction n of the maximum SAR peak in the whole patient. The
TC25 metric has been shown to be a prognostic factor for local control in
HT [45], while the TC50 metric has been shown to correlate with the clinical
temperature indicators T50 and T90 in the head and neck [26]. In the present
study, due to the extensive SAR processing consisting of both averaging and
exclusion of surface layers, the SAR distributions do not exhibit sharp peaks
nor strong gradients. Consequently, the TC25 metric saturates at 100 % for
most plans. Therefore, we report values of target coverage only for the 50 %
and 75 % of the peak SAR.

2.8 Correlation analysis
In total, 36 treatment plans (6 patients, 6 frequency combinations) are ob-
tained for each cost function definition. On these evaluation points, we carry
out a correlation analysis between the inverse of the cost value (1/HTQ,
1/HCQ) and each HTP quality indicator (TC50, TC75, T50, T90). The metric
is the standard Pearson’s correlation coefficient r.

3 Results
The values of the SAR indicator TC are reported for all patients and treatment
plans in Fig. 3. As this metric varies widely and saturates for different pa-
tients regardless of the cost function used for optimization, we report the value
at the fraction that is most relevant for the tumor site. The single-frequency
plans exhibit a clear frequency dependent trend. Within the studied bands,
the lowest frequency yields best coverage, even in smaller tumors (Venus).
The addition of a second frequency is beneficial in Venus, Luna, and Clarice,
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especially when HCQ is used as cost function. Overall, the HCQ optimal solu-
tions yield systematically higher coverage than the HTQ optimal ones, except
in Alex. However, the selection of the percentile p has a strong impact on the
overall performance of HCQ. Low percentile values yield higher coverage with
the maximum coverage often achieved at the lowest value of p = 1 %.

The values of the T50 and T90 indicators for the resulting temperature dis-
tributions are presented in Fig. 4 and 5. The temperature variations highlight
the heterogeneity of the patient dataset. In a similar way as in the SAR anal-
ysis, the HCQ-based HTPs perform equally or better than the HTQ ones.
As an example, the SAR and temperature distributions for Alex in a multi-
frequency HTP are shown in Fig. 6. The HCQ extends the SAR deposition to
cover the entire target, which leads to higher tumour temperatures. The SAR
distributions of the individual frequencies support the homogeneous heating
with complementary patterns (not shown). One notable exception in the set is
the superficial breast tumor in Venus. The SAR and thermal distributions of
both HTQ and HCQ plans for this patient are illustrated in Fig. 7. The SAR
distribution after HCQ optimization is more homogeneous than in the HTQ
case. However, the heating pattern is affected by the proximity of the water
bolus. HTQ is favored by this mechanism and achieves almost 1.5 ◦C higher
T than the HCQ solution. In all remaining cases, HCQ yields temperature
indices up to half a degree higher than the HTQ solution, and is particularly
beneficial in Alex and Will with almost 1 ◦C higher T90.

The correlation coefficients between the inverse of the cost functions and
the clinical indicators are summarized in Table 1. Values of cross-correlation
between clinical indicators are also included. We report the values obtained
for deep seated targets, i.e. excluding the superficial case of Venus, and for
the entire dataset (within parenthesis). In the first case, the HCQ evaluated
at a low percentile (p ≤ 30 %) exhibits a high correlation with both the
target coverage indicators TC50, TC75 and the temperature indicators T50,
T90. HTQ, on the other hand, is adequately correlated with TC50, but the
correlation deteriorates for other indicators, confirming that tumor coverage is
not captured by this metric. The overall correlation is preserved for HTQ when
the superficial case (Venus) is included, but the correlation of HCQ with the
temperature indicators drops on average by 5 points with T50 and by 8 points
with T90. Simultaneously, the optimal percentile shifts towards higher volume
fractions, p ≈ 50 %. It is worth noting that the cross-correlation between
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Figure 3: Treatment plan values of TC for each patient, frequency combination,
and optimization cost function.
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Figure 4: Treatment plan values of T50 for each patient, frequency combination,
and optimization cost function.

B17



Paper B

0.400 G
H

z

0.600 G
H

z

0.800 G
H

z

0.400 +
 0.600 G

H
z

0.400 +
 0.800 G

H
z

0.600 +
 0.800 G

H
z

39

40

41

42

43
T90 [°C]

(a) Alex [nasopharynx]

0.400 G
H

z

0.600 G
H

z

0.800 G
H

z

0.400 +
 0.600 G

H
z

0.400 +
 0.800 G

H
z

0.600 +
 0.800 G

H
z

39

40

41

42

43
T90 [°C]

(b) Murphy [oropharynx]
HTQ
HCQ_01
HCQ_10
HCQ_30
HCQ_50
HCQ_70
HCQ_90
HCQ_99

0.500 G
H

z

0.750 G
H

z

1.000 G
H

z

0.500 +
 0.750 G

H
z

0.500 +
 1.000 G

H
z

0.750 +
 1.000 G

H
z

39

40

41

42

43
T90 [°C]

(d) Venus [breast, sup.]

0.500 G
H

z

0.750 G
H

z

1.000 G
H

z

0.500 +
 0.750 G

H
z

0.500 +
 1.000 G

H
z

0.750 +
 1.000 G

H
z

39

40

41

42

43
T90 [°C]

(e) Luna [breast, deep]
HTQ
HCQ_01
HCQ_10
HCQ_30
HCQ_50
HCQ_70
HCQ_90
HCQ_99

0.150 G
H

z

0.225 G
H

z

0.300 G
H

z

0.150 +
 0.225 G

H
z

0.150 +
 0.300 G

H
z

0.225 +
 0.300 G

H
z

39

40

41

42

43
T90 [°C]

(g) Will [rectum]

0.150 G
H

z

0.225 G
H

z

0.300 G
H

z

0.150 +
 0.225 G

H
z

0.150 +
 0.300 G

H
z

0.225 +
 0.300 G

H
z

39

40

41

42

43
T90 [°C]

(h) Clarice [cervix]
HTQ
HCQ_01
HCQ_10
HCQ_30
HCQ_50
HCQ_70
HCQ_90
HCQ_99

Figure 5: Treatment plan values of T90 for each patient, frequency combination,
and optimization cost function.
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(a) (b)

(d) (e)

Figure 6: Treatment plans at 400 + 600 MHz for Alex. The SAR is normalized
to the highest value in the patient. Transverse sections at target center.
The target is delineated in white. The magenta/cyan voxels represent
locations of highest/lowest SAR (hot-spot/cold-spot), excluding the first
centimeter of tissue from the skin surface.
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(a) (b)

(d) (e)

Figure 7: Treatment plans at 500 MHz for Venus. The SAR is normalized to the
highest value in the patient. Sagittal sections at target center. The target
is delineated in white. The magenta/cyan voxels represent locations of
highest/lowest SAR (hot-spot/cold-spot), excluding the first centimeter
of tissue from the skin surface.
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Figure 8: Dispersion plots and linear regression models for the relationship between
HTQ and the clinical indicators.

SAR and temperature indicators also decreases substantially, loosing up to 31
points between TC75 and T90. To better visualize the relationships between
cost functions and clinical indicators, Fig. 8 and 9 display the dispersion plots
and the fitted linear regression models for HTQ and HCQ30.

To address the question of the sensitivity of HCQ to the target percentile
parameter, we report in Fig. 10 the average values of the clinical indicators as
a function of p. While the SAR indicators peak at p = 1 %, the temperature
indicators are maximized at larger percentiles. The optimal percentile for
T50 is p = 50 %, while T90 is highest at p = 10 %, although high values are
obtained up to p ≤ 50 %. Overall, HCQ achieves higher SAR and temperature
values than HTQ for most percentile settings.
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Figure 9: Dispersion plots and linear regression models for the relationship between
HCQ30 and the clinical indicators. Model fit on all treatment plan values
excluding samples relative to Venus.
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Figure 10: Average value of each clinical indicator as a function of the HCQ target
percentile parameter p (solid line). The average values relative to HTQ
are also reported for comparison (dotted line). The average is taken
across all treatment plans excluding samples relative to Venus.
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Table 1: Correlation coefficients between the inverse of the cost functions (HTQ,
HCQ) and the clinical indicators (T, TC). The main value is obtained
excluding the results from Venus, while the value between parenthesis is
obtained including the results from Venus. The best correlation coefficient
for each indicator is highlighted in yellow. The last four rows report the
cross-correlation between clinical indicators.

r [%] TC_50 TC_75 T50 T90
1/HTQ 80 (82) 58 (55) 67 (70) 69 (73)

1/HCQ01 90 (91) 69 (80) 59 (49) 79 (61)
1/HCQ10 93 (94) 71 (76) 68 (58) 83 (65)
1/HCQ30 92 (93) 67 (68) 70 (62) 85 (72)
1/HCQ50 92 (93) 69 (68) 72 (67) 84 (76)
1/HCQ70 88 (89) 65 (64) 70 (67) 76 (73)
1/HCQ90 77 (78) 52 (54) 65 (66) 61 (62)
1/HCQ99 67 (68) 45 (47) 55 (57) 47 (50)
TC_50 −100− 70 (72) 70 (64) 81 (73)
TC_75 70 (72) −100− 69 (43) 75 (44)

T50 70 (64) 69 (43) −100− 93 (94)
T90 81 (73) 75 (44) 93 (94) −100−

4 Discussion

According to clinical evidence, treatment planning in hyperthermia therapy
should always strive to achieve high temperatures everywhere in the target
volume, as this is crucial for a successful outcome [46]–[48]. This requirement
is represented by the clinical indicators T50 and T90. SAR-based optimization
is a means to obtain the desired temperature distribution in the treated region,
as shown for instance in [14], [23], [49], and temperature changes have been
shown to accurately follow SAR-based steering during treatment [50].

Still, SAR is not temperature, and the relationship between local SAR and
local temperature is not immediate. Therefore, it is of paramount importance
that the goal in SAR-based treatment planning translates to optimal values
of temperature indicators. Numerous efforts have been spent in this regard,
as summarized by [15]. To date, the golden standard in clinical SAR-based
optimization is the THQ, the inverse of HTQ as proposed by the same author
and shown to correlate with T50 in pelvic tumors [14]. The relationship be-
tween 1/HTQ and the temperature indicators T50 and T90 has been further
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examined in head and neck carcinomas [26] and shown to be sub-optimal for
many cases (≤ 60 %). A possible explanation is the fact that HTQ consid-
ers the average SAR in the whole target volume, implicitly neglecting areas of
low deposition (cold-spots). Another limitation of HTQ is the definition of the
hot-spot as a percentile of healthy tissue, which makes the resulting value sen-
sitive to volumetric changes in patient segmentation. A possible workaround
is to keep the hot-spot sub-volume constant, for instance 50 ml as proposed
in [30]. In our opinion, this is only a partial solution to the problem because
it does not consider the actual target volume size, which renders the results
incomparable between different targets. Furthermore, it might not necessar-
ily generalize to octave UWB systems where the size of the focal spot, and
potentially even the size of the hot-spots, can vary double-fold.

To improve on this aspect, we have proposed the HCQ as a means to ob-
tain high and homogeneous SAR deposition in the target, while limiting the
most prominent hot-spot [28]. We observed that HCQ has the potential to
extend SAR deposition in cold regions of the target. The current work, which
benchmarks the performances of HCQ against the current standard on a com-
prehensive set of patients, confirms this claim. In the deep seated targets,
HCQ yields systematically higher values than HTQ in all clinical indicators.
Moreover, in at least three cases (Alex, Murphy, Luna), the multi-frequency
HCQ-optimal treatment plans increase the temperature indicators T50 and
T90 by up to half a degree with respect to the best single-frequency or HTQ
solutions. Despite the discrepancies between absolute temperature predic-
tions by thermal simulations and clinically measured values [51], the gain is
nevertheless relevant in view of the proven accuracy in predicted relative tem-
perature changes [52]. These results confirm previous indications that, in a
multi-frequency setting, the HCQ-optimal solution can achieve broader target
coverage by exploiting complementary SAR deposition patterns [53].

We carried out the analysis on the ESHO patient repository, which is meant
to be the first step towards the creation of a standard for the quantitative
comparison of different HTP optimization strategies [30]. In the benchmark
paper, three patient models are devoted to SAR-based optimization, and an-
other three are reserved to temperature-based optimization. To increase the
statistical significance of our results, we carried out HTP optimizations for
all six patients. Our thermal simulations result in slightly different tumor
temperatures than those reported in [30], even when applying HTQ as cost
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function. For comparison, we report our results in terms of T90 with the corre-
sponding values from the benchmark paper in Table 2. There might be several
reasons behind these deviations. The major difference lies in the applicator
design. In our study, all patients are treated with tailored applicators based
on more efficient antennas than the monopoles used in the benchmark. The
arrays are assembled by maximizing the number of antennas with given con-
straints on the minimum distance between them, while the distance between
each antenna and the patient is kept as close as possible to the optimum. This
results in a higher number of antennas per applicator than in [30], except in
the breast models. Thermal modeling can also be a factor. We applied a
water bolus convection coefficient of 100 [W/m2/K], an average value in the
range reported by [40] and previously adopted by [54]. The benchmark paper
[30] recommends a maximum value of 40 [W/m2/K], with space for adjust-
ments. However, it is not entirely clear whether this applies to the air/skin or
the water/skin interface. Finally, we strictly followed the material properties
reported in [32], while the benchmark paper applies adjustments for thermal
stress (muscle, fat, breast) and custom baseline values for breast gland. In
this study, however, we are interested in the correlation between HCQ and
the HTP indicators, and therefore we opted for a worst case scenario without
perfusion enhancements.

Table 2: Values of T90 for our HTQ-optimal treatment plans compared to those
reported in [30]. We report between parenthesis the operating frequency
at which the treatment plan has been obtained.

T90 [◦C(MHz)] Alex Murphy Luna Venus Clarice Will
Present work 39.2 (400) 41.3 (400) 41.7 (500) 41.5 (500) 39.9 (150) 39.6 (150)

Paulides et. al. 40.0 (434) 39.1 (434) 41.1 (434) 39.4 (434) 39.4 (120) 41.3 (120)

This study indicates that HCQ is an effective metric for SAR-based treat-
ment planning, providing high correlation with the temperature indicators
for targets located deeply in the body, where the cooling effect of the water
bolus is negligible. If the tumor is closer to the surface, the overall correla-
tion between SAR and temperature degrades. This can be seen in the lower
part of Table 1, where the cross-correlations between SAR and temperature
indicators are reported. When the superficial case (Venus) is excluded, the
correlation between TC and T is high (average r ≈ 74 %). On the other hand,
when the whole dataset is considered, the correlation drops severely (average
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r ≈ 56 %). This degradation affects the HCQ-based plan for Venus, where
it underperforms compared to HTQ. Although one case is not statistically
significant for a general conclusion, it is possible to identify a rationale behind
this specific result by visual inspection of the SAR and temperature distribu-
tions (Fig 7). In SAR, the main hot-spot of the HTQ-optimal solution lies in
the layer of healthy tissue between the tumor and the water bolus. Normally,
this deposition peak would limit the maximum power to the tumor, which in
turn would result in poor coverage of its deeper parts. However, due to the
cooling effect of the water bolus, the hot-spot is efficiently suppressed, leading
to preferential power absorption and thus high temperatures in the tumor.
The HCQ-optimal solution, conversely, extends the SAR deposition deeper in
the target. As a consequence, the main deposition peak arises on the proximal
side of the tumor. This hot-spot, however, is not counterbalanced by cooling,
and becomes the limiting factor in the power scaling. For these reasons, we
believe that superficial targets are better tackled by temperature-based op-
timization strategies, that inherently account for the heat extraction of the
bolus. In such a context, the temperature of the water bolus can also be left
as an optimization parameter [55].

Although the choice of an appropriate cost function is crucial to achieve an
adequate SAR-based treatment plan, other parameters play an important role
as well. In fact, the SAR optimization relies on the assumption that the SAR
and temperature distributions are spatially correlated. For this to be true, the
raw SAR distribution must be treated with a smoothing filter. This problem
has been thoroughly addressed in the literature [56]–[58], resulting in number
of proposed averaging schemes. In our investigations, we have identified the
1 g tissue mass scheme as most suitable for our purposes. Concurrently, the
correlation of SAR and temperature can be further enhanced by the exclusion
of the first centimeter of tissue that is in contact with the water bolus [40].
Under these conditions, the HCQ is capable of achieving high correlation
with the temperature indicators. The strength of this relationship can also
be inferred from Fig. 10, where the peak T50 is obtained for the 50-percentile
HCQ, while the peak T90 is achieved for the 100 − 90 = 10-percentile HCQ.
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5 Conclusion
This work validates the HCQ as goal for SAR-based treatment planning on the
ESHO benchmark patient repository. The HCQ-based optimization exhibits
high correlation with clinical SAR and temperature indicators. This corre-
lation is a result of the metric definition, along with careful pre-processing
of the SAR distribution. The results indicate that HCQ-optimal treatment
plans can achieve higher and more homogeneous temperatures in the target
than plans based on current SAR standards. The use of HCQ as cost func-
tion promotes the exploitation of additional operating frequencies to increase
target coverage. The validation performed on a set of six patient models that
cover some of the most common hyperthermia treatment sites demonstrates
that HCQ-based optimization is a powerful and robust alternative to the cur-
rent standards, provided the target is located far from the range of effect of
the water bolus. For superficial targets, we suggest the implementation of
temperature-based treatment planning optimization strategies.

References
[1] H. P. Kok, E. N. Cressman, W. Ceelen, et al., “Heating technology for

malignant tumors: A review,” International Journal of Hyperthermia,
vol. 37, no. 1, pp. 711–741, 2020.

[2] M. Paulides, H. D. Trefná, S. Curto, and D. Rodrigues, “Recent tech-
nological advancements in radiofrequency-and microwave-mediated hy-
perthermia for enhancing drug delivery.,” Advanced Drug Delivery Re-
views, 2020.

[3] P. B. Elming, B. S. Sørensen, A. L. Oei, et al., “Hyperthermia: The
optimal treatment to overcome radiation resistant hypoxia,” Cancers,
vol. 11, no. 1, p. 60, 2019.

[4] R. D. Issels, L. H. Lindner, J. Verweij, et al., “Effect of neoadju-
vant chemotherapy plus regional hyperthermia on long-term outcomes
among patients with localized high-risk soft tissue sarcoma: The eortc
62961-esho 95 randomized clinical trial,” JAMA oncology, vol. 4, no. 4,
pp. 483–492, 2018.

B28



References

[5] N. Datta, S. G. Ordóñez, U. Gaipl, et al., “Local hyperthermia com-
bined with radiotherapy and-/or chemotherapy: Recent advances and
promises for the future,” Cancer treatment reviews, vol. 41, no. 9,
pp. 742–753, 2015.

[6] P. S. Yarmolenko, E. J. Moon, C. Landon, et al., “Thresholds for ther-
mal damage to normal tissues: An update,” International Journal of
Hyperthermia, vol. 27, no. 4, pp. 320–343, 2011.

[7] S. A. Sapareto and W. C. Dewey, “Thermal dose determination in can-
cer therapy,” International Journal of Radiation Oncology• Biology•
Physics, vol. 10, no. 6, pp. 787–800, 1984.

[8] G. Bruggmoser, S. Bauchowitz, R. Canters, et al., “Quality assurance
for clinical studies in regional deep hyperthermia,” Strahlentherapie
und Onkologie, vol. 187, no. 10, p. 605, 2011.

[9] H. Kok, P. Wust, P. R. Stauffer, F. Bardati, G. Van Rhoon, and J.
Crezee, “Current state of the art of regional hyperthermia treatment
planning: A review,” Radiation Oncology, vol. 10, no. 1, p. 196, 2015.

[10] H. Kok and J. Crezee, “Progress and future directions in hyperther-
mia treatment planning,” in 2017 First IEEE MTT-S International
Microwave Bio Conference (IMBIOC), IEEE, 2017, pp. 1–4.

[11] S. Gavazzi, A. L. van Lier, C. Zachiu, et al., “Advanced patient-specific
hyperthermia treatment planning,” International Journal of Hyper-
thermia, vol. 37, no. 1, pp. 992–1007, 2020.

[12] H. Kok, A. Kotte, and J. Crezee, “Planning, optimisation and evalua-
tion of hyperthermia treatments,” International journal of hyperther-
mia, vol. 33, no. 6, pp. 593–607, 2017.

[13] G. Schooneveldt, H. D. Trefná, M. Persson, et al., “Hyperthermia treat-
ment planning including convective flow in cerebrospinal fluid for brain
tumour hyperthermia treatment using a novel dedicated paediatric
brain applicator,” Cancers, vol. 11, no. 8, p. 1183, 2019.

[14] R. Canters, M. Franckena, J. van der Zee, and G. Van Rhoon, “Op-
timizing deep hyperthermia treatments: Are locations of patient pain
complaints correlated with modelled SAR peak locations?” Physics in
Medicine & Biology, vol. 56, no. 2, p. 439, 2010.

B29



Paper B

[15] R. Canters, P. Wust, J. Bakker, and G. Van Rhoon, “A literature sur-
vey on indicators for characterisation and optimisation of sar distribu-
tions in deep hyperthermia, a plea for standardisation,” International
Journal of Hyperthermia, vol. 25, no. 7, pp. 593–608, 2009.

[16] A. Kuehne, E. Oberacker, H. Waiczies, and T. Niendorf, “Solving the
time-and frequency-multiplexed problem of constrained radiofrequency
induced hyperthermia,” Cancers, vol. 12, no. 5, p. 1072, 2020.

[17] G. G. Bellizzi, T. Drizdal, G. C. van Rhoon, L. Crocco, T. Isernia,
and M. M. Paulides, “The potential of constrained sar focusing for hy-
perthermia treatment planning: Analysis for the head & neck region,”
Physics in Medicine & Biology, vol. 64, no. 1, p. 015 013, 2018.

[18] R. Mestrom, J. Van Engelen, M. Van Beurden, M. Paulides, W. Nu-
man, and A. Tijhuis, “A refined eigenvalue-based optimization tech-
nique for hyperthermia treatment planning,” in The 8th European Con-
ference on Antennas and Propagation (EuCAP 2014), IEEE, 2014,
pp. 2010–2013.

[19] T. Köhler, P. Maass, P. Wust, and M. Seebass, “A fast algorithm to find
optimal controls of multiantenna applicators in regional hyperthermia,”
Physics in Medicine & Biology, vol. 46, no. 9, p. 2503, 2001.

[20] M. Zanoli and H. D. Trefná, “Suitability of eigenvalue beam-forming for
discrete multi-frequency hyperthermia treatment planning,” Medical
Physics, vol. 48, no. 11, pp. 7410–7426, 2021.

[21] H. Shoji, M. Motegi, K. Osawa, et al., “Output-limiting symptoms
induced by radiofrequency hyperthermia. are they predictable?” Inter-
national Journal of Hyperthermia, vol. 32, no. 2, pp. 199–203, 2016.

[22] H. P. Kok, L. Korshuize-van Straten, A. Bakker, et al., “Online adap-
tive hyperthermia treatment planning during locoregional heating to
suppress treatment-limiting hot spots,” International Journal of Radi-
ation Oncology* Biology* Physics, vol. 99, no. 4, pp. 1039–1047, 2017.

[23] Z. Rijnen, J. F. Bakker, R. A. Canters, et al., “Clinical integration of
software tool vedo for adaptive and quantitative application of phased
array hyperthermia in the head and neck,” International journal of
Hyperthermia, vol. 29, no. 3, pp. 181–193, 2013.

B30



References

[24] R. Canters, M. Franckena, M. Paulides, and G. Van Rhoon, “Patient
positioning in deep hyperthermia: Influences of inaccuracies, signal cor-
rection possibilities and optimization potential,” Physics in Medicine
& Biology, vol. 54, no. 12, p. 3923, 2009.

[25] M. Sherar, F.-F. Liu, M. Pintilie, et al., “Relationship between ther-
mal dose and outcome in thermoradiotherapy treatments for superfi-
cial recurrences of breast cancer: Data from a phase iii trial,” Interna-
tional Journal of Radiation Oncology* Biology* Physics, vol. 39, no. 2,
pp. 371–380, 1997.

[26] G. G. Bellizzi, T. Drizdal, G. C. van Rhoon, L. Crocco, T. Isernia, and
M. M. Paulides, “Predictive value of sar based quality indicators for
head and neck hyperthermia treatment quality,” International Journal
of Hyperthermia, vol. 36, no. 1, pp. 455–464, 2019.

[27] S. Triantopoulou, E. Efstathopoulos, K. Platoni, N. Uzunoglou, N.
Kelekis, and V. Kouloulias, “Radiotherapy in conjunction with superfi-
cial and intracavitary hyperthermia for the treatment of solid tumors:
Survival and thermal parameters,” Clinical and Translational Oncol-
ogy, vol. 15, no. 2, pp. 95–105, 2013.

[28] M. Zanoli and H. D. Trefná, “Combining target coverage and hot-spot
suppression into one cost function: The hot-to-cold spot quotient,” in
2021 15th European Conference on Antennas and Propagation (Eu-
CAP), IEEE, 2021, pp. 1–4.

[29] G. G. Bellizzi, K. Sumser, I. VilasBoas-Ribeiro, et al., “Standardiza-
tion of patient modeling in hyperthermia simulation studies: Introduc-
ing the erasmus virtual patient repository,” International Journal of
Hyperthermia, vol. 37, no. 1, pp. 608–616, 2020.

[30] M. M. Paulides, D. B. Rodrigues, G. G. Bellizzi, et al., “Esho bench-
marks for computational modeling and optimization in hyperthermia
therapy,” International Journal of Hyperthermia, vol. 38, no. 1, pp. 1425–
1442, 2021.

[31] B. J. James and D. M. Sullivan, “Creation of three-dimensional patient
models for hyperthermia treatment planning,” IEEE transactions on
biomedical engineering, vol. 39, no. 3, pp. 238–242, 1992.

B31



Paper B

[32] P. Hasgall, F. Di Gennaro, C. Baumgartner, et al., IT’IS Database
for thermal and electromagnetic parameters of biological tissues, ver-
sion 4.0, May 2018.

[33] W. T. Joines, Y. Zhang, C. Li, and R. L. Jirtle, “The measured electri-
cal properties of normal and malignant human tissues from 50 to 900
mhz,” Medical physics, vol. 21, no. 4, pp. 547–550, 1994.

[34] P. Takook, M. Persson, J. Gellermann, and H. D. Trefná, “Compact
self-grounded bow-tie antenna design for an uwb phased-array hyper-
thermia applicator,” International Journal of Hyperthermia, vol. 33,
no. 4, pp. 387–400, 2017.

[35] M. Seebass, R. Beck, J. Gellermann, J. Nadobny, and P. Wust, “Elec-
tromagnetic phased arrays for regional hyperthermia: Optimal frequency
and antenna arrangement,” International Journal of Hyperthermia,
vol. 17, no. 4, pp. 321–336, 2001.

[36] M. M. Paulides, S. H. Vossen, A. P. Zwamborn, and G. C. van Rhoon,
“Theoretical investigation into the feasibility to deposit rf energy cen-
trally in the head-and-neck region,” International Journal of Radiation
Oncology* Biology* Physics, vol. 63, no. 2, pp. 634–642, 2005.

[37] H. Kok, M. De Greef, P. Borsboom, A. Bel, and J. Crezee, “Improved
power steering with double and triple ring waveguide systems: The
impact of the operating frequency,” International Journal of Hyper-
thermia, vol. 27, no. 3, pp. 224–239, 2011.

[38] COMSOL AB, Stockholm, Sweden, COMSOL Multiphysics® v. 5.6,
2020.

[39] The MathWorks Inc., Natick, Massachusetts, “MATLAB R2019,” 2019.
[40] M. Van der Gaag, M. De Bruijne, T. Samaras, J. Van Der Zee, and

G. Van Rhoon, “Development of a guideline for the water bolus tem-
perature in superficial hyperthermia,” International journal of hyper-
thermia, vol. 22, no. 8, pp. 637–656, 2006.

[41] M. Clerc, Particle swarm optimization. John Wiley & Sons, 2010,
vol. 93.

[42] X. Liu, S. Chen, J. K. Tsoi, and J. P. Matinlinna, “Binary titanium al-
loys as dental implant materials - a review,” Regenerative biomaterials,
vol. 4, no. 5, pp. 315–323, 2017.

B32



References

[43] R. F. Verhaart, G. M. Verduijn, V. Fortunati, et al., “Accurate 3d tem-
perature dosimetry during hyperthermia therapy by combining invasive
measurements and patient-specific simulations,” International Journal
of Hyperthermia, vol. 31, no. 6, pp. 686–692, 2015.

[44] A. Bakker, J. van der Zee, G. van Tienhoven, H. P. Kok, C. R. Rasch,
and H. Crezee, “Temperature and thermal dose during radiotherapy
and hyperthermia for recurrent breast cancer are related to clinical out-
come and thermal toxicity: A systematic review,” International Journal
of Hyperthermia, vol. 36, no. 1, pp. 1023–1038, 2019.

[45] H. K. Lee, A. G. Antell, C. A. Perez, et al., “Superficial hyperther-
mia and irradiation for recurrent breast carcinoma of the chest wall:
Prognostic factors in 196 tumors.,” International journal of radiation
oncology, biology, physics, vol. 40, no. 2, pp. 365–375, 1998.

[46] T. Refaat, S. Sachdev, V. Sathiaseelan, et al., “Hyperthermia and ra-
diation therapy for locally advanced or recurrent breast cancer,” The
Breast, vol. 24, no. 4, pp. 418–425, 2015.

[47] M. Franckena, D. Fatehi, M. de Bruijne, et al., “Hyperthermia dose-
effect relationship in 420 patients with cervical cancer treated with
combined radiotherapy and hyperthermia,” European Journal of Can-
cer, vol. 45, no. 11, pp. 1969–1978, 2009.

[48] E. L. Jones, J. R. Oleson, L. R. Prosnitz, et al., “Randomized trial of
hyperthermia and radiation for superficial tumors,” Journal of Clinical
Oncology, vol. 23, no. 13, pp. 3079–3085, 2005.

[49] G. Verduijn, E. de Wee, Z. Rijnen, et al., “Deep hyperthermia with
the HYPERcollar system combined with irradiation for advanced head
and neck carcinoma–a feasibility study,” International Journal of Hy-
perthermia, vol. 34, no. 7, pp. 994–1001, 2018.

[50] H. P. Kok, S. Ciampa, R. de Kroon-Oldenhof, et al., “Toward online
adaptive hyperthermia treatment planning: Correlation between mea-
sured and simulated specific absorption rate changes caused by phase
steering in patients,” International Journal of Radiation Oncology* Bi-
ology* Physics, vol. 90, no. 2, pp. 438–445, 2014.

B33



Paper B

[51] B. Aklan, B. Zilles, P. Paprottka, et al., “Regional deep hyperthermia:
Quantitative evaluation of predicted and direct measured temperature
distributions in patients with high-risk extremity soft-tissue sarcoma,”
International Journal of Hyperthermia, 2019.

[52] H. Kok, G. Schooneveldt, A. Bakker, et al., “Predictive value of sim-
ulated sar and temperature for changes in measured temperature af-
ter phase-amplitude steering during locoregional hyperthermia treat-
ments,” International Journal of Hyperthermia, vol. 35, no. 1, pp. 330–
339, 2018.

[53] M. Zanoli and H. D. Trefná, “Iterative time-reversal for multi-frequency
hyperthermia,” Physics in Medicine & Biology, vol. 66, no. 4, p. 045 027,
2021.

[54] J. Kumaradas and M. Sherar, “Edge-element based finite element anal-
ysis of microwave hyperthermia treatments for superficial tumours on
the chest wall,” International journal of hyperthermia, vol. 19, no. 4,
pp. 414–430, 2003.

[55] H. Dobšíček Trefná, J. Crezee, M. Schmidt, et al., “Quality assurance
guidelines for superficial hyperthermia clinical trials,” Strahlentherapie
und Onkologie, vol. 193, no. 5, pp. 351–366, 2017.

[56] A. Razmadze, L. Shoshiashvili, D. Kakulia, R. Zaridze, G. Bit-Babik,
and A. Faraone, “Influence of specific absorption rate averaging schemes
on correlation between mass-averaged specific absorption rate and tem-
perature rise,” Electromagnetics, vol. 29, no. 1, pp. 77–90, 2009.

[57] A. Hirata and O. Fujiwara, “The correlation between mass-averaged
sar and temperature elevation in the human head model exposed to rf
near-fields from 1 to 6 ghz,” Physics in Medicine & Biology, vol. 54,
no. 23, p. 7227, 2009.

[58] J. Bakker, M. Paulides, E. Neufeld, A. Christ, N. Kuster, and G. Van
Rhoon, “Children and adults exposed to electromagnetic fields at the
icnirp reference levels: Theoretical assessment of the induced peak tem-
perature increase,” Physics in Medicine & Biology, vol. 56, no. 15,
p. 4967, 2011.

B34



PAPERC
Iterative time-reversal for multi-frequency hyperthermia

Massimiliano Zanoli, Hana Dobšíček Trefná

Physics in Medicine & Biology
16 December 2020

©2020 Institute of Physics and Engineering in Medicine
DOI: 10.1088/1361-6560/abd41a



The layout has been revised.



1 Introduction

Abstract

Time-reversal (TR) is a known wideband array beam-forming
technique that has been suggested as a treatment planning
alternative in deep microwave hyperthermia for cancer treat-
ment. While the aim in classic TR is to focus the energy at a
specific point within the target, no assumptions are made on
secondary lobes that might arise in the healthy tissues. These
secondary lobes, together with tissue heterogeneity, may re-
sult in hot-spots, which are known to limit the efficiency of
the thermal dose delivery to the tumor. This paper proposes
a novel wideband TR focusing method that iteratively shifts
the focus away from hot-spots and towards cold-spots from
an initial TR solution, a procedure that improves tumor cov-
erage and reduces hot-spots. We verify this method on two
different applicator topologies and several target volume con-
figurations. The algorithm is deterministic and runs within
seconds, enabling its use for real-time applications. At the
same time, it yields results comparable to those obtained with
global stochastic optimizers such as Particle Swarm.

1 Introduction
In deep microwave hyperthermia (MW-HT) for cancer treatment, a conformal
array of antennas, called applicator, is used to non-invasively and selectively
increase the temperature of a deep-seated tumor up to 40 − 44 ◦C for approx-
imately one hour [1], [2]. Randomized clinical trials have demonstrated the
efficacy of this technique in enhancing the therapeutic effects of chemo- and
radio-therapy [3]–[5]. The challenge in MW-HT is to reach deep-seated tar-
gets with adequate power deposition while keeping the nearby healthy tissues
below a safety temperature threshold. These healthy tissues lie in the path
between the antenna and the target, and they tend to absorb energy from the
traveling wave, as a consequence of their relatively high conductivity at RF
frequencies. The power loss in these tissues can cause hot-spots (HSs), which
effectively limit the maximum temperature achievable in the target. This can
prevent the treatment from reaching high therapeutic thermal doses [6], [7].
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Superficial HSs within depths of one to two centimeters from the skin can be
suppressed by applying a water bolus circulated with cool water. Other HSs
might arise deeper in the body due to the anatomical heterogeneity and in-
terfaces between tissues with different dielectric properties, together with the
imperfect interference pattern generated by the phased array. In such cases,
the pattern has to be improved by means of amplitude and phase steering of
the applicator array, with parameters obtained by a hyperthermic treatment
planning (HTP) step [8].

Several methods for determining the optimal amplitudes and phases for an
applicator array yielding satisfying target coverage and limited HS tempera-
tures have been developed in the past and are still subject of ongoing research
[9], [10]. These methods can be classified into two main categories: specific
absorption rate (SAR) based and temperature (T) based. SAR based tech-
niques rely on the assumption that the SAR distribution is predictive of the
temperature distribution in the patient [11]. However, since the thermal re-
sponse of the body can be highly non-linear, SAR-based optimizers can yield
sub-optimal, while still clinically relevant, HTP parameters. T-based opti-
mizers, on the other hand, have evolved to include complex non-linear aspects
such as discrete vasculature and systemic response under thermal stress [12].
Ideally, a full implementation of T-based HTP in the clinical routine is desir-
able, since temperature is the objective dose. In current practice, however,
the theoretical benefits of T-based HTP are somewhat diminished due to the
lack of accurate estimations of the thermal tissue properties [13]–[15]. Such
thermal properties, and blood perfusion in particular, exhibit large variations
across patients and even at individual level in different treatment sessions.
Therefore, both SAR-based and T-based approaches are being clinically ap-
plied as both require adjustments during treatment in response to hot spots
[6], [16]. Considering the current equivalence of these two approaches, in the
present work we consider only SAR based HTP techniques.

Among them, the Eigenvalue (EV) and, more recently, the Particle Swarm
(PS) algorithms have become the most established in the literature [9], [10].
The EV method maximizes the ratio between the average SAR in the target
and in the remaining tissues [17], [18]. When the resulting temperature distri-
bution is showing overheated healthy regions, a weighing factor can be intro-
duced to iteratively reduce the power deposition at those locations [19]. EV is
a direct method that provides a fast and deterministic solution, but its main
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limitation lies in the form of the cost function, which has to be a quadratic
ratio between polynomials. Quadratic cost function predictions have been
shown to correlate poorly with the SAR or temperature rise in the tumour
target volume during clinical treatment [11]. For this reason, more clinically
relevant and temperature-predicting indicators such as the hotspot-to-target
quotient (HTQ) have been proposed [20]. Since the evaluation of the HTQ
involves at least one non-linear step with respect to the complex array steering
parameters, EV cannot be directly used to determine the HTQ-optimal so-
lution. A second limitation of EV occurs with multi-frequency optimization:
the generalized eigenvalue form can not be defined for multiple simultaneous
operating frequencies in a conjoint manner [21], [22].

There is mounting evidence that the development of UWB applicators capa-
ble of operating at different frequencies will lead to improved target coverage
and hot-spot suppression [23]–[26]. An UWB system can exploit the comple-
mentary interference patterns generated by different frequencies to increase
the net average power delivered to the tumor while reducing the absorption
in healthy tissues. The benefit of UWB is even more pronounced for the
treatment of tumors in challenging locations, such as the brain [27], [28]. The
brain region is in fact characterized by a combination of anatomical and phys-
iological factors that require an extra degree of accuracy in the formation of
the heating pattern. The cerebral tissue is more sensitive to deviations in
temperature than other tissues [29], and the presence of cerebrospinal fluid
causes strong HSs to appear in the immediate vicinity of the brain [30]. The
single-frequency constraint of EV might therefore represent an insurmountable
limitation for multi-frequency HTP.

Particle Swarm (PS) is another type of HTP optimizer used in clinical
practice [10]. If the PS optimization is configured to minimize the HTQ,
the resulting steering settings can exhibit significant differences from those
given by EV. In particular, the resulting raw power deposition ratio might
be worse than the one obtained via EV, but the SAR distribution is often
better in terms of more relevant clinical parameters: target coverage and
heating homogeneity. Furthermore, the PS method can easily be extended
for use with multiple operating frequencies. The drawback with PS, being a
stochastic algorithm, is its long execution time needed to consistently converge
to the same global optimum between different executions. A typical run with
100 iterations, as usually required for reasonable accuracy, can take half an
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hour or more to complete, depending on the model resolution.
Time reversal (TR) focusing is a fast, intrinsically wide-band and determin-

istic method that has been proposed and validated as an alternative microwave
HTP technique [31], [32]. TR processing is a well characterized inverse filter
initially developed for focusing ultrasound pulses generated by transducer ar-
rays inside a biological target [33], [34], and subsequently extended for use
with electromagnetic antenna arrays [35]. It exploits the time and space reci-
procity of the wave equation to determine the optimal phase and amplitude
settings of an array of radiators that will cause the highest constructive in-
terference to occur at the desired location. In its basic implementation, with
a single virtual source placed at the center of the tumor, TR already exhibits
improved target coverage and HTQ than EV [24], [32], [36], though not com-
parable to PS optimization. Further improvements for HS-management in TR
have been proposed for high-intensity focused ultrasounds (HIFU), based on
iterative methods [37]. In general, the major hindrance for the clinical intro-
duction of TR-based HTP is its limited ability to suppress HSs. In this work,
we present a novel deterministic HS suppression algorithm for TR-based HTP
that yields results comparable to those obtained via global PS optimization,
while being significantly faster. The rest of the paper is organized as fol-
lows: we first introduce the iterative procedure in detail, to later benchmark
its performances numerically for two different applicator array topologies: a
collar for tumors in the neck and a helmet for tumors in the brain. For the
neck model, we further consider different target locations and sizes, to as-
sess the algorithm’s robustness to different scenarios. For each test case, HTP
quality and performance indicators are computed and compared against those
obtained with EV, PS and classic TR.

2 Theory

2.1 Classic TR Focusing

TR focusing is achieved by placing a so-called virtual source at the desired
focal spot and by recording the impulse response at the antenna locations
(Fig. 1a). The recorded signals are then back-propagated simultaneously by
all the antennas, generating an interference pattern that exhibits full phase
coherence at the original source location (Fig. 1b). Together with the desired
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(a) Recording phase.
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(b) Steering phase.

Figure 1: Conceptual scheme for Time-Reversal treatment planning, example in
the neck region. In the recording phase (a) a virtual source (green aster-
isk) is placed at the desired focal spot inside the tumor. The source is
then excited and the phasors pR

c,f are determined. In the steering phase
(b) the conjugate phasors are used as steering parameters to obtain a
focal spot where the virtual source was located. Due to imperfect inter-
ference, hot-spots (red circles) arise in the healthy tissues and cold-spot
(blue dots) can be identified in the target volume.
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peak, however, secondary lobes appear due to both the limited aperture of
the array and the anatomy of the patient. In the frequency domain, the TR
operator corresponds to a complex conjugation (∗):

pc(f) =
[
pR

c (f)
]∗ (C.1)

where pR
c is the complex phasor recorded by the array channel c at frequency

f during source excitation, while pc is the complex steering parameter for the
same channel to focus at the source location. Under this perspective, a discrete
set of simultaneous operating frequencies can be selected for treatment, rather
than wideband pulses. In practice, an applicator can be operated to switch
between single frequencies in finely interleaved time slots, if the duration of
each slot is small compared to the biological response [22]. This simplifies the
complexity of the hardware needed for feeding the HT applicator [38]. The
rest of the analysis will therefore be carried out assuming that nf simultaneous
operating frequencies can be independently controlled in phase and amplitude
for each of the nc channels of the array applicator.

TR focusing requires in principle only one EM simulation per virtual source,
which makes it attractive in terms of computational resources. Unfortunately,
this single simulation is not sufficient to assess the quality of the resulting
treatment planning. The HTP quality indicators must in fact be evaluated
over the focused SAR distribution (Fig. 1b). Moreover, since the immediate
TR solution for HTP might not be optimal or clinically viable, further ad-
justments might be needed, which would require additional simulations. In
view of this, it is more convenient to run a separate simulation for each an-
tenna/channel c in the array, as is the case for EV or PS. The TR solution at
any point can then be determined from this set of E-field distributions via a
generalized and source-free TR method described later in Sec. 2.2. Denoting
with t the transpose operation (without conjugate), the complex E-field distri-
butions and steering parameters relative to all channels at a certain frequency
can be joined into column vectors for compactness:

pf = [ p1,f p2,f . . . pnc,f ]t Ef = [ E1,f E2,f . . . Enc,f ]t (C.2)
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2.2 Challenges for TR Focusing in MW-HT
A number of challenges arise when implementing TR as HTP. First of all, the
choice of the source location, or focal spot. Intuitively, the source should be
placed at the center of the tumor, but this is often hard to define, especially for
irregular shapes. The center of mass of the tumor can be picked as an initial
guess, but this choice often leads to inhomogeneous or insufficient heating
of deep or peripheral tumor areas. Cold-spots in the target volume should
be avoided, as they reduce the treatment’s efficacy. Better coverage can be
achieved, for example, by translating the focal spot progressively towards the
internal, deeper part of the target volume [39]. Second, hot-spots arising in
healthy tissues must be suppressed, to allow a higher deposition in the target.
In order to shift the focus away from these locations, the natural approach
under the TR perspective would be to place secondary sources, record their
impulse response, and subtract these secondary solutions from the primary
one. Taken together, these considerations suggest that an initial TR solution
with source at the tumor center can be iteratively improved by shifting the set
of complex steering parameters away from hot-spots and towards cold-spots.

E
c,f

E
f

(a) Collar applicator, neck.

?

E
f

E
c,f

(b) Helmet applicator, brain.

Figure 2: The virtual source polarization problem. In the collar case (a) the main
polarization of the fields interfering at the focal spot (red dot) is evident.
In the helmet case (b) each antenna contributes to the power loss at the
focal spot along a different polarization axis.

A second aspect of TR focusing is the choice of the polarization axis for the
virtual source. The polarization problem in vector field focusing has been ad-
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dressed in several ways in the literature, also recently [40], [41]. In the case of a
cylindrical applicator, the antennas can be aligned to the symmetry axis (Fig.
2a): the virtual source should then also be aligned with this principal axis.
In more complex array topologies such as a semi-spherical helmet, the E-field
generated by each antenna can vary significantly in polarization, depending
on the location of the focal spot (Fig. 2b). The resulting interference is no
longer characterized by a single main polarization, and the concept of virtual
source becomes inadequate. This concept should then be dropped in favor of
the more generalized concept of complex power contribution at the focal spot.
We know that the SAR at a location ζ resulting from the superposition of all
channel fields at a particular frequency f is given by:

SARf (ζ) = 1
2

σf (ζ)
ρ(ζ) p∗

f
t⟨E∗

f (ζ), Et
f (ζ)⟩pf (C.3)

where ⟨·, ·⟩ denotes the scalar product, while σf and ρ are the local mate-
rial conductivity (frequency-dependent) and density, respectively. The outer
product, called SAR matrix and denoted Qf , contains information about the
complex SAR contributions from each channel irrespective of their polariza-
tion directions:

Qf = 1
2

σf

ρ
⟨E∗

f , Et
f ⟩ (C.4)

⟨E∗
f , Et

f ⟩ = (eX
f )∗(eX

f )t + (eY
f )∗(eY

f )t + (eZ
f )∗(eZ

f )t

where a Cartesian coordinate system has been assumed. By construction,
Qf is Hermitian and positive semi-definite. This property allows us to perform
an inverse operation and decompose Qf into an outer product, such that:

Qf = p̂∗
f p̂t

f (C.5)

where p̂f is a column vector containing the complex contribution of every
channel at ζ. The solution p̂f of the decomposition can be obtained as the
only non-singular eigenvector of Qf . The sought set of steering parameters
for focusing at ζ in a generalized TR perspective is the complex conjugate of
this solution:
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pc,f = p̂ ∗
c,f (C.6)

FOR EACH OPERATING FREQUENCY F

FOR EACH OPERATING FREQUENCY F
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Figure 3: Schematic of the proposed i-TR focusing algorithm. CG[VT] stands for the
center of gravity of the target volume. TR[ζ] indicates the TR solution
obtained by placing the virtual source at ζ, normalized to the amplitude
of the strongest channel. The C subscript refers to a cold-spot solution,
and the blue section represents a cold-spot iteration. The H subscript
refers to a hot-spot solution, and the red section represents a hot-spot
iteration. The CS sub-routine determines the location of a cold-spot
as the center of mass of the target sub-volume containing the lowest
1-percentile of SAR values. HS does the equivalent for the highest 1-
percentile in the remaining. Within each iterative section, only the subset
of steering parameters relative to the current frequency is changed, while
the values relative to the other frequencies are left at the current solution
P. The HCQ is evaluated over the total SAR.
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2.3 Iterative Time-Reversal

The proposed iterative TR (i-TR) focusing technique takes into account all
the points discussed above to improve an initial TR solution for HTP. The
schematic of the procedure is shown in Fig. 3. The initial solution p is found at
the center of mass of the tumor using Eq. C.6. The resulting SAR distribution
is analysed and the most prominent cold-spot is identified as the center of
mass of the contiguous sub-volume containing the lowest 1-percentile of SAR
within the target volume. The TR solution at the cold-spot is calculated and
the iterations begin for one frequency at a time, shifting the phase of the
current parameter set towards that of the cold-spot solution pC .

The iterative section aims at minimizing a novel cost function specifically
tailored for i-TR, which we will call the hot-to-cold spot quotient (HCQ),
defined as:

HCQ = SARR1

SART1
(C.7)

where SARR1 is the average SAR in the sub-volume of remaining healthy
tissues containing the highest 1-percentile of SAR values, while SART1 is the
equivalent for the lowest 1-percentile in the target volume. The individual
frequency iteration is carried out stepping by a geometrical factor α, with
0 < α < 1:

p′
f = p′′

f · ∆pα
f (C.8)

∆pf =
{

(ej∠pC
f )/p′′

f , for cold-spot iteration
(|1/pH

f |)/p′′
f , for hot-spot iteration

(C.9)

where j is the imaginary unit, and all operations are intended to be element-
wise. The buffer variable p′′

f , initially set as pf , is replaced by the search
direction p′

f only if the stepping was successful, i.e. if the resulting HCQ(p′) is
better than the current HCQ(p′′). Note that, while only the subset of steering
parameters relative to one frequency is iterated at a time, the assessment of
hot-spots, cold-spots and HCQ at each iteration is always carried out over the
total SAR distribution:

SAR = SAR1 + SAR2 + · · · + SARnf
(C.10)
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If the stepping was not successfull, the step factor α is geometrically re-
duced and another attempt is made. If the norm of the step |∆pα| falls below
a threshold value ∆p0 without any improvement on the HCQ, the next fre-
quency is considered and iterated. Once all frequencies have been iterated,
only the subset of parameters pf relative to the frequency that yielded the
best improvement in HCQ is updated with p′′

f .
A similar procedure is then carried out for the hot-spot. The updated SAR

distribution is analysed and the most prominent hot-spot is identified as the
highest 1-percentile of SAR within the healthy tissues. However this time
the amplitude of the parameters is shifted away from the hot-spot solution
pH . If at least one spot iteration was successful in improving the HCQ, a
new cold-spot is considered and iterated, and so on. Otherwise, the algorithm
terminates.

The parameter ∆p0 is directly related to the desired precision on the steering
parameters. We select a precision of 1% (∆p0 = 0.01) since RF systems
usually do not provide steering accuracy higher than ±5% [42], [43]. The
parameter α0, on the other hand, decides the length of the first iterative step
and its subsequent geometrical progression. As shown later in Sec. 4.3, the
value of α0 affects mainly the algorithm’s convergence speed and number of
iterations, and has almost no effect on the overall accuracy. Its optimal value
α0 = 0.1 is determined by means of a sensitivity analysis, and this value is
kept throughout all executions reported here.

3 Method

We compare the proposed i-TR technique with eigenvalue (EV), particle swarm
(PS), and classic time reversal (TR). The evaluation is carried out in two steps:
we first assess the quality of the HTPs via SAR-based indicators, then vali-
date them in terms of resulting thermal distributions. The test cases include
3 inhomogeneous artificial targets of increasing size in the neck region and 2
tumor-filled realistic targets, one in the neck and one in the brain. The ther-
mal validation is carried out only for the realistic targets. The HTP methods
are benchmarked in terms of the following quality indicators:
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• HTQ: hot-spot to target quotient, as defined in [20]:

HTQ = SARR1

SART
(C.11)

i.e. the ratio between the average SAR in the sub-volume containing
the highest 1-percentile SAR among the remaining tissues (SARR1) and
the average SAR in the target volume (SART). Values of HTQ around
or below 1 are typically considered for clinical treatment.

• TCx: iso-SAR target coverage, as defined in [44]:

TCx = VT(x)
VT

, VT(x) | SAR[VT(x)] ≥ x · SAR[V ] (C.12)

i.e. the fraction of the target volume VT where SAR values are above
a given fraction x of the SAR peak value in the whole patient volume
V . Both the TCx value and the fraction x are usually expressed as
percentage, and the TCx index is evaluated in this work for x = 25 %
or x = 50 % depending on the model at hand. Values of TC25 greater
than 75 % are typically considered for clinical treatment.

Both the HTQ and TC indicators are evaluated over the 1g-averaged SAR
distribution as detailed in Sec. 3.3. The TR, i-TR, EV and PS focusing
algorithms are all implemented in MATLAB® [45]. Field processing steps
are parallelised and executed in single precision on a high performance GPU
(nVidia Quadro RTX 6000) where possible. We further evaluate the speed
and computational cost of each method using the following metrics:

• Running time, tr: time needed for the HTP optimization algorithm
to complete, excluding SAR matrix preparations.

• Number of evaluations, ne: how many times the cost function is
evaluated by the algorithm (zero for EV and classic TR).

For the thermal validation, whose setup is detailed in Sec. 3.4, the fol-
lowing HTP quality indicators are used to evaluate the resulting temperature
distributions:

• Cumulative histograms: of the temperature distribution within the
target.
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• T50: median temperature in the target volume, as defined in [46].

(a) Collar applicator,
neck.

(b) Helmet applicator,
brain.

Figure 4: The simulation setups for the collar (a) and the helmet (b) applicators,
consisting of patient voxel model, water bolus, and 10 SGBT antennas
each.

3.1 Applicator array topologies
The HTP algorithms are tested on two array topologies: cylindrical and semi-
spherical. The cylindrical applicator (Fig. 4a) is meant for treatment of
tumors in the neck region. It consists of 10 radiators arranged on one ring of
20 cm diameter. The radiators are self-grounded bow-tie antennas (SGBT),
which work across the range 400−800 MHz and have been adapted specifically
for ultra-wideband MW-HT [47]. A cylindrical water bolus, with average
thickness 4 cm, is included between the antennas and the patient to improve
matching. The SGBT antennas are further immersed each into a protruding
cylindrical extension of the water bolus, to enhance their directivity and reduce
cross-coupling between array elements.

The semi-spherical applicator (Fig. 4b) represents a simplified version of a
helmet applicator for brain tumors. It consists of 10 SGBT antennas radially
arranged from the top of the scalp and following the skull’s curvature. The
applicator covers only a small part of the head and, as such, can only be
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meaningfully used for targeting volumes close to the the skull. This applicator
is not optimized for an effective treatment of deep-seated brain tumors, but
it is intended for the investigation of the i-TR method’s robustness to mixed
polarization axes. The average water bolus thickness for this applicator is
1.5 cm.

(a) Dorsal, T1,2,3, sagittal. (b) Dorsal, T1,2,3,
transverse.

Figure 5: Artificial heterogeneous target volumes. The targets are spherical and
concentric. They are delineated in white. The volume center is indicated
with a cross. Sections are taken at the volume center.

3.2 Human model and target volumes
The Duke human voxel model from the IT’IS Foundation [48] is used as virtual
patient for both regional treatment plannings. The original resolution of 1×1×
1 mm is down-sampled to 2×2×2 mm to spare computational resources. The
constant (density) and dispersive (permittivity, conductivity) tissue properties
are obtained from the IT’IS Foundation database [49]. A 230 × 260 × 390 mm
subset of the model is selected to represent the neck region, Fig. 4a. The
resulting voxel matrix includes 47 segmented tissues. For the brain applicator,
a smaller subset is selected, 230 × 260 × 138 mm, Fig. 4b. The resulting voxel
matrix includes 31 tissues.

For the preliminary SAR investigation, three spherical target volumes are
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Table 1: List of target volumes. The most relevant tissues within the target are
reported in percent of volume. For the artificial targets: M is muscle, F
is fat, O is other. For the realistic targets: X is mucous membrane, M is
muscle, L is larynx, T is tendon ligament, C is cerebrospinal fluid, G is
grey matter, W is white matter, S is skull, O is other.

Label Region Volume Location Topology Composition
T1 Neck 113 ml Dorsal Spherical 73% M, 18% F, 09% O
T2 Neck 48 ml Dorsal Spherical 77% M, 21% F, 02% O
T3 Neck 14 ml Dorsal Spherical 78% M, 22% F, 00% O
T4 Neck 85 ml Larynx Concave 25% X, 20% M, 18% L, 13% T
T5 Brain 30 ml Meninges Convex 46% C, 28% G, 22% W, 04% O

defined in MATLAB® after the E-field simulations. As the original dielectric
properties within the target volumes are kept, these targets are heterogeneous.
In addition to these, two realistic test cases are considered: one in the lar-
ynx for the neck applicator and one in the meninges for the brain applicator.
These targets are defined before the E-field simulations, and their volumes
are filled with a homogeneous material whose properties are determined by
taking the weighed average of the materials originally inside. This results in
a conservative approach where the tumor does not exhibit increased conduc-
tivity. The volume and composition of the 5 targets are described in Table 1
and shown in Fig. 5 and 6. Resulting tumor properties for the realistic cases
are reported in Table 2.

In all cases, the target volume is a contiguous shape, as multi-target treat-
ment planning is beyond the scope of the present work. The artificial targets
are included to evaluate the i-TR scheme’s ability to achieve target coverage
and hot-spot suppression for different tumor sizes. The larynx case is included
to assess the HTP’s ability to target concave shapes with both superficial and
deep areas. Note that the trachea lumen creates a cavity in the target volume.
The meningioma is included to investigate the case where multiple polariza-
tion directions are interfering in the target volume.
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(a) Larynx, T4, sagittal. (b) Larynx, T4,
transverse.

(c) Meninges, T5, sagittal. (d) Meninges, T5,
transverse.

Figure 6: Realistic homogeneous target volumes. The targets are delineated in
white. The volume center is indicated with a cross. Sections are taken
at the volume center.
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3.3 E-field simulations and SAR computation
The E-field distributions of each antenna within the applicator are obtained
numerically using the commercial software CST Microwave Studio® [50]. The
software implements an FDTD scheme on a hexahedral mesh with possibility
for locally denser sampling grids. The complex geometrical curves of the
SGBT antennas are sampled at 0.5/

√
3 mm to correctly represent at any

angle the 0.5 mm thick copper plate with which they are realized. The mesh
resolution within the patient varies between this value and a maximum of
2 mm. Together with the water bolus, this results in ≈ 125/220 million cells
for the collar/helmet setups, respectively. The almost doubled amount of
mesh cells for the helmet setup is due to the antenna arrangement occupying
more effectively all 3 dimensions in space. Absorbing boundary conditions
(PML) are defined for all sides of the computational domain.

Upon import for post-processing in MATLAB®, the E-field distributions are
re-sampled to a constant grid resolution of 2 mm. Out of these distributions,
the local SAR matrices Qf (x, y, z) are constructed according to Eq. C.4.
This results in 1.1 million matrices for the neck model and 0.3 million for
the brain one (considering the patient only). Each element qi,j(x, y, z) is
further spatially averaged according to a 1g SAR mass-averaging scheme. The
averaging scheme is similar to the CST Legacy one as described in [51]: we
treat surface voxels by expanding a spherical kernel until the mass of patient
tissues within reaches 1g.

3.4 Thermal simulations
To validate the HTP plans, steady-state thermal simulations are performed
with CST Microwave Studio®. We consider only the realistic scenarios and
only the frequency combination that yields the lowest HTQ after i-TR op-
timization. This combination would be the one selected for treatment after
quickly surveying all possible combinations with i-TR. The thermal proper-
ties of the healthy tissues are also taken from the IT’IS database. However,
to mimic the hyperthermic stress condition of the body, the muscle’s blood
flow perfusion is increased by a factor 4 [15], [52]. Moreover, the thermal
conductivity of the cerebrospinal fluid is increased by a factor 10 to emulate
the convective transport of heat [30]. The tumor thermal properties are calcu-
lated as a weighed average of the tissues originally composing its volume, in the
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Table 2: Properties of the homogeneous materials filling the target volumes in the
realistic cases, obtained as the weighed average of the original materials
within the volume. Some properties are adjusted for hyperthermic condi-
tions.

Tumor ϵ [∼] σ [ S
m ] ρ [ kg

m3 ] k [ W
Km ] c [ kJ

Kkg ] ωb [ kW
Km3 ] Qm [ kW

m3 ]
Larynx 47.8 0.674 1088 0.423 3.285 22.033 5.456

Meninges 57.3 1.372 1063 0.535 3.754 17.048 5.478

same way as for the electromagnetic properties. The tumor blood perfusion
rate is further diminished by a factor 0.7 to account for the chaotic vascular
structure that characterizes neoplasms [52], [53]. The tumor properties are
summarized in Table 2.

3.5 Choice of operating frequencies
The set of possible operating frequencies is constructed by stepping 100 MHz
within the antenna working range 400 − 800 MHz, yielding the following set:

F = [400, 500, 600, 700, 800]t MHz (C.13)

Out of this set, all the single and double frequency combinations are evalu-
ated, resulting in 15 operating frequency settings. This is to highlight poten-
tial frequency-dependent phenomena within the patient and to evaluate the
i-TR scheme’s robustness to different combinations of operating frequencies,
while at the same time keeping the amount of test cases at a minimum.

3.6 Implementation of eigenvalue and particle-swarm
The EV implementation is similar to the one used in [54]. It determines
via a direct solution the set of steering parameters that maximizes the SAR
amplification factor (SAF), defined as the following quadratic ratio:

SAF = SART

SARR
(C.14)

where SART is the average SAR in the target, and SARR is the average
SAR in the rest. An important consequence of how Eq. C.14 is constructed
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is that only one frequency at a time from any working set can maximize such
ratio [21]. The amplitude of the other frequencies must be set to zero, and the
only active frequency is the one whose interference pattern best fits the target
shape and location. This approach differs substantially from the continuous
FIR solution described in [23], which, to the best of the authors’ knowledge,
is the only published study on wide-band EV beam-forming. Their approach
is not applicable here since the spectrum is discrete. Naturally, maximizing
the SAF is not the same as minimizing non-linear indicators such as HTQ,
which usually correlate better with the resulting thermal dose.

The PS implementation used for this study is the one readily available in
MATLAB® (particleswarm). The cost function is the HTQ as described at
the beginning of this section. In order for PS to properly converge regardless of
the problem’s complexity [55], some of its settings are made proportional to the
number of variables, nv = 2 ·nc ·nf , i.e. phase and amplitude for each channel
at each frequency. In particular, the number of particles is set to 10 · nv, and
the optimization is halted when nv consecutive iterations have produced a
relative change in the objective function smaller than 0.1. Other settings have
been kept to their default values. When the particleswarm algorithm has
completed, the optimization is handed over to a local optimizer (fmincon)
and the solution is further refined until the relative parameter change falls
below 0.01, thus reaching the desired precision of 1 %.

4 Results
Fig. 7 shows a typical i-TR processing and its results for a representative
artificial target case. Starting from the classic TR solution, the HCQ is pro-
gressively minimized until no further improvement is achieved by either cold-
or hot-spot iterations. During this process, the HTQ and TC25 vary accord-
ing to the current solution. In general, HTQ floats around the initial value,
while TC25 is strongly enhanced within a few iterations. The HCQ value is
improved significantly throughout the entire process. This reflects in a more
homogeneous SAR distribution within the target and in a reduction of the
most relevant hot-spot, which, in this case, is located in the skin layer adja-
cent to the target. The initial steering parameter amplitudes, Fig. 7b, exhibit
the typical TR pattern where each antenna radiates power proportionally
to its vicinity to the target. The final amplitude settings clearly demonstrate
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Figure 7: Example of i-TR processing of a double-frequency problem, 400 +
800 MHz. T1 artificial heterogeneous target. (a) values of HCQ (nor-
malized to the initial value), HTQ and TC25 at each iteration. Black
dot labels report which spot has caused the improvement: CPn cold-
spot/phase at frequency n, HAn hot-spot/amplitude. (b) initial and final
steering amplitudes for all channels. (c) corresponding SAR distributions
(normalized to the highest value). Sagittal section at target center.

how i-TR can exploit different frequencies to cover both superficial and deeper
parts of the target volume, as confirmed also by the SAR distribution in Fig.
7c.

4.1 SAR evaluation
SAR-based HTP quality indicators for the artifical test cases are reported in
Fig. 8. The lowest HTQ for any given problem and frequency combination
is achieved by PS, being configured to minimize this indicator. However, this
does not always translate into better coverage. The i-TR returns sensibly
higher TC25 values in the large and medium cases, at the expense of an in-
crease in HTQ with respect to the initial TR solution. While some solutions
become impractical due to this increase, there is always at least one optimal
frequency combination where i-TR achieves HTQ ≈ 1 and TC25 ≈ 100%. In
the small target case, i-TR also lowers the HTQ provided by classic TR while
achieving remarkably higher TC50 values. For this target, which is less het-
erogeneous than T1 and T2 (see Table 1), the solutions provided by PS and
i-TR are comparable in quality. EV exhibits consistently high HTQ and poor
coverage in all cases.

SAR-based HTP indicators for the realistic targets are reported in Fig. 9.
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Figure 8: SAR-based HTP quality indicators in the artificial test cases, for all
operating frequency combinations. (a) to (c) report the HTQ while (d)
to (f) report target coverage. TC50 is shown in (f) due to TC25 being
100 % in T3.
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Figure 9: SAR-based HTP quality indicators in the realistic test cases, for all op-
erating frequency combinations. (a) and (b) report the HTQ while (c)
and (d) report target coverage.
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Once more, PS returns the lowest HTQ for each case. All algorithms yield
comparable HTQ values below 1 in the larynx, while only PS manages to
reach values below 1 in the meninges. EV and classic TR perform similarly
in the larynx case, achieving acceptable HTQ, but suboptimal coverage. EV
fails to provide viable solutions for the meninges, with HTQ always above
1.5, and TC25 above threshold only at 500 MHz and 700 MHz. In contrast,
i-TR yields HTQ values much closer to the global PS optimum for this case.
More importantly, it does so with simultaneous extensive target coverage. In
the larynx model, TC25 is often higher for i-TR than for PS when more than
one frequency is considered. The SAR results for these two realistic cases are
further summarized into two combined HCQ - TC25 plots in Fig. 10. In both
plots, the dual-frequency solutions provided by i-TR are seen to be located
near the TC25 optimum (100%) and close to PS’s global HTQ optimum.
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Figure 10: Combined HTQ - TC25 plots for the HTP solutions in the realistic
test cases. Empty circles denote single-frequency (SF) solutions. Filled
circles denote dual-frequency (DF) solutions.

4.2 Performance analysis
Speed performance metrics for the artificial test cases are reported in Fig. 11.
Since EV and TR are direct solution methods, they take less than a second to
complete. About 6 000 cost function evaluations are needed for PS to return
a single-frequency solution, and up to 30 000 in the case of two frequencies.
This translates into long execution times, with a typical run taking about 10
minutes for one frequency and 50 minutes for two frequencies. Conversely,
i-TR manages to return a single-frequency solution within at most 50 evalua-
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tions, and a double-frequency solution in 100 evaluations. This reflects into at
most 10 seconds running time in the single-frequency case, and on average 50
seconds for a double-frequency problem. Performance metrics for the realistic
cases are not reported since they indicate similar trends.
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Figure 11: Algorithm speed performance metrics in the artificial test cases, for
all operating frequency combinations, on a X-logarithmic scale. (a) to
(c) report the running time while (d) to (f) report the number of cost
function evaluations. te ≈ 0.5 s and ne = 0 for both EV and classic TR
since they are direct solution methods.

4.3 Sensitivity analysis
The results of the sensitivity analysis with respect to the initial step factor
α0 are reported in Fig. 12. Both HTP quality indicators exhibit negligible
variations across the sweep, meaning that the solution provided by i-TR is
stable in this respect. A closer look suggests that the optimum is located
at the lowest end of the α0 range. This can be intuitively explained by the
fact that smaller stepping allows the algorithm to get closer to the HCQ
optimum. High α0 values exponentially increase the convergence time and
computational burden of the algorithm, indicating that the initial classic TR
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solution is already close to the optimum and only small steps are needed to
improve its HCQ value. On the other hand, both tr and ne tend to increase
again towards α0 = 0, as a consequence of the step being too small to quickly
reach the optimum HCQ. In conclusion, α0 = 0.1 seems to be an appropriate
value for this parameter.
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Figure 12: Analysis of the i-TR algorithm’s sensitivity to the stepping parameter
α0. The plots report mean (black line) and standard deviation (gray
shade) of all the artificial test cases for all frequency combinations (n =
45). The black circle indicates the optimal value across a parametric
sweep. (a) and (b) report the SAR-based HTP quality indicators while
(c) and (d) report the performance metrics (Y-log plot).

4.4 Thermal validation
Fig. 13 and 14 show the thermal distributions for the realistic cases. It
can be seen that both direct solvers, EV and TR, fail to reach therapeutic
temperatures in the deeper parts of the tumors. In the larynx case, the trachea
acts as a heat barrier between opposing sides of the target volume, whose
morphology is toroidal. PS and i-TR manage to overcome this barrier by
extending the SAR coverage to the inner side, at the expense of higher average
temperatures in the healthy tissues. This higher power deposition, however,
does not result in additional hot-spots. i-TR performs better in this sense
than PS by gaining half a degree in median temperature, see Table 3. For the
meningioma, both EV and TR end up maximizing the peak SAR in the target
which results in a focal spot close to the skull. This spot is however mitigated
by the cooling effect of the bolus, so that neither high peak temperatures nor
sufficient coverage are achieved within the target. Both PS and i-TR shift
this main SAR peak deeper in the brain, reaching high median temperatures.
i-TR closely follows PS by only half a degree lower T50. These results are
further illustrated in the cumulative histograms, Fig. 15.
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(a) EV. (b) PS. (c) TR. (d) i-TR.

Figure 13: Temperature distributions in the larynx realistic case for all HTP al-
gorithms at 400 + 500 MHz. Maximum temperature in healthy tissues
is 43◦C in all cases. The target volume is outlined in white. Sagittal
section at tumor center.

(a) EV. (b) PS. (c) TR. (d) i-TR.

Figure 14: Temperature distributions in the meninges realistic case for all HTP
algorithms at 400+600 MHz. Maximum temperature in healthy tissues
is 43◦C in all cases. The target volume is outlined in white. Sagittal
section at tumor center.
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Figure 15: Cumulative histograms of the temperature distribution within the tar-
gets.
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Table 3: Median temperatures (T50) reached inside the target volume in each of
the thermal test cases for all HTP algorithms. Values in ◦C.

Tumor EV PS TR i-TR
Larynx 39.43 40.87 39.87 41.34

Meninges 39.37 42.24 40.47 41.69

5 Discussion
Hyperthermia requires an optimal SAR distribution in the patient in terms
of raw target power deposition, target coverage, and hot-spot suppression in
healthy tissues. Target SAR coverage has in fact been shown to be predictive
for the therapeutic outcome of the treatment [56], [57]. To improve on these
aspects, the HTQ and the TCx indicators have been proposed and shown to be
effective when applied retrospectively to clinical data sets [58], [59]. However,
HTQ and TCx are two different cost functions whose optimal distributions
do not coincide. In particular, a single-frequency HTP might yield acceptable
HTQ, but poor target coverage. This effect is apparent in Figures 8 and 9:
even when the HTQ closely fluctuates around 1, the TCx exhibits a strong
frequency-dependent trend, quickly falling below the acceptance threshold.
To satisfy both HTQ < 1 and TCx > 75 %, one must carefully select the
optimal operating frequency, which depends on the applicator in use, the pa-
tient’s anatomy, and the target shape. For the larynx case used in this study,
the optimal frequency lies around 400 MHz, while for the meninges 500 MHz
appears to be a better choice. This motivates the need for wide-band appli-
cators and for treatment planning tools capable of seeking the best treatment
frequency within the available band. Figures 8 and 9 further show that in a
multi-frequency setting, the requirements on the HTQ and TCx can be more
easily fulfilled when two frequencies are selected simultaneously. In other
words, the multi-frequency approach helps reaching the multiple objectives
needed for a successful hyperthermia dose delivery.

The proposed i-TR technique aims at quickly determining such an overall
optimal SAR distribution by exploiting the different frequency components to
minimize a custom cost function, the HCQ. This cost function is designed to
reach the multiple objectives above while enabling a TR-based iterative ap-
proach. The SAR-based results, Sec. 4.1, suggest that the method is successful
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in finding viable solutions for a given problem, independently of the target’s
size, location, morphology or composition. They further indicate that the
method is robust to problems involving mixed polarization axes. The quality
of the i-TR solution can depend on the selected set of operating frequencies,
however the high execution speed makes it possible to evaluate all frequency
combinations and always determine one viable solution. Note that this solu-
tion might not be the global optimum in terms of HCQ. We further point out
that, although there is no guarantee of improvement of an initial TR solution
by i-TR, the process is stable as it can never return a solution worse than the
initial one in terms of HCQ.

The thermal validation, Sec. 4.4, fundamentally confirms the i-TR’s ability
to provide viable HTP solutions and further emphasizes the difference in HTQ
and TCx as treatment planning goals. In the larynx case, for instance, all
HTP algorithms exhibit similar HTQ values below 1 at the selected frequency
combination. However, only for i-TR and PS this translates into high thermal
doses, thanks to their higher SAR coverage. EV and classic TR fail to fully
exploit the applicator’s heating capabilities, falling short of 2 ◦C on average
in T50 for the two cases. The small improvement in HTQ brought about by
PS, negligible at a first glance, results in a significantly higher median tumor
temperature. It is however i-TR to perform best in the larynx, with half a
degree higher T50 than PS. This is likely due to the compromise that HCQ
seeks between low HTQ and high coverage. In the meninges, the situation
is similar for EV and TR, while i-TR provides again a solution very close
to PS, with only half a degree lower T50. While it is not possible to draw
general conclusions about the relationship between HTQ, TCx, HCQ and the
resulting temperature distribution due to the limited amount of test cases, the
thermal validation indicates that the HTP solutions provided by i-TR can be
considered as clinically relevant.

Regarding EV, many improvements have been suggested over the years in
an effort to exploit this extremely fast solution method. Works such as those
of [19] and [60] apply weighing functions to the SAR distribution in order
to reduce the SAR peak in healthy tissues (hot-spots) and improve the SAR
homogeneity within the target. The weight distribution itself, however, needs
to be determined by means of an iterative procedure. Moreover, these mod-
ifications only apply to the single-frequency scenario. In a multi-frequency
setting, the fundamental single-frequency limitation of the EV cost function
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(SART/SARR) needs to be resolved to fully exploit the treatment capabilities
of wide-band applicators [21]. Recently, an emerging time- and frequency-
multiplexed beam-forming method has been proposed by [26]. The method
is based on quadratic programming (QP) and is therefore extremely fast in
determining the optimal set of frequencies, steering parameters and tempo-
ral sequences that best approximate a specified SAR pattern. However, the
method does not determine the optimal SAR pattern in itself. While this
is a very powerful approach, we believe that a relevant comparison between
applicators should be grounded on clinically relevant HTP quality indicators,
such as HTQ and TCx. These have been shown to correlate with high tumor
temperatures [59], which are the ultimate goal in hypethermia. However, since
these indicators involve a non-linear step, they cannot be solved for with fast
QP-based algorithms.

The proposed i-TR technique runs in nearly real-time even in the case of
high-resolution model matrices such as those considered in this study. The
2 mm resolution is necessary to model the thin anatomical features of the
vertebrae and the skull, which strongly affect the wave propagation. Current
clinical HTP tools for online complaint-adaptive steering use coarse resolutions
of 5 mm for 70 MHz and 434 MHz applicators to be able to quickly recompute
the steering parameters [6], [16]. For UWB applicators utilizing frequencies up
to 800 MHz, this resolution is no longer sufficient, especially when considering
tumors in the brain.

We point out that the proposed i-TR technique differs substantially from
the iterative time-reversal method developed by Montaldo and colleagues for
ultrasound applications [61]. In HIFU, the aim is to restore the sharp TR focal
spot after distortions caused by lossy and heterogeneous media. In MW-HT,
the problem faced is the opposite: to de-focus the sharp SAR peak caused
by TR in order to achieve better coverage across the whole target volume.
As a final consideration, we note that the i-TR implementation described in
this paper is not unique. For example, the cold-spot → hot-spot order in the
iterative scheme, Fig. 3, could be swapped. Similarly, the identification of
hot- and cold-spots could be performed right before each spot iteration, as
done here, or only once before both iterations. During internal tests, we could
not identify any major effects of these choices on the HTP outcome.

C31



Paper C

6 Conclusion
The proposed i-TR beam-forming technique is shown to deliver HTP solutions
equivalent to those provided by global optimizers such as particle swarm,
while being orders of magnitude faster. Results indicate that the method is
robust to different array and target configurations. The custom HCQ cost
function solved for by the iterative method leads to solutions that exhibit
a good compromise between raw power deposition in the tumor, hot-spot
suppression in healthy tissues, and target coverage even in deeper regions.
Overall, the described i-TR technique provides the means for fast comparisons
of a large number of potential array configurations and frequency combinations
to optimally treat a given patient. In a clinical setting, i-TR might be further
extended for use as a real-time steering parameter re-optimization procedure
upon localized complaint from the patient.
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1 Introduction

Abstract

Deep microwave hyperthermia (MW-HT) applicators are typ-
ically designed as narrow-band conformal antenna arrays with
equally spaced elements, arranged in one or more rings. This
solution, while adequate for most body regions, might be
sub-optimal for brain treatments. The introduction of ultra
wide-band semi-spherical applicators, with elements arranged
around the head and not necessarily aligned, has the potential
to enhance the selective thermal dose delivery in this chal-
lenging anatomical region. However, the additional degrees
of freedom in this design make the problem non-trivial. We
address this by treating the antenna arrangement as a global
SAR-based optimization process aiming at maximizing target
coverage and hot-spot suppression in a given patient. To en-
able the quick evaluation of a certain arrangement, we propose
a novel E-field interpolation technique that calculates the field
due to an antenna at any location around the scalp from a
limited number of initial simulations. We evaluate the approx-
imation error against full array simulations. We demonstrate
the design technique in the optimization of a helmet applicator
for the treatment of a large medulloblastoma in a paediatric
patient. The optimized applicator achieves 0.3 ◦C higher T90
than a conventional ring applicator with the same number of
elements.

1 Introduction
Local hyperthermia for cancer treatment consists in the selective increase of
the tumor temperature to 40 ∼ 44◦C for about an hour [1]. In combination
with radio- or chemo-therapy, the technique has been shown to enhance the
therapeutic outcome for several tumor types in clinical trials [1]–[3]. Con-
formal phased arrays are used in microwave (MW) hyperthermia (HT) to
non-invasively deliver the prescribed thermal dose to a tumor seated deep in
the body [4]. In this process, it is of paramount importance to subject the
target volume to a high and uniform temperature increase while keeping the
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surrounding healthy tissues within physiologically tolerated temperatures [5].
External MW-HT has been successfully applied to targets in the pelvis and

the head and neck with remarkable results. To date, however, no clinical ap-
plications in the treatment of brain tumors have been reported, despite early
encouraging results obtained with interstitial techniques [6]. The implementa-
tion of MW-HT for the treatment of solid brain tumors could be particularly
beneficial in paediatric patients, where the incidence of such malignancies
is the highest [7]. Current treatment modalities based on radiotherapy are
known to cause long term disorders in survivors [8]. There is thus a strong
motivation for the development of brain applicators and the introduction of
hyperthermia as a means to lower the ionizing dose while maintaining the
same clinical output.

Local heating of tissues in the head is a challenging task due to the presence
of critical organs and their extra sensitivity to hyperthermic temperatures [9].
Ideally, the therapeutic range of 40 ∼ 44◦C should be reached everywhere
in the tumor, while healthy tissues should not exceed 42◦C. Particular care
should be devoted to avoiding MW radiation in the eyes [10]. Unfortunately,
radio-frequency (RF) waves in the MW range are known to be easily absorbed
by biological tissues [11], resulting in poor penetration depth. This is espe-
cially true for the cerebrospinal fluid (CSF) due to its high conductivity at
these frequencies [12]. The enclosure of the skull (cortical bone) adds to the
complication as its dielectric contrast causes irregular wave scattering and
multiple reflections. For these reasons, additional efforts must be spent in
ensuring that the applicator can reliably target the tumor while minimizing
losses in healthy tissue. The latter may result in the formation of hot-spots,
which are known to be the limiting factor for the maximum achieved tumor
temperature during a treatment session [13].

In a typical MW-HT applicator design, the array is a conformal ring of
equally spaced antennas immersed in a water bolus, which fills the gap between
the antennas and the patient’s skin. The bolus realizes a dielectric match for
an increased power transfer to the body and simultaneously cools off the first
layer of tissue where the electromagnetic losses are the strongest [14]. Several
groups in the past decades have investigated the relationship between the array
design parameters and the resulting ability of the applicator to selectively heat
tumors in the pelvis and the neck. These include: operating frequency, array
topology (usually ring), distance between antennas, number of antennas, their
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distance from the body [15]–[19]. For brain tumors, external MW-HT has not
yet been clinically tested, and the few available non-invasive heating solutions
rely on magnetic nano-particles or focused ultra-sound [20]. More recently,
however, researches have begun investigating the feasibility of MW-HT in
this anatomical region [21], [22]. Preliminary results suggest that high-quality
heating can be better achieved when the array configuration is customized to
the specific tumor location, shape and size [23].

In this work, we attempt to go beyond the classical single-frequency ring
array configuration and exploit the spherical morphology of the head to de-
velop a ultra-wideband helmet applicator (250 ∼ 500 MHz). In doing so,
we relax the constraints of fixed distance between the antennas and of their
mutual alignment. We treat the antenna arrangement around the surface of
the scalp as a global optimization problem where each element’s location is
left as a degree of freedom. At each iteration of the optimization algorithm,
we determine the E-field due to each antenna in the array as the interpolation
of a grid of simulated individual antennas at fixed locations. As cost-function
for the assessment of a particular array configuration we utilize a novel metric,
the hot-to-cold spot quotient (HCQ), which is based on the specific absorp-
tion rate (SAR) distribution and has been shown to correlate well with the
resulting temperature increase in deeply seated targets [24], [25]. We demon-
strate the procedure in the design of several helmet applicators of increasing
number of elements for the treatment of a paediatric patient with a large
medulloblastoma. We assess the quality of the interpolated field by analyzing
the approximation error when compared to an actual simulation. Finally, we
quantitatively compare the optimized, semi-spherical arrays to classical ellip-
tical designs of the same order, by developing full thermal treatment plans for
each solution.

2 Method

2.1 Patient model

The patient is a 13 years old male with a 126 ml medullo-blastoma in the
dorsal area of the brain, shown in Fig. 1. The tumor is relatively large and
extends from the medulla to the skull. The challenge in this patient is due to
the hyperthermia target volume (HTV) presenting both superficial and deep
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regions. The model is obtained via MRI scans with 1 mm resolution. The
raw data is subsequently segmented by a trained oncologist into 10 distinct
tissues: skin, muscle, bone (cortical), pharynx, cerebrospinal fluid, brain (grey
matter), brain (white matter), eye (vitreous humor), cartilage, and tumor.
The rostral part of the model, below the brain stem, is filled with muscle to
emulate the presence of the rest of the body for accurate wave propagation,
while reducing the segmentation complexity.

(a) 3D View (b) XY View (c) YZ View

Figure 1: Sections of the segmented patient model (gray) with superimposed target
volume (cyan).

2.2 Antenna and bolus design

The array elements utilized in our applicator design are self-grounded bow-tie
(SGBT) antennas [26], Fig. 2. The geometrical parameters of the antennas
are optimized to obtain a stable impedance, radiation pattern, and insertion
loss above 10 dB across the whole 250 ∼ 500 MHz band when positioned at
a distance of ≈ 5 cm from the head (measured at the antenna ground plate).
The water bolus shape is obtained by fitting a spheroid over a cloud of points
randomly located around the scalp and offset by ≈ 5 cm, as shown in Fig. 3.
The resulting spheroid has a different radius in each direction: 12.5 cm along
the x axis, 14.2 cm along y, and 14.4 cm along z. The spheroid is trimmed
just above the nostrils to provide an opening for breathing. Each antenna
is placed with its background plate lying as far as possible from the patient
while preventing the metal from protruding out of the water.
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(a) 3D View (b) XZ View

Figure 2: Self-grounded bow-tie antenna optimized for the 250 ∼ 500 MHz band.
The antenna’s polarization axis u is aligned with the x axis (red), while
its main directivity axis w is aligned with the z axis (blue). The center
of the antenna’s local coordinate system corresponds to the center of its
ground plate, which is also the center of the circular feed opening. The
overall dimensions are 8.7 cm along x, 6.2 cm along y, and 2.4 cm along
z.

2.3 Numerical simulations

Electromagnetic (EM) simulations are performed in COMSOL Multiphysics®

5.6 [27]. To reduce the computational burden for the simulation of the inter-
polation grid (Section 2.5), the patient model is down-sampled to 4 mm using
a winner-takes-all strategy [28]. This corresponds to approximately λ/18 in
the tissue with highest permittivity (CSF), where λ is the wavelength at the
highest considered frequency (500 MHz). A regular hexahedral mesh is as-
sembled in the patient respecting this step, while the water bolus and the
surrounding air background are discretized with a tetrahedral mesh whose
resolution varies from λ/30 at the antenna feed and metal corners to λ/5 in
the bulk. The antennas are modelled as sheets of perfect electric conductor
(PEC) and excited via a TEM port. Absorbing conditions (PML) are defined
at the domain boundaries. Dispersive healthy tissue properties are retrieved
from the IT’IS database [12]. Dispersive tumor properties are obtained as an
average of all malignant tissue properties reported in [29], as recommended
by [30].

Thermal (TH) simulations are performed in the same software. The steady-
state temperature distribution is determined for each final applicator design.
The patient model is added and meshed in the same fashion as for the EM
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(a) 3D View (b) YZ View

Figure 3: Patient model (gray) with water bolus shape (blue). The spheroid is
clipped right above the shoulders.

simulation. We add heat flux boundary conditions to model the convective
extraction of heat at the interface between patient and air or water. The
chosen convection coefficient between skin and air is 8 W/m2/K [31], while the
coefficient between skin and water is 100 W/m2/K [14]. The air temperature is
set to 20 ◦C. Due to the proximity of the tumor to the surface, the water bolus
directly affects the temperatures in the target volume [14]. Therefore, the
water temperature is set to a higher 30 ◦C. Thermal properties are once more
obtained from the IT’IS database for each healthy tissue, while the following
properties are used for the tumor [30]: density ρ = 1090 kg/m3, specific heat
capacity cp = 3421 J/kg/K, and thermal conductivity κ = 0.49 W/m/K.

In the TH simulation, the EM losses are added as a distributed term in the
bio-heat equation [32]. This term is obtained from the array’s E-field distribu-
tion at each frequency (Ef ) as shaped by the treatment planning optimization
stage (Section 2.4) and obtained by a full array simulation (no interpolation
involved):

PLD = κ
∑

f

1
2σf |Ef |2 (D.1)

where PLD stands for power loss density [W/m3] and κ is a scaling factor.
Note that, unlike the SAR distribution in Section 2.4, the PLD distribution
is not smoothed out nor masked. The value of κ is determined by a local
gradient descent optimization whose goal is to obtain a maximum temperature
in the healthy tissue equal to 42 ◦C, to respect the toxicity limits in the
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central nervous system [9]. The resulting temperature distribution in the
target volume is assessed by means of the T50 and T90 indices [33], i.e. the
minimum temperature achieved within the highest 50 % and 90 % of the
temperature distribution in the target, respectively.

2.4 Treatment planning

For each applicator configuration, either during the optimization stage or for
final validation, a full multi-frequency SAR-based treatment plan optimization
is carried out. The plans are prepared considering the [250, 375, 500] MHz

set of frequencies for simultaneous operation. The optimization variables are
the phase and amplitude of each array channel and for each frequency, for a
total of 2 · nf · nc degrees of freedom, where nf is the number of frequencies
and nc is the number of channels (antennas). The cost-function and goal to
be minimized is the hot-to-cold spot quotient (HCQ), defined as follows [24],
[25]:

HCQp = SARRq

SART p

. (D.2)

where SART p is the average SAR in the lowest p-percentile of target (tu-
mor) tissue, while SARRq is the average SAR in the highest q-percentile of
remaining (healthy) tissue. The relationship between percentiles is fixed:

q = p
||T ||
||R||

(D.3)

where || ⋄ || denotes the volume of the argument. A target percentile p of
50 % is selected to promote coverage even in the deepest parts of the tumor
and increase the resulting temperature indices.

The procedure is implemented in MATLAB® R2021a [34] using our pre-
viously devised scheme for the fast minimization of HCQ in multi-frequency
problems [35], which is based on an iterative form of time-reversal. When a
full array simulation is performed on COMSOL, the E-field distributions due
to each antenna are directly exported from the software and re-sampled to a
uniform matrix with 4 mm spatial resolution and single precision. During the
array optimization, on the other hand, the individual E-fields are determined
by linear interpolation as described in Sections 2.5 and 2.5. The SAR distri-
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bution, in [W/kg], upon which Eq. (D.2) has to be evaluated is determined
by superposition of the frequency contributions:

SAR =
∑

f

1
2

σf

ρ
|
∑

c

χf,cEf,c|2 (D.4)

where σ is the local material conductivity and ρ its density, while χf,c and
Ef,c are the complex steering parameter and E-field distribution of channel c

at frequency f , respectively.
The SAR is then further processed to increase its correlation with temper-

ature. First, the distribution is smoothed out by a 5 g mass averaging scheme
within the patient, where surface voxels are treated by expanding the convo-
lution kernel until the mass of tissue within reaches 5 g [36]. Secondly, the
voxels belonging to the first 20 mm of healthy tissue at the surface in contact
with the water bolus are completely excluded from the patient mask for the
evaluation of the cost-function. This step is included to model the cooling
effect of the water bolus in SAR, as the EM losses are effectively counter-
acted by the convective heat extraction [14]. Additionally, the exclusion of
such a thick layer of patient surface is motivated by the knowledge that the
most prominent hot-spot is expected to arise in the deep-seated pocket of
CSF caudal to the target volume [37], while the peripheral strati of CSF are
kept within safe temperatures by the joint action of the water bolus and the
naturally high perfusion rate of gray matter [12]. Altogether, these measures
ensure a high degree of correlation between the SAR and the resulting tem-
perature distribution. All parallel SAR calculations are performed in single
precision on a GPU (nVidia® RTX™ A6000).

2.5 Field interpolation

To determine the E-field distribution due to a single antenna at any location
across the surface of the helmet, we introduce a linear interpolation scheme
that relies on a limited number of pre-simulated locations around the head
(grid). The procedure consists of several steps and makes use of a local 2D
spherical coordinate system (θ, ϕ) mapping the surface of the water bolus,
illustrated in Fig. 4.
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Figure 4: Reference schematic for the arrangement of a single antenna. Note that
the angle ϕ, while following the classic right-hand convention, is shown
here on the negative Y quadrant for readability.

Interpolation grid

Given the fitted bolus spheroid obtained in Section 2.2, a number of points np

are randomly placed around its available surface. The spherical coordinates of
each point (θ, ϕ) are then fed to a local least-squares minimization algorithm
(lsqnonlin) that aims at minimizing the sum of the squared distances be-
tween each pair of points (emulating the repulsion of charged particles). The
procedure is repeated for increasing np until the maximum distance between
any pair of nearby points falls below a certain target sampling distance. In
the patient model at hand, we prepare a grid of np = 221 points resulting
in a maximum distance of 2.9 cm, which is slightly below a half of the mini-
mum wavelength in water (6.8 cm @ 500 MHz) to provide adequate sampling
resolution. The full grid is shown in Fig. 5.

For each grid point, a local antenna coordinate system is generated. The
origin O = (x, y, z) is initially placed at the surface point corresponding to
the spherical coordinates (θ, ϕ) of this grid point. Indicating with U the
antenna’s orientation (polarization axis), with W its main directivity axis
(pointing direction), and with V a third axis that completes a right-handed
(U, V, W ) triple, the local coordinate system is obtained by making W inwards
perpendicular to the spheroid’s surface at the point location and finding U as
the vector tangent to the bolus surface and lying on the ZW plane, where Z
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(a) 3D View (b) YZ View

Figure 5: Interpolation grid made of 221 points (black) uniformly distributed
around the child patient model (gray) and lying on the surface of a fitted
spheroid. The average distance between pairs of nearby points is 2.6 cm.

is the patient’s rostro-caudal axis. Finally, the origin O is translated towards
the positive W direction by the amount necessary to prevent the antenna’s
back plate from projecting out of the water spheroid. In COMSOL, np · nf

full EM simulations are performed, each with a single antenna model rigidly
transformed to match the coordinate system previously prepared. The E-
field distributions relative to the individual frequencies are then exported to
MATLAB and uniformly re-sampled.

Linear interpolation

Once the grid distributions are available, the E-field due to a single antenna
a at arbitrary coordinates (θa, ϕa) ≡ (xa, ya, za) = Oa can be obtained by a
linear interpolation of the distributions relative to the 3 closest grid points
O1, O2, O3 (triangular patch), as illustrated in Fig. 6:

1. A local coordinate system (U, V, W )a is built for the antenna, in a similar
way as for the grid points in Section 2.5.

2. The complex vector E-field distribution E1 of the first grid point at
frequency f is divided everywhere by the local impedance ηf of the
material, yielding a surrogate Ĥ1 of the H-field of an antenna at that
location. This important step is included to render the field distribution
less dependent on the patient’s anatomy, thanks to the biological tissues
being predominantly non-magnetic.

D12



2 Method

3. This complex vector H-field distribution is transformed to Ĥ1 according
to a translation T ′, a rotation R, and a second translation T ′′, such
that:

T ′[O1] = (0, 0, 0)
R[(U, V, W )1] = (U, V, W )a

T ′′[(0, 0, 0)] = Oa

(D.5)

4. The transformed H-field distribution Ĥ1 is multiplied by the material
impedance ηf to restore the transformed E-field intensity Ê1.

5. Steps 2 to 4 are repeated for each of the 3 closest grid points.

6. The E-field distribution relative to the individual antenna is obtained
as a weighed average of the transformed distributions. The weights
ω1, ω2, ω3 are determined as the ratio between the area of the subtended
triangle to the area of the interpolation patch:

Ea = ω1Ê1 + ω2Ê2 + ω3Ê3

ω1 = ||(Oa, O2, O3)||/||(O1, O2, O3)||
ω2 = ||(O1, Oa, O3)||/||(O1, O2, O3)||
ω3 = ||(O1, O2, Oa)||/||(O1, O2, O3)||

(D.6)

where || ⋄ || denotes the area of the argument.

Coupling modeling

The above procedure provides a rough approximation of the E-field of a single
antenna in a particular position across the water bolus surface. In any array
configuration with two or more antennas, however, coupling phenomena affect
the E-field distribution of the single element. We tackle this by utilizing the
very individual fields of each antenna to model the coupling distortion of each
array element.

To this end, we prepare a separate simulation where a spherical brain phan-
tom is enclosed in a spherical water bolus of the same thickness of our appli-
cator design (≈ 5 cm), Fig. 7a. The phantom includes the same tissues found
in the upper hemisphere of the head: brain, cerebrospinal fluid, cortical bone,
skin. These are modelled as concentric shells whose thickness is determined
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Figure 6: Reference schematic for the field interpolation procedure, using a less
dense grid to facilitate the reader. The spheroid is shown in its entirety
to highlight the different radii. However, in the actual simulation model,
the bolus is clipped at the level of the shoulders. We show the spheroid
center C and its radii a, b, c. The interpolation grid is shown with black
circles. The selected interpolation patch (O1, O2, O3) for an antenna at
location Oa is highlighted with thick black edges and yellow vertices. The
local coordinate systems of the selected grid points are also shown. An
equivalent system is built for the query antenna location Oa (not shown).

by averaging a number of radial samples taken from the patient model, Fig. 1.
The result is 6.3 mm for the skin, 6.8 mm for the bone, and 10.7 mm for the
cerebrospinal fluid. The outer radius of the phantom is 96.9 mm, determined
in a similar way (average head radius). The inner core is filled with brain
material.

Using this model, we determine the coupling factor between two antennas
located anywhere inside the bolus. We add a fixed active antenna (A) and
generate a number of random locations for a passive antenna (P), including
random rotations of its polarization axis, Fig. 7b. For each arrangement of
this pair, we simulate the individual E-field distributions EA and EP generated
when the other antenna is absent, and we extract the value of EA at the phase
center of the passive antenna, EA(O′

P ). For our SGBT antennas, the phase
center O′ = O + W · 1.4 cm lies in between the flaps, at the end of the feed
line, Fig. 7c. We project this value onto the polarization axis of the passive
antenna, UP , to obtain the complex scalar:

eAP = ⟨UP , EA(O′
P )⟩ (D.7)

where ⟨⋄, ⋄⟩ denotes the scalar product. Subsequently, we simulate the E-
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(a) Phantom (b) Model (c) Geometry

Figure 7: Procedure to determine the coupling between antenna pairs. A spheri-
cal brain phantom (a) is inserted into a spherical bolus (b). An active
(A) and a passive (P) antenna are added inside the bolus. First, the
individual fields EA and EP of each antenna are determined without the
presence of the other antenna (not shown). Subsequently, the active an-
tenna is excited with the presence of the passive antenna and the overall
coupled field EA+P is determined. A correlation factor between the cou-
pled field EA+P and the passive antenna field EP is determined. This is
found to be proportional to the projection on UP of the individual field
EA at the location of the passive antenna (c).

field distribution EA+P due to the active antenna A when the passive antenna
P is present. Since both antennas are perfect conductors, the overall field is
an infinite sum of reflections between the active and passive elements:

EA+P = EA + kAP · (EP + kP A · (EA + . . .)) (D.8)

where kAP = kP A is the coupling factor between A and P. Because of losses
in the domain, wave propagation and antenna misalignment, the coefficients
are expected to be very small. Therefore, one can approximate the overall
field as the sum of the impinging field and the first reflection only:

EA+P ≈ EA + kAP · EP (D.9)

From this relationship, the coupling factor kAP can be determined as the
spatial average of the ratio between the remainder EA+P − EA and the cou-
pled field EP . A more robust fit, however, can be obtained by means of
decorrelation:
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kAP ≈
∫

M
(EA+P − EA) · ĒP dM∫

M
|EP |2 dM

(D.10)

where M is the domain of the model, i.e. the bolus sphere including the
phantom. Once eAP and kAP have been determined for different arrangements
of A and P, one can study the correlation between the two. For the present
study, we generated 30 random pairs and obtained the complex scatter plots
shown in Fig. 8. The plots confirm the straightforward linear relationship
between eAP and kAP . A complex coefficient c can be fitted on this set of
points such that:

kAP = c · eAP (D.11)

for any arbitrary arrangement of A and P along the boundary of the water
bolus.
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Figure 8: Correlation between the projection eAP of the active antenna’s field EA

on the passive antenna’s polarization axis UP at O′
P , and the coupling

coefficient kAP obtained by decorrelation of the remainder field EA+P −
EA with respect to EP . The results are reported for each frequency in
the operating set. The solid black lines show the fitted complex coupling
coefficient c, while the legends report the correlation coefficients for each
fit.

This important result enables the calculation of the overall field of an an-
tenna in any array configuration given the individual fields E of the single
antennas approximated in Sec. 2.5. For an array of n elements, the approxi-
mated true field distributions Ê relative to each antenna can be found as:
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
Ê1
Ê2
...

Ên

 =


1 ce12 · · · ce1n

ce21 1 · · · ce2n

...
...

. . .
...

cen1 cen2 · · · 1


(K−1)

·


E1
E2
...

En

 (D.12)

where K is the number of reflections that should be accounted for. As shown
later in Sec. 3, a sufficient number of reflections is K = 3, and throughout
the rest of the article we present results obtained utilizing this value.

2.6 Approximation analysis

We quantitatively assess the approximation error of a single antenna field by
comparing the interpolated distribution to an equivalent full simulation in
COMSOL. The comparison is carried out for a series of 5 locations within the
largest interpolation patch and of increasing distance from a simulated grid
point, as shown in Fig. 9. We assess four different aspects of the average rela-
tive error between the simulated (SIM) and interpolated (INT) complex vector
E-fields: the distribution (DIS), the amplitude (ABS), the phase (ANG), and
the direction (DIR). These are calculated as:

ϵDIS =
∫

M

|ESIM − EINT|
|ESIM|

dM / ||M ||

ϵABS =
∫

M

||⟨U, ESIM⟩| − |⟨U, EINT⟩||
|⟨U, ESIM⟩|

dM / ||M ||

ϵANG =
∫

M

|wrap(∠⟨U, ESIM⟩ − ∠⟨U, EINT⟩)|
π

dM / ||M ||

ϵDIR =
∫

M

acos(⟨|ESIM|, |EINT|⟩/||ESIM||/||EINT||)
π/2 dM / ||M ||

(D.13)

where M denotes the patient model volume excluding the first 20 mm of
tissue in contact with the water bolus, and U is the (unitary) polarization
vector of the antenna. The SIM and INT distributions are preliminarily mass-
averaged according to the scheme described in Section 2.4. The values are
evaluated for each individual frequency in the operating set.
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Figure 9: Location sweep for the sensitivity analysis of the field interpolation error.
The black circles represent the interpolation grid points. The yellow dots
are the grid points selected for interpolation, and are the corners of the
triangular patch of largest area. The gray shade is the patient in bird’s
eye view. The local coordinate systems of each antenna location to be
approximated are shown as superimposed triplets.

2.7 Array optimization

The optimization task must determine the location of each antenna in an array
of a given size (number of elements or channels, nc). The solver must also
make sure that the solution represents a physically feasible arrangement. In
particular, the antennas must be placed within the bolus boundaries and they
must not overlap with each other. The first requirement is met by providing
lower and upper boundaries to the θa and ϕa coordinates of each antenna. In
the present case, ϕa is unbounded since the spheroid covers a full 360◦ on the
XY plane. The second requirement can be implemented as a set of non-linear
constraints. If r is the radius of the smallest circle enclosing the antenna on
its local UV plane, then the following has to be true for any pair (i, j) of
antennas:
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|L| − li − lj > 0
L = Oi − Oj

li =

√
(r ⟨Ui, L⟩

|L|
)2 + (r ⟨Vi, L⟩

|L|
)2

lj =

√
(r ⟨Uj , L⟩

|L|
)2 + (r ⟨Vj , L⟩

|L|
)2

(D.14)

where L is the vector from antenna j to antenna i. This constraint is
sufficient as long as the curvature of the bolus spheroid is large compared to
the size of the antenna along its W axis. Further constraints relevant for the
HT treatment are the locations of the eyes. The optimizer should not place
any antenna in front of these organs as they can be easily damaged by MW
radiation. We determine the center O and radius r of each eye in the model
as projected on the water bolus surface, and append these terms to the set of
constraints that is assembled according to Eq. (D.14).

If the pair (θa, ϕa) describes one antenna a, then the design procedure must
solve a minimization problem consisting of 2 · nc degrees of freedom. These
degrees of freedom, however, are not truly independent from each other. For
instance, in the case of 3 antennas, the solution vector:

[(θ1, ϕ1)(θ2, ϕ2)(θ3, ϕ3)] (D.15)

represents an array arrangement that is identical to:

[(θ2, ϕ2)(θ1, ϕ1)(θ3, ϕ3)] (D.16)

and similar permutations. In other words, there exists a semantic overlap
between the optimization variables. Because of this, classical global optimiza-
tion algorithms (particle swarm, genetic evolution, simulated annealing, etc.)
cannot be employed for an efficient solution of this problem. Therefore, we
adopt a simpler random search (RS) strategy [38] followed by local refinement
(LR). The RS stage generates a random set of uniformly distributed solutions
within the optimization boundaries. This step also has to make sure that the
generated points fulfill the non-intersection criterion discussed above. The
number of initial solutions has to be enough to reasonably cover all qualita-
tively different array arrangements across the bolus surface. Intuitively, it can
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be expected that the translation of one element of the array in any direction
by an amount smaller than λ/2 does not result in a qualitatively different
illumination of the body. This is also the rationale behind the choice of num-
ber of grid points in Section 2.5. At the same time, increasing the number
of array elements (nc) produces more redundancy among a set of solutions,
because different antennas can end up covering the same spot. Consequently,
we estimate the number of initial random solutions to be generated as:

nr = ⌊np/nc⌉; (D.17)

where np is the number of triangular patches available from the interpolation
grid (which is inversely related to the minimum wavelength in water), and ⌊⋄⌉
denotes rounding to the nearest integer.

Once all nr arrangements have been evaluated, the optimization enters
the LR stage, which is implemented using fmincon from MATLAB’s library.
This function easily allows for the inclusion of the non-linear constraints, Eq.
(D.14). To reduce the computational time, we sort the randomly generated
solutions in ascending order according to their cost. We then apply the LR to
the first solution, obtaining the minimum achievable HCQ for this qualitative
arrangement. We proceed with the next solution until the refined HCQ be-
comes worse, thereby assuming that the remaining qualitative arrangements
are not likely to yield more favourable SAR patterns. The overall array design
procedure is summarized in Fig. 10.

Here we note that the rationale behind developing the analytical expressions
reported in Section 2.5 and geometrical expressions for the bolus shape and the
antenna coordinate system with respect to the spherical surface coordinates (θ,
ϕ), is to make the landscape of the cost-function (HCQ) as smooth as possible
with respect to the array optimization variables (θ and ϕ themselves). This
is crucial for the LR step, which requires the gradients of the cost function to
be numerically evaluated with respect to each optimization variable.

2.8 Design validation

We prepare 8 optimized array designs of increasing order: nc ∈ [01, 02, 03, 04, 06, 08, 10, 12].
For each arrangement, we perform a full array simulation in COMSOL. We
compare the predicted and the actual SAR distributions according to the fol-
lowing metrics:
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Figure 10: Applicator optimization procedure to determine the best antenna ar-
rangement for a given patient. The procedure begins at the red step
and ends at the green step. The steps highlighted in blue involve the
sub-steps shown in (b) to determine the cost function value of a certain
array arrangement.

ϵDIS =
∫

M

|SARSIM − SARINT|
|SARSIM|

dM / ||M ||

ηH-S = ||HSIM ∩ HINT||/||HSIM||
ηC-S = ||CSIM ∩ CINT||/||CSIM||

(D.18)

where H denotes the hot-spot sub-volume mask (highest q-percentile of re-
maining healthy tissue) and C denotes the cold-spot sub-volume mask (lowest
p-percentile of target volume). While ϵDIS denotes an error metric (the lower
the better), ηH-S and ηC-S are coverage metrics (the higher the better).

To quantify the overall improvement in heating capability of the optimized
arrays, we carry out thermal simulations to evaluate the clinically relevant
hyperthermia indexes T50 and T90 for each treatment plan. We also prepare a
set of "canonical" applicator designs consisting of one or two rings of equally
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spaced antennas for nc ∈ [06, 08, 10, 12] and report their achieved temperature
indexes. These applicators are shown in Fig. 11. Since the canonical designs
might violate the constraints relative to the avoidance of the eyes, during
the evaluation of the treatment plans we turn off the channels relative to the
antennas that overlap with the projected eye locations. This results in channel
02 being turned off in the canonical applicator design of order nc = 10, while
in the applicator of order nc = 12 this applies to channels 02 and 03.

(a) nc = 06 [XY] (b) nc = 08 [XY] (c) nc = 10 [XY] (d) nc = 12 [XY]

(e) nc = 06 [YZ] (f) nc = 08 [YZ] (g) nc = 10 [YZ] (h) nc = 12 [YZ]

Figure 11: Canonical applicator designs for increasing number of elements.

3 Results

3.1 Grid simulation
The 221 simulations of the interpolation grid took about 200 h on a 32 cores
Intel Xeon 2.90 GHz system with 192 Gb of RAM. For comparison, a full 8
channel array simulation takes around 1 h on the same computer system, while
the interpolated approximation of the same array takes about 15 s, yielding a
speedup of roughly 240 times. As the optimizer evaluates around 2000 poten-
tial array configurations to determine the best arrangement for 8 antennas,
the use of the approximation method renders the global optimization feasible.
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The numbers are even more compelling for higher array sizes.
An example of interpolated versus simulated SAR distribution is shown in

Fig. 12 for the optimized array design of size nc = 08 (applicator shown in Fig.
14j and 14n). The two distributions agree well qualitatively. The relative error
becomes unacceptable (≫ 50 %) only in regions far from the antennas, such
as the mouth (Fig. 12f), where the SAR intensity is almost negligible. The
cold-spot is predicted with high accuracy (ηC-S = 81 %), while the hot-spot
identification suffers the most from the approximation error (ηH-S = 46 %).

(a) SIM [XY] (b) DIF [XY] (c) INT [XY]

(e) SIM [YZ] (f) DIF [YZ] (g) INT [YZ]

Figure 12: Comparison of the normalized SAR distributions obtained via approx-
imation (INT) and full simulation (SIM) for the optimized applicator
design of order nc = 08. Sections taken at target center. The vol-
umes in magenta represent the highest q-percentile in the remaining
healthy tissue (hot-spot), while the volumes in cyan represent the low-
est p-percentile in the target (cold-spot). The difference (DIF) dis-
tribution is relative to the simulated one, i.e SARDIF = |SARSIM −
SARINT|/|SARSIM|. In (b) and (f), the volumes in magenta represent
HSIM ∩ HINT (hot-spot coverage), while the volumes in cyan repre-
sent CSIM ∩ CINT (cold-spot coverage). The volumes in red represent
HSIM ⊕ HINT (hot-spot exclusion), while the volumes in blue represent
CSIM ⊕ CINT (cold-spot exclusion).

Figure 13 reports the results of the analysis of the approximation for a single
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antenna at locations of increasing distance from a simulated grid point. Be-
cause the selected patch is the largest triangle across the grid, this represents
a worst-case scenario. The overall average distribution error ϵDIS reaches a
peak of almost 30 % when the query location is near the center of the patch.
This error is mainly due to a difference in amplitude, as can be seen from Fig.
13b. The phase is approximated with the highest accuracy.
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Figure 13: Average relative error between the interpolated and simulated E-field
distributions of a single antenna at increasing distance from a grid point.
A phase error ϵANG of 100 % means that the fields are in opposition.
A direction error ϵDIR of 100 % means that the fields are orthogonal.

The optimized applicator designs for each array size are shown in Fig. 14.
These should be compared with the location and shape of the target volume,
recall Fig. 1. The designs of order up to 4 consistently place an antenna in
the closest proximity to the distal part of the tumor. Beginning from order
4, an antenna is also placed on the opposite, frontal side of the head. The
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design for nc = 6 closely resembles a canonical one with two interleaved rings
of 3 antennas.

The treatment plans prepared using the optimized designs yield the values
of HCQ and temperature indexes shown in Fig. 15. The figure also reports
the corresponding values for the canonical designs. The HCQ predicted by the
interpolated distribution follows quite closely the actual HCQ evaluated on
the simulated distribution, except for the 10 antennas canonical case, which
however performs poorly in terms of target temperature increase. The relative
changes in interpolated 1/HCQ values correlate well with the variations in
temperature indexes for both canonical and optimized designs. The only
exception is the 12 antennas optimized case, likely due to the main hot-spot
becoming superficial, as discussed in the following section. The improvement
in T50 from the best canonical solution (nc = 8) to the best optimized solution
(nc = 10) is ≈ 0.2 ◦C. The improvement in T90 from the best canonical
solution (nc = 8) to the best optimized solution (nc = 10) is ≈ 0.3 ◦C.

The SAR and temperature distributions relative to the plans obtained with
each optimized design are reported in Fig. 16 and 17. The progressive in-
clusion of more antennas reduces the rostro-caudal elongation of the hot-spot
volumes in SAR and simultaneously shifts them closer to and more uniformly
surrounding the target volume, which is the desired behavior. The hot-spot
masks in SAR follow well the actual resulting location of the temperature
peak, except for the 12 antennas case. Here, the hot-spot becomes superficial
and the SAR prediction degrades. In the majority of dense array applicator
designs, however, the limiting hot-spot arises in the pocket of cerebrospinal
fluid caudal to the target volume.

Table 1 reports the average relative approximation errors and spot mask
coverage of each SAR distribution, for both optimized and canonical designs.
It is interesting to notice that the distribution error and the mask coverage
do not necessarily agree. In particular, ϵDIS is relatively high for the smaller
array sizes 02 and 03, but the spot identification has a high degree of accuracy
(ηH-S, ηC-S > 79 %). On the contrary, ϵDIS diminishes for denser arrays but
the hot-spot identification ηH-S becomes worse.
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(a) nc = 01 [XY] (b) nc = 02 [XY] (c) nc = 03 [XY] (d) nc = 04 [XY]

(e) nc = 01 [YZ] (f) nc = 02 [YZ] (g) nc = 03 [YZ] (h) nc = 04 [YZ]

(i) nc = 06 [XY] (j) nc = 08 [XY] (k) nc = 10 [XY] (l) nc = 12 [XY]

(m) nc = 06 [YZ] (n) nc = 08 [YZ] (o) nc = 10 [YZ] (p) nc = 12 [YZ]

Figure 14: Optimized applicator designs for increasing number of elements.
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Figure 15: Values of HCQ, T50 and T90 relative to the treatment plans prepared
using canonical and optimized applicator designs of increasing order
(line plots). The values for the canonical applicator designs are also
reported as scatter plots. In SAR, the value of HCQ predicted by
the field approximation is compared against the value from the actual
simulated field.

4 Discussion

The purpose of the approximation method developed in the present work is
to make practical the qualitative evaluation of a large number of array config-
urations prior to the HT treatment of a brain cancer patient. The established
clinically relevant parameters for the assessment of a treatment plan are the
median temperature T50 and 90-percentile temperature T90 indexes, which
have been extensively studied in relation to the clinical outcome [5], [39],
[40]. Due to the added computational complexity of thermal simulations,
however, the direct assessment of the temperature distribution for thousands
of array configurations becomes impractical. The proposed SAR-based field
approximation method circumvents this limitation and enables the qualitative
evaluation of a given antenna arrangement within seconds. Together with our
previously devised SAR-based iterative time-reversal multi-frequency treat-
ment plan optimization [35], these tools can be used in combination with
optimization algorithms to refine an applicator design for a specific patient.

We argue that the proposed approximation method is accurate enough for
the relative comparison between different design solutions. While this is true
for most of the reported cases, we also acknowledge that the approximation
of two specific solutions (canonical nc = 10 and optimized nc = 12) failed
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(a) nc = 01 [XY] (b) nc = 02 [XY] (c) nc = 03 [XY] (d) nc = 04 [XY]

(f) nc = 01 [YZ] (g) nc = 02 [YZ] (h) nc = 03 [YZ] (i) nc = 04 [YZ]

(k) nc = 06 [XY] (l) nc = 08 [XY] (m) nc = 10 [XY] (n) nc = 12 [XY]

(p) nc = 06 [YZ] (q) nc = 08 [YZ] (r) nc = 10 [YZ] (s) nc = 12 [YZ]

Figure 16: Normalized SAR distributions relative to each optimized applicator de-
sign. Sections taken at target center. The white line delineates the tar-
get volume. The volumes in magenta represent the highest q-percentile
in the remaining healthy tissue (hot-spot), while the volumes in cyan
represent the lowest p-percentile in the target (cold-spot).
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(a) nc = 01 [XY] (b) nc = 02 [XY] (c) nc = 03 [XY] (d) nc = 04 [XY]

(f) nc = 01 [YZ] (g) nc = 02 [YZ] (h) nc = 03 [YZ] (i) nc = 04 [YZ]

(k) nc = 06 [XY] (l) nc = 08 [XY] (m) nc = 10 [XY] (n) nc = 12 [XY]

(p) nc = 06 [YZ] (q) nc = 08 [YZ] (r) nc = 10 [YZ] (s) nc = 12 [YZ]

Figure 17: Temperature distributions relative to each optimized applicator design.
Sections taken at target center. The views are flipped to show the side
where the temperature peak in the healthy tissue is located, marked
with a black dot. The white line delineates the target volume.
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Table 1: Error indicators of the overall approximated SAR distributions with re-
spect to the corresponding distributions obtained from full simulations.
Both optimized (OPT) and canonical (CAN) array designs are reported.
The last 4 rows report the same error indicators for the densest optimized
array and increasing reflection order K for the coupling modeling.

ϵDIS [%] ηH-S [%] ηC-S [%]
nc = 01 (OPT) 08 98 99
nc = 02 (OPT) 32 80 95
nc = 03 (OPT) 36 79 96
nc = 04 (OPT) 22 63 87
nc = 06 (OPT) 28 54 84
nc = 08 (OPT) 29 46 81
nc = 10 (OPT) 32 46 82
nc = 12 (OPT) 28 65 84
nc = 06 (CAN) 26 46 88
nc = 08 (CAN) 20 69 91
nc = 10 (CAN) 58 41 84
nc = 12 (CAN) 25 57 85

nc = 12 (OPT) [K = 1] 42 62 86
nc = 12 (OPT) [K = 2] 34 71 94
nc = 12 (OPT) [K = 3] 28 65 84
nc = 12 (OPT) [K = 4] 29 72 95
nc = 12 (OPT) [K = 5] 28 44 78

in predicting the resulting temperature increase. In the first case, the error
arises already in the SAR distribution, and the reasons for this are not en-
tirely clear. A possible explanation could be a strong variation in the patient
anatomy within the interpolation patch of one (or more) of the antenna ele-
ments, which is not adequately captured by the resolution of the interpolation
grid. A detailed analysis of the individual antenna fields is necessary to un-
veil the cause behind this outlier. In the second case, however, the relative
improvement in HCQ is correctly predicted, and the reason for the unrealized
corresponding increase in the temperature indexes must be traced to the shift
in location of the most prominent hot-spot. While in the treatment plans
relative to the optimized dense arrays nc = [06, 08, 10] the limiting hot-spot
is located in the pocket of cerebrospinal fluid caudal to the target volume, in
the optimized nc = 12 case the peak temperature is reached near the super-
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ficial part of the tumor (Fig. 17n and 17s). We have previously shown that
1/HCQ correlates well with the target temperature increase T50 and T90 but
the correlation quickly deteriorates for superficial targets where the water bo-
lus directly affects the temperature distribution in the target volume [25], so
this is an expected result. To improve on this aspect, one might apply a more
aggressive water bolus cooling to suppress this superficial hot-spot. Alterna-
tively, a thinner exclusion layer in the SAR evaluation mask might guide the
optimizer towards solutions that deposit less power in this superficial zone.
In this study, we applied a 20 mm exclusion, which is on the upper limit of
typical cooling depths for clinical water boluses [14].

The comparison between optimized and canonical arrays reveals a moderate
gain in temperature indexes (≈ 0.2 ◦C in T50, ≈ 0.3 ◦C in T90). We expected
this, as the canonical designs developed here are in fact already tailored to
the patient in terms of antenna design and bolus shape. Nevertheless, these
gains are still clinically relevant since the relative temperature increase after
applicator steering has been shown to follow the predicted change with an
accuracy of 0.1 ◦C [41]. According to the CEM43T90 model [40], an increase
of ≈ 0.3 ◦C in T90 would correspond to an increase of ≈ 1.5 in thermal dose.

As a final note, we address the question on whether it is meaningful to
consider applicator designs with such a degree of customization for a certain
patient, especially when it is already a challenge to accurately model and po-
sition patients in much simpler applicator designs [42]. In our opinion, the
rationale behind this contribution lies in addressing a particularly challenging
anatomical region, the brain, and strive for a design that will eventually en-
able hyperthermia treatments in this organ. Such treatments might require
a higher degree of customization than current clinical solutions. The method
allows us to qualitatively sift through many potential array configurations
and select the most suitable one for a certain tumor size, shape and location.
Unfortunately, a direct comparison with current clinical applicators cannot
be done right away as these, to the best of our knowledge, have not yet been
used in the treatment of brain tumors. Furthermore, any comparison with the
absolute temperatures reported in literature would be affected by the consid-
erable uncertainties in thermal simulations [43] and their strong dependence
on the specific patient modeling.
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5 Conclusion
We proposed and validated a field approximation method for the fast eval-
uation of different antenna arrangements in a helmet applicator for microwave
hyperthermia treatments, and used it in conjunction with a fast multi-frequency
treatment plan optimization scheme to improve the design of an applicator for
a specific paediatric brain cancer patient. The method is accurate enough to
provide qualitative indications about the most suitable antenna arrangement
for a given tumor shape and location. The technique can be particularly useful
in the design of UWB applicators where the classical single-frequency array
theory used for narrow band applicators might prove insufficient to achieve an
optimal configuration. Further studies are required to assess the sensitivity of
the proposed technique to the resolution of the interpolation grid, and future
developments might involve the inclusion of the antenna polarization angles
in the set of design parameters.
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Simple Summary: This study proposes a novel strategy in brain cancer management. Stereotactic
radiosurgery delivered by the Gamma Knife was combined with hyperthermia. For the radiobio-
logical modelling of this synergistic treatment modality, we used the linear-quadratic model with
temperature-dependent parameters to assess the potential enhancement of the therapeutic outcome.
The results indicate that focused intracranial heating can be used to boost the dose to the target.
Alternatively, one can conclude that for the same therapeutic effect, hyperthermia can help to min-
imize the dose undesirably delivered to healthy tissues. This study is also the first to advocate a
combination of stereotactic radiosurgery with focused heating and motivates the future development
of hyperthermia systems for brain cancer treatment.

Abstract: Combining radiotherapy (RT) with hyperthermia (HT) has been proven effective in the
treatment of a wide range of tumours, but the combination of externally delivered, focused heat and
stereotactic radiosurgery has never been investigated. We explore the potential of such treatment
enhancement via radiobiological modelling, specifically via the linear-quadratic (LQ) model adapted
to thermoradiotherapy through modulating the radiosensitivity of temperature-dependent parame-
ters. We extend this well-established model by incorporating oxygenation effects. To illustrate the
methodology, we present a clinically relevant application in pediatric oncology, which is novel in two
ways. First, it deals with medulloblastoma, the most common malignant brain tumour in children, a
type of brain tumour not previously reported in the literature of thermoradiotherapy studies. Second,
it makes use of the Gamma Knife for the radiotherapy part, thereby being the first of its kind in
this context. Quantitative metrics like the biologically effective dose (BED) and the tumour control
probability (TCP) are used to assess the efficacy of the combined plan.

Keywords: stereotactic radiotherapy; hyperthermia; CNS tumors; medulloblastoma; biological
modelling; LQ model

1. Introduction

Central nervous system (CNS) tumours constitute the second most common form
of cancer in children [1]. Improved treatment protocols have increased survival rates to
more than 80% [2]. However, the treatment may have multiple, debilitating side effects,
so-called late effects or late complications. Radiotherapy (RT) is an essential treatment
modality in the clinical management of brain tumours and vascular malformations, but it is
also most prone to cause late complications. Long-term neurocognitive sequelae are often
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severe in paediatric patients, where 50–96% of the treated individuals display intellectual
impairments [3,4]. Methods such as proton therapy and stereotactic treatments with
photons are becoming increasingly popular, especially in children, because of their potential
to deliver a dose limited to the target and thus reduce RT-related toxicity.

Hyperthermia (HT) is defined as an induced temperature increase in tumours to about
40–44 ◦C for typically 60 min. It has been demonstrated that hyperthermia (HT) improves
local control for a wide range of tumours and can increase overall survival rates in patients
treated with radiotherapy (RT) [5–9] or chemotherapy [10,11]. For instance, despite the
technically challenging delivery of HT to the head and neck (H&N) region, HT offers a
valuable treatment option for patients with tumours in this region [12]. A meta-analysis
study of H&N carcinomas, recently published in [7], shows that the complete response rate
(CR) in patients treated with combined radiotherapy and hyperthermia (RTHT) appears to
be significantly better than that of the patients treated with RT alone (RT alone: CR = 39.6%
vs. RTHT: CR = 62.5%). At the same time, acute and late-grade 3/4 toxicities have not
been reported to be significantly different between two arms [7]. Although most of the
patients treated with hyperthermia have been adults, encouraging clinical results also exist
for children and adolescents [13]. The combination of chemotherapy and hyperthermia has
been successfully applied in children with refractory or recurrent non-testicular malignant
germ cell tumours. The long-term prognosis for patients with poor response or after the
first relapse is similar to the prognosis for those receiving first-line treatment [14].

The clinical experiences with HT applied for brain cancer treatment are limited to
high-grade glioblastomas (GBM). The interstitial HT combined with radiotherapy has been
demonstrated to be a safe [15–17] and promising modality to improve the survival of the
patients. In a two-arm study, Sneed et al. [18] have shown a two-year survival rate of 31% in
the arm with HT versus 15% in the arm without HT. Despite the promising results in terms
of an improved treatment outcome, homogeneous tumour temperatures were difficult to
achieve with the interstitial applicators used [15,18]. As an adjuvant for RT, intratumoral
injection of magnetic nanoparticles in magnetic hyperthermia therapy has also been shown
to improve survival rate in GBM, compared to the therapeutic outcomes achieved with RT
alone [19]. More recently, a localised increase of tumour temperature has been achieved
through magnetic fluid HT [20], in which injected iron oxide nanoparticles are excited by
an externally applied AC magnetic field. Again, the higher overall survival of patients
in the arms including HT was observed [21]. Another technology with promising results
in moderate heating in small animal tumours is the high-intensity focused ultrasound
(HIFU) [22]. The present HIFU technology has not yet been proven feasible for the heating
of large volumes typical for childhood brain tumours.

Our work is based on microwave phased array technology [23,24] that has been
the most widely applied technology for the treatment of deep-seated tumours in clini-
cal settings. However, this technology has not been applied intracranially before due to
several challenges. The high perfusion rates in the brain quickly normalise the temper-
ature and thus require the application of strong electromagnetic (EM) fields to achieve
adequate tumour temperatures. Moreover, the presence of electrically highly conductive
cerebrospinal fluid (CSF) leads to considerable absorption of EM radiation, thereby mak-
ing CSF more susceptible to the emergence of treatment-limiting hot spots. However,
recently published numerical studies [25–29] suggest that the intracranial heating with
those innovative approaches is feasible. A particularly unique approach is a helmet-like
configuration that utilises UWB antennas, allowing for better focusing with fewer antennas
than standard annular-phased-array applicators [30]. Using a thermodynamic fluid model
of CSF, the study demonstrated that this type of applicator is capable of obtaining an
adequate temperature in large brain tumours without inducing unacceptable hot spots [31].

In current clinical practice, HT is typically delivered in combination with external
beam radiation therapy (EBRT), which strongly relies on the fact that normal tissues
are generally better at sublethal DNA damage repair than tumour tissues. Therefore,
numerous dose fractionation schemes, in the order of 30 fractions delivered over a period
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of 5–10 weeks, have been exploited [32]. In comparison, stereotactic radiosurgery (SRS)
aims to achieve a therapeutic effect by using a single or few fractions to deliver a highly
conformal dose. Since its invention, the Leksell Gamma Knife® (Elekta AB, Stockholm,
Sweden) models have been used to sculpt the dose to conform to the target. The dose
gradient outside the target is sharp, with little impact on surrounding healthy tissues
and organs at risk. The SRS delivery is often limited to small target volumes, since its
application for medium-sized and large tumours eradication would lead to an unfeasible
increase in the treatment time.

In this study, we propose a novel strategy in brain cancer management, combining
hyperthermia with SRS delivered by the Gamma Knife. The hypothesis is that focused
microwave heating of a tumour will boost the radiotherapeutic effect or alternatively allow
for a reduced radiation dose without compromising the treatment outcome. The potential
treatment enhancement is investigated via radiobiological modelling, specifically via
the linear-quadratic (LQ) model adapted to thermoradiotherapy through modulating
the radiosensitivity of temperature-dependent parameters [33,34]. The model is further
extended with an oxygen modification factor (OMF) that includes the effect of the local
oxygen tension, pO2 [35]. The model is applied to evaluate the expected increase of the
therapeutic window when hyperthermia is added to SRS. The combined effect is assessed
on a medium-sized paediatric brain tumour. The methodology proposed in this work can
be considered as a framework for the evaluation of the combined effect of thermal therapy
and radiosurgery.

2. Materials and Methods
2.1. Patient Model

An MRI scan with a 1× 1× 1 mm resolution was obtained from a 13-year old boy with
medulloblastoma. The scan was manually segmented by a clinician into 10 tissue types,
as visualized in Figure 1. Only a part of the head was segmented, and the section outside
the treatment volume, that is, the part of the head below the tumour that was not covered
by the applicator was modelled as muscle. Observe that the volume of the original tumour,
as studied in [31], has been reduced to 34 mL by means of morphological operations
(erosion). The volume no longer occupied by the tumour has been filled with a mirrored
copy of the opposite healthy brain hemisphere to preserve the anatomical correctness.
In the context of the current proof-of-concept study, this may be considered a valid model
for various residual brain tumours, such as medulloblastomas or ependymomas.

Electromagnetic and thermal simulations are performed using tissue parameters from
the IT’IS database [36] adjusted for hyperthermic conditions: muscle perfusion is increased
by a factor of 4 due to the systemic response to heat [37], while the thermal conductivity of
the cerebrospinal fluid is increased by a factor of 10 to emulate the convective transport of
heat [31]. Tumour properties are obtained as an average of grey and white matter, and its
blood perfusion is decreased by a factor of 0.7 to account for the chaotic vasculature [38].
Due to the frequency dependence of the dielectric properties and utilisation of multiple
frequencies in the treatment planning phase, the properties are not listed here. Nevertheless,
the tissue properties listed in [31] can be considered as an example for 450 MHz.
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Figure 1. Cross-section of the patient model along with the tissue indices. Border of the tumour is
shown with the solid black line.

2.2. Hyperthermia Treatment Planning with Novel Applicator

The hyperthermia applicator consists of eight self-grounded bow-tie antennas im-
mersed into a separate water bolus [39] and arranged in a helmet-shaped array. A water
bolus is inserted between the antennas and the patient for skin-cooling and impedance-
matching. Four antennas operate across the frequency band of 400∼800 MHz, while the
others are upscaled to operate at lower frequencies of 300∼600 MHz. The applicator is thus
designed for multi-frequency treatments, and the set of operating frequencies considered
for this study is 300, 400, 500, 600, 700, and 800 MHz. Each antenna is excited by a periodic
signal resulting from the superposition of all the individual frequencies. Each frequency
component is independently steered in phase and amplitude for each antenna.

The antenna arrangement within the applicator is obtained via a global optimization
procedure based on a specific absorption rate (SAR) that, conjointly for each antenna,
determines the location and polarization angle to minimize the hot-spot to target quotient
(HTQ) [40]. The procedure has been introduced in [41] and subsequently extended for
use with the non-linear cost function HTQ and for the multi-frequency ultra-wideband
(UWB) range adopted in this study. The steering parameters, that is, the phase and
amplitude of each antenna at each operating frequency, are obtained via particle swarm
optimization [42], using the HTQ as the cost function. The final antenna arrangement
is visualized in Figure 2. The temperature distribution is then obtained by scaling the
power deposition until the threshold for thermal damage in healthy brain temperatures
(42 ◦C) [43] is reached. The temperature of the water bolus is set to 10 ◦C. The quality and
feasibility of the treatment plan are evaluated in terms of the indexed temperatures T10,
T50 and T90, which represent the temperatures achieved in 10, 50, and 90% of the target
volume, respectively.

(a) Front (b) Left (c) Right (d) Top

Figure 2. Helmet applicator optimized for the thermal treatment of the tumour considered in this
study. The red cones indicate the feed point and polarization direction of each antenna. The blue
shade indicates water.
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2.3. Stereotactic Radiosurgery Treatment Planning

The Gamma Knife models, Leksell Gamma Knife Icon® IconTM and Leksell Gamma
Knife® PerfexionTM (Icon, Perfexion), deliver dose from 192 Cobalt-60 sources that are
collimated into narrow beams by a large tungsten body, see, for example, [44]. The beams
converge in a small volume, called the isocenter, about 40 cm from the sources. The sources
are housed within eight sectors with 24 sources in each sector. The sectors can slide
over the collimator body, which in total has 576 collimator channels, in four different
positions to produce beams of sizes of 4, 8 and 16 mm (The sizes refer to the cross-sectional
diameters of single beams at the isocenter). The fourth position is beam-off when only a
negligible amount of radiation leaks through the tungsten body. For each isocenter there
are 65,535 different beam size combinations, colloquially called “shots”. By shifting the
position of the patient, a dose is delivered to several isocenters. The total dose can thus be
sculpted to conform to the target with a sharp dose gradient outside the target, leading to a
small dose to healthy tissue and organs at risk.

To create a dose plan, patient images are imported to the treatment-planning software
Leksell GammaPlan® (LGP). In LGP, the target and organs at risks (OAR) are outlined,
and the shots are placed in the target and weighted relative to each other to create an
adequate dose distribution. The dose plan to the tumour described above was created by
the new optimization tool, Leksell Gamma Knife® Lightning. By specifying the prescription
dose to the target, max dose constraints on OARs, and optimization weights, a plan with a
reasonable trade-off between quality and beam-on-time (BOT) is determined.

For this particular case no specific OAR is outlined, instead bringing down the dose
to the tissue surrounding the target is promoted. Furthermore, achieving a plan with good-
quality metrics was considered to be the most important objective, and hence less emphasis
was put on bringing down the BOT. In Table 1 the quality metrics and beam-on-time are
given for this plan. For definitions of radiosurgical metrics, see [45]. Note that achieving
high target dose homogeneity is seldom an objective in Gamma Knife surgery. On the
contrary, for most plans, the prescription dose at the periphery of the target corresponds to
40–60% of the max dose in the target. This is to ensure a sharp dose gradient at the target
periphery leading to a rapid fall-off of the dose. In this particular case, the relative isodose
of 60% was chosen by the optimizer.

Table 1. Metrics for the medulloblastoma plan.

Prescription Dose Coverage Selectivity Gradient Index Beam-on Time (min) @ 3 Gy/min Number of Shots

15 Gy 0.994 0.850 2.63 54.8 110

2.4. Radiosensitivity Modelling

The overall cell survival of the combined therapy can be described by a generalised LQ
model that includes both direct cytotoxicity and a radiosensitising effect of hyperthermia.
The cell survival is expressed as a function of temperature (T) and radiation dose (D), as
well as the time interval between the two therapies:

SF(D, T, tint) = SFHT(T)× SFRT(D, T, tint), (1)

where SFHT is the term referring to cell-killing due to direct hyperthermic cytotoxicity,
while SFRT accounts for cell-killing due to radiation. tint is the time interval between the
end of radiotherapy and the start of hyperthermia treatment in the range of [0–4] h.

SFHT can be modeled using the Arrhenius relationship [46]:

SFHT(T) = exp[−K(T)× tH ], (2)
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where tH is the heating time (in this case 1 h) and K is the reaction rate as a function of
temperature T (◦C), given by [33]:

K(T) = 2.05× 1010 × (T + 273.15)× exp
(∆S

2
− ∆H

2(T + 273.15)
)
, (3)

where ∆H (cal/mol) is the inactivation energy of the critical rate-limiting molecules which
are responsible for cell death, and ∆S (cal/◦C/mol) is the entropy of inactivation.

For the SFRT part, the extended LQ model, which considers the radiosensitising effect
of HT, is used to describe the cell killing due to radiotherapy, according to [33]

SFRT(D, T, tint) = exp
(
− α(T, tint)× D− G× β(T, tint)× D2

)
, (4)

with G as the protraction factor as defined in Section 2.5 and

α(T, tint) = α37 × exp
(

T − 37
41− 37

× ln(
α41

α37
)× exp(−µ.|tint|)

)
, (5)

β(T, tint) = β37 × exp
(

T − 37
41− 37

× ln(
β41

β37
)× exp(−µ× |tint|)

)
, (6)

where µ (h−1) is the rate at which the radiosensitizing effect of hyperthermia disappears,
α37 = α(37, 0), α41 = α(41, 0), β37 = β(37, 0), and β41 = β(41, 0).

In this study, we applied parameters for a generic head and neck (H&N) tumour [47],
as reported in Table 2. The parameters for healthy tissues are same as tumour parameters
with two distinctions: (a) at normothermic temperatures α37/β37 = 3 Gy, a ratio which
is well-established, (b) µ = 1 h−1 as the radiosensitising effect tends to disappear faster
in normal tissue than in tumorous tissue [48]. The alpha and beta ratios at elevated
temperatures, that is, α41/α37 and β41/β37, are kept the same as for the tumour model since
we could not find any experimental data for them in the literature.

Table 2. Parameters for the model in Equation (4).

Parameters Tumour Healthy Tissue

α37 (Gy−1) 0.35 0.35
α37/β37 (Gy) 10 3

α41/α37 2.36 2.36
β41/β37 0.53 0.53
µ (h−1) 0.047 1

∆S (cal/◦ C/mol) 423.14 423.14
∆H (cal/mol) 157,312.3 157,312.3

The Oxygen Effect

The cell survival model, as described in the preceding section, considers that all the
cells in the population are well-supplied with oxygen, hence a fully oxic cell population.
To assess the effect of molecular oxygen on the irradiated tissue, the oxygen enhancement
ratio (OER) is defined as the ratio of radiation dose in hypoxia to that of in well-oxygenated
conditions. Based on OER, oxygen modification factors (OMF) being dependent on both
the local oxygen tension (pO2) and the duration of hypoxia (thyp) can be incorporated in
the linear and quadratic parameters of the model, that is, α and β, as follows [49]:

αhyp =
α(T, tint)

OMF(pO2, thyp)
(7)

βhyp =
β(T, tint)

OMF2(pO2, thyp)
. (8)
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In this study, it was assumed that the cell oxygenation is not changing during the
course of the treatment. Hence, only the pO2 effect has been taken into account and the
time factor is omitted by adopting the following OMF proposed by Alper and Howard-
Flanders [35]:

OMF(pO2) = OERmax
k + pO2(r)

k + OERmax.pO2(r)
, (9)

where k is a reaction constant of 2.5–3 mmHg [50,51], while OERmax is the maximum
protection achieved in the absence of oxygen which is considered to be 3 here.

The oxygenation of the tumour depends on its vasculature, which is chaotic and
irregular [52]. Tumours are often characterized by a poorly oxygenated core due to the lack
of blood vessels reaching the deeper layers that are surrounded by regions of progressively
increased oxygenation towards the tumour periphery. To investigate the impact of oxy-
genation effect on the outcome of combined HT and SRS treatment, three cases have been
considered: a well-oxygenated tumour, a moderately oxygenated tumour, and a poorly
oxygenated tumour. The tumour was segmented into several iso-distance layers from
the periphery inwards as shown in Figure 3a and a degree of oxygenation was allocated
to each layer from a set of three distributions of oxygen partial pressure in tissue [53],
Figure 3b. Figure 3c visualizes the resulting distributions of oxygen partial pressure in the
considered models.

(a)
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Oxygen partial pressure (mmHg)
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(c)

Figure 3. Modelling of the oxygenation level in the tumour. (a) A transverse cut of the iso-contour
from the surface of the tumour. (b) Clinically representative histograms of pO2 for a generic tumour
under three different hypoxic conditions. (c) Mapped pO2 distribution for those that are well-,
moderately-, and poorly-oxygenated, respectively, from left to right.

2.5. Evaluation of Effect of the Combined Treatment

In order to quantify the impact of combined treatment, we consider two metrics:
the equivalent normalized total dose (EQD) and biological effective dose (BED). Al-
though these two metrics are related to each other, a clear distinction between them is
necessary. Supposing an SRS schedule with n fractions of equal size, complete repair
between fractions, and negligible repair during the fractions, the protraction factor is given
by G = 1/n. The EQD can then be calculated by solving the following equation

SF(EQD) = SF(D, T, tint), (10)
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which results in a second-order equation in terms of EQD and yields the following formula:

EQD =
−α37 +

√
α2

37 + 4Gβ37 × [α(T, tint)× D + G× β(T, tint)× D2 + K(T)× tH ]

2Gβ37
, (11)

where α(T, tint) and β(T, tint) are given in Equations (7) and (8), respectively. The BED
given for the fractionated plan with d f rac as the dose per fraction is then calculated using

BED = EQD× RE where RE stands for relative effectiveness given by RE = 1 +
d f rac
α/β [47].

In our analysis, we further considered tumour control probability (TCP), an additional
metric that estimates the probability that a tumour will be eradicated or controlled by the
thermoradiotherapy. In particular, the TCP describes the probability with which cancer
cells will be killed by a given radiation treatment dose D and can be described by a
Poisson-based function [54]:

NT

∏
i=1

(1− SFi)
ni ≈

NT

∏
i=1

exp(−ni.SFi), (12)

where NT is the total number of voxels in tumour and ni = n is the number of clono-
genic cells.

The potential effect of the combined treatment on the normal brain tissue is evaluated
by assessing the clinically relevant parameter V10 volume. The V10 volume is defined as the
volume of the brain tissue outside the target that receives a BED ≥ 10

(
1 + 10

(α/β)Healthy

)
Gy.

Hence, in the forthcoming analysis, V10 is defined as a region with BED ≥ 43 Gy, and its
estimation is limited to the resolution of the voxel model, that is, 1 (mm3).

3. Results

The hyperthermia treatment plan was obtained by using the SAR optimization proce-
dures, which resulted in HTQ values of 1.5 and excellent tumour coverage TC25 = 98%.
The resulting steady-state temperature distribution, visualized in Figure 4a, was then ob-
tained by scaling the power deposition with hard constrains for normal tissue temperature
of 42 ◦C. The temperature distribution is visualized in the sagittal plane of the patient
model, with the tumour delineated by a solid black line. Note that only temperatures above
37 ◦C are shown for better visualization. Temperatures below 37 ◦C are caused by the
surface cooling water bolus and do not have any impact on the analysis of the combined RT
+ HT effect. The main hot-spot (i.e., the tissue temperature 42 ◦C) is located in the pocket of
cerebrospinal fluid caudal to the target volume. The achieved T90 = 39.0 ◦C, T50 = 39.8 ◦C
and T10 = 40.4 ◦C indicate adequate tumour coverage by the thermal dose.

The Gamma Knife treatment plan with the prescribed dose of 15 Gy resulted in 99.4%
coverage, as reported in Table 1, and BED of 37.5 Gy when delivered in a single fraction.
Given the size of the target, this treatment plan resulted in an unacceptably high V10 of
43 cm3. In order to mitigate this issue, a five-fraction scheme is considered in the analysis.
Observe that we used a simple, uncompensated scheme where the original treatment dose
is maintained despite the fractionation. The compensation is considered later in this section.
In all cases of the fractionated scheme, we assume that HT is delivered after each RT fraction,
provided that the time between the RT fractions is long enough to allow for sublethal
damage reparation and for prevention of development of the thermotolerance [55,56].
The BED distribution corresponding to the five-fraction scheme is visualized in Figure 4b.
One can observe a sharp dose gradient around GTV that is characteristic of SRS treatments.

The boosting effect of adjuvant hyperthermia on the BED is illustrated on two cases:
heat applied to fully oxic tumour directly after irradiation (Figure 4c) and heat applied to
poorly oxygenated tumour four hours after radiation (Figure 4d). These cases represent the
extreme values of the enhanced BED achieved for all considered cases shown in Figure 5.
In both cases, the thermoradiotherapy plan resulted in a substantially higher BED to the
GTV than the radiosurgery-only plan.
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Figure 5 summarizes in detail the estimated biological effective radiation dose of
the combined thermoradiotherapy treatment plan (RT + HT) achieved for different oxy-
genation conditions and sequential administration. The black lines represent the results
for radiation only, while the coloured lines represent the combined treatment adminis-
tered with time interval 0 (solid coloured lines) and 4 h after irradiation (dashed coloured
lines). Although the results suggest a noticeable increase in the BED values for all lev-
els of oxygenation, the administration of HT directly after RT, that is, Tint = 0, yields a
bigger boost for each oxygenation level. Furthermore, the highest BED is observed for
the oxic population, followed by the estimated BED for well-, moderately-, and poorly-
oxygenated scenarios.

As a result of fractionation, the BED inevitably decreases. In order to achieve the
same therapeutic outcome for the target, specified by the BED = 37.5 Gy, the radiation dose
needs to be magnified by an appropriate scale factor, which increases with an increased
number of fractions. To assess the effect of fractionation as well as to quantify the impact
of the combined plan outside GTV, the V10 values for three fraction schemes and two
RT + HT time intervals are reported in Figure 6. Observe that the reported fractionated
plans are compensated by their respective scaling factors to give the same BED in the target
as a single fraction scheme. The combined administration of HT with RT reduces the V10
volume, and this reduction is pronounced with an increased number of fractions. In a
five-fraction scheme, the V10 volume is reduced from 30 cm3 to approximately 17 cm3 for
both time intervals of 0 and 4 h.

(a) Hyperthermia Temperature (◦C) (b) BED, RT-alone, Oxic

(c) BED, Oxic, Tint = 0 (d) BED, Poorly-oxygenated, Tint = 4

Figure 4. The thermal and BED distributions in the sagittal plane (a) Temperature distribution.
(b) BED for RT plan with the total dose of 15 Gy delivered in five-fractions (c) BED of the combined
plan for the well-oxygenated tumour and sequential administration with Tint = 0 (d) BED of the
combined plan for the poorly oxygenated tumour and HT administration 4 h after RT.
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Figure 5. BED-Volume histograms for thermoradiotherapy plan with a total dose of 15 Gy given in
five fractions.

Figure 6. V10 for compensated plans so that even with fractionation, we can still achieve BED equal
to 37.5 Gy for 99.4% of the voxels in the target.

Finally, the results in terms of TCP are shown in Figure 7. The TCP for the combined
HT and RT is shown in comparison with the TCP for RT alone in the range of [0.5–0.8]
and denoted by TCP0. In particular, TCP0 is based on the assumption that the radiosensi-
tivity of all the cells in the tumour is described by the generic parameters derived in oxic
conditions, as given in Table 2. The TCP is calculated for the RT + HT treatment through
Equation (12) assuming an average clonogenic cell density determined from TCP0. Again,
the results are presented for different oxygenation conditions and for time intervals of 0 and
4, respectively (Figure 7a,b). The RT + HT combined plans, represented by dashed lines,
exhibit substantially higher TCP than the corresponding RT alone curves. Furthermore,
the enhanced effect of combined treatment is more pronounced for cells in hypoxic condi-
tions. The impact of the time interval between the RT and HT is not prominent, as TCP
values of the combined plans for both time intervals exhibit the TCP above 0.9 in all cases.
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Figure 7. TCP at time intervals (a) 0 h and (b) 4 h.

4. Discussion

In this methodological study, we implemented the LQ model adapted for thermora-
diotherapy [33] and determined clinically relevant parameters for assessing the combined
effect of SRS and mild hyperthermia. We further extended the original model by oxy-
gen modification factor [49]. That way, we could account for the well-known ability of
hyperthermia to enhance tumour radiosensitivity.

Focused intracranial heating is challenging due to strict constrains on maximum
temperatures of 42 ◦C [57,58]. The patient specific applicator design along with the
multi-frequency treatment planning resulted in adequate tumour coverage represented by
T90 = 39.0 ◦C, T50 = 39.8 ◦C and T10 = 40.4 ◦C. The size of the target, 34 cc, is considered
to be a large volume for a Gamma Knife treatment, and therefore, many shots were required
to reach high-quality metrics, such as coverage, selectivity, and gradient index. The new
inverse planner for Gamma Knife treatments, Leksell Gamma Knife® Lightning, leads
to plans with more shots than manual planning. Lightning often generates plans with
more than one shot in a given isocenter to enhance the dose sculpting properties, which is
reflected in Table 1. Note that although many shots are used, the beam-on-time for this
large target is not particularly long.

The original, single fraction Gamma Knife treatment plan specified by the BED of
37.5 Gy, corresponding to a prescription dose of 15 Gy, gives a V10 of 43 cm3. Since a large
V10 volume has been found to correlate to adverse cognitive effects, see, for example, [59],
we used a five-fraction scheme in the analysis of the boosting effect of thermal therapy.
Furthermore, we could show that the combined administration of HT with RT can halve
the V10 volume in a five-fraction scheme while maintaining the BED in the target. In certain
cases, such as in multi-organ metastasis treatments, the size of the low dose volume V10 is
a highly relevant parameter for treatment planning. In these cases, organs at risk (OAR)
are often delineated and inspected specifically for the delivered dose levels.

A significant improvement of the examined parameters, that is, the BED and TCP,
was achieved for the combined treatment, indicating a beneficial effect of elevated tumour
temperatures. However, it must be stated that the calculated quantitative gains might be af-
fected by the uncertainties in reported values of LQ parameters. Uncertainties in the values
of α, β, and α/β, categorized typically by tumour sites, are generally large. In the absence
of more specific values, we applied parameters for a generic, early reacting tumour [47].
This is a conservative approach which assumes that the cells are rapidly proliferating and
hence have a higher sensitivity to fractionation. A similar strategy was used in previous
modelling studies that assessed the trend of the investigated parameters related to the
tumour response such as BED and TCP instead of actual quantitative estimates of these
parameters [60]. The α41/α37, β41/β37 were kept the same for both tumour and healthy
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tissues, as those parameters are unknown for healthy tissue cells. Recently, the thermal
dependence of cervical tumour cell lines SiHa and HeLa was experimentally determined
by in vitro studies [33,34]. A difference between in vitro and in vivo for some parameters,
α/β ratio in particular, is anticipated. Since the difference between the radiobiological
parameters for brain tumour cell lines might be even larger than that of cervical cell lines,
the results achieved in this study are illustrative.

Furthermore, these results can still be considered as a conservative assessment of
the enhanced effect associated with hyperthermia. The LQ model and its extensions do
not consider important features of hyperthermia, such as modulation of immunologic
responses or changes in tumour microenvironment. In particular, an increased blood flow
is expected to enhance the killing effect in hypoxic tumours.

The impact of the time interval between radiotherapy and hyperthermia delivery,
in terms of both TCP and BED, appears less important than expected from reviews of radio-
biological studies [61,62]. Nevertheless, the enhanced effect appears consistent for different
hypoxic conditions. In the context of technological requirements for sequential administration,
this is a positive observation that strengthens the combined therapy’s feasibility.

The main impact of this study, apart from demonstrating the potential application
of thermoradiotherapy in brain tumour management, is the guidance for evaluation and
quantification of the common biological effect of both therapies. Kok et al. [63] suggested
the use of equivalent radiation dose (EQD) instead of the cell survival model. We propose
to direct the analysis towards the BED, which provides a more straightforward clinical
insight and is often used for clinical decisions [64]. Furthermore, for the SRS, we recom-
mend applying the second-order equation to calculate the EQD instead of the first-order
solution proposed by [33,65]. Given that dose distributions of SRS are typically more
inhomogeneous than that of EBRT, our approach avoids any approximation and thus yields
more precise results.

In this study, the combined treatment is demonstrated on a paediatric tumour. How-
ever, the use of the Gamma Knife stereotactic radiosurgery (SRS) is not limited by the age of
the patients. Rather, the Gamma Knife SRS is widely used in the treatment of both children
and adults, primarily when the number of tumours is limited and their volumes small
(ideally < 2 cubic centimetres). In pediatric patients, it is important to minimize the dose to
the surrounding healthy tissue and thus to reduce the risk of late complications. In adult
patients, the Gamma Knife SRS, potentially in combination with hyperthermia, can be
particularly useful in the treatment of tumour residues, meningiomas, or metastases.

5. Conclusions

This study is the first to propose a methodological concept that evaluates a treatment
plan combining stereotactic radiosurgery with microwave hyperthermia. Radiosensiti-
sation has been modelled using an extended version of the LQ model with temperature-
dependent radiosensitivity parameters and an oxygen modification factor. The results
presented in terms of clinically relevant parameters, BED, V10 and TCP, indicate that the
focused intracranial heating can be used either to boost the dose to the GTV area or to
minimize the dose given to healthy tissues while maintaining the therapeutic effect de-
scribed by BED. The estimated tumour control can be significantly improved by adjuvant
hyperthermia. However, the results should not be seen in terms of absolute gain as they
are achieved for this particular and generic case of radiosensitivity parameters.

This study is also the first to advocate a combination of stereotactic radiosurgery
with focused heating. It motivates the future development of hyperthermia systems for
brain cancer treatment to facilitate clinical trials and validate the effects of the combined
treatment. Moreover, the methodological concept proposed here is independent of the form
of RT or HT delivery. Therefore, a similar assessment can be performed for virtually any
treatment; both EBRT and SRS plans can be applied, as well as heating by other focused
delivery modalities, such as ultrasound.
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