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CHAPTER 1

Introduction

Rarely is a material discovered with properties so interesting, that an entire
field of research forms around it. However, in 1977, Shirakawa et al. measured
a conductivity increase of seven orders of magnitude by doping polyacetylene
with halide vapour.[1] This meant that suddenly plastics could be considered for
making semiconductor devices, such as light-emitting diodes (LEDs) and solar
cells. For this discovery, they were awarded the Nobel Prize for chemistry in the
year 2000.

Since then, a whole zoo of organic semiconductors has been synthesized,
ranging from small molecules to polymers.[2] These materials have been used
to create an impressive range of devices, such as solar cells,[3] light-emitting
diodes,[4] thermoelectric generators,[5] and field-effect transistors.[6] These devices
have performed very well in both research and commercial settings. The certified
record for single junction organic solar cells sits at 18.2 % power conversion
efficiency.[7] Also, The organic-LED market was 38 billion dollars in 2021 and is
projected to grow to 73 billion in 2026.[8]

Charge transport in these organic materials was found to behave differently
from inorganic materials. New models were needed to correctly describe the
physics of charge transport in these devices. One of the most successful models,
the Gaussian disorder model (GDM) was introduced by Bässler in 1984, which
will be discussed in section 1.2.2.[9] Because of limited computing power at the
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1.1. THE PHYSICS OF SEMICONDUCTORS

time, research was restricted to analytical solutions, or numerical solutions in the
low density regime.[10–12] Computers have grown exponentially in power since
then, however, allowing us to venture into the high carrier density regime in
chapter 4 and 5.

A material class that led to similar disruption of research fields is that of
metal halide perovskites. Perovskite is a crystal structure for which the general
formula ABX3 is used, where A and B are cations and X are anions.[13] Many
elemental compositions are possible, but in general perovskite materials yield very
favourable physical properties, such as high absorption coefficient,[14] low exciton
binding energy,[15,16] and high dielectric constant.[17,18] The real breakthrough
for these materials came when they were first used as a light-absorbing material
in a solar cell in 2009.[19]

Also perovskites have seen use in a wide variety of devices since then, like solar
cells,[19] field effect transistors,[20] light-emitting diodes,[21] and gas sensors.[22]

In this thesis, we will discuss perovskite solar cells in more detail. Their most
likely application seems to be in a tandem configuration with silicon solar cells.
If stability issues can be overcome, single junction perovskite solar cells could
even outperform silicon cells with similar lab-tested power conversion efficiency
in hot and humid climates.[23]

Complete solar cell stacks are often simulated through drift-diffusion simu-
lations. These simulations use the basic semiconductor equations to calculate
charged particle densities and currents, and the resulting electrostatic potential.
The flexibility of these equations allows for the incorporation of effects typical for
perovskite solar cells stacks, such as mobile ions and interfacial recombination.
This results in accurate electrical modelling of perovskite solar cells, which is the
focus of chapters 2 and 3.

The rest of this chapter is divided in a few distinct sections. First, in section 1.1,
I will introduce basic concepts used in this thesis to describe the physics of solar
cells and thermoelectrics. Then, in section 1.2 the used physical model for doped
organic semiconductors and the numerical method used to obtain results are
introduced. Similarly, in section 1.3 the physical model and simulation method
for perovskite solar cells are elaborated upon. Finally, in section 1.4, I will outline
the rest of this thesis.

1.1 The Physics of Semiconductors
Before we dive into the physics of semiconductor devices, we need to establish
what defines a semiconductor. In individual atoms of any species, electrons
are organized in atomic orbitals. When two atoms are brought together, these
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Figure 1.1: The energy levels of orbitals versus number of atoms. For 1
atom, these are the atomic orbitals. When adding atoms, energy levels
are added, at different energies because of interaction between the atomic
orbitals. When the number of levels is sufficiently large, the levels together
effectively form a band.

orbitals split in two, with one lower than the initial energy and one higher than
the initial energy. As more atoms are added to the cluster, the orbitals split into
more and more levels, effectively forming a band for large clusters, like a piece of
semiconductor material.

The positioning of the outermost (partially) filled band—the valence band—
with respect to the first unfilled band—the conduction band—determines the most
important conductivity characteristics of a material. When these bands overlap
or the valence band is partially filled, the material is a metal and conduction is
good. If these bands are separated by an intermediate bandgap (Eg) of up to 2-3
eV, the material is considered a semiconductor and conduction is intermediate,
but is very sensitive to for example temperature. If Eg between these bands is
larger, the material is an insulator and intrinsic conductivity is poor.[24]

While one aspect of conductivity is the presence of charge carriers to conduct,
these carriers should be mobile to contribute to conductivity. To describe the
mobility of charge carriers, one should look at the energetic landscape of the
semiconductor. The crystal structure of a semiconductor can be considered an
infinite periodic lattice. Because the lattice is periodic, the electron distribution
must also be periodic, leading to a special kind of wavefunction called a Bloch
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1.1. THE PHYSICS OF SEMICONDUCTORS

wavefunction. This wavefunction is periodic and delocalized through the lattice,
meaning electrons are not fixed to one specific atom.[25]

To get to the textbook semiconductor band picture, we need to apply two
approximations. First, we neglect the spatial variation in the wavefunction,
leaving us with the plane wave part of the Bloch wavefunction. This is called the
effective mass approximation. For conduction, the top of the valence band and
bottom of the conduction band are of primary importance. This is because most
charge carriers that have unoccupied states to move into at similar energy levels
reside here. Since we are only interested in the top of the valence band and the
bottom of the conduction band, we can use an expansion of the wavefunction to
locally approximate it at this position. This is often done using the second order
of a power expansion, resulting in the parabolic band approximation, where the
density of states is locally approximated as a parabola.[25]

1.1.1 Organic Semiconductors
Just like in the classical inorganic semiconductor case discussed before, atoms
brought together in organic molecules split their energy levels when brought
together. Differently from the classical case, however, atoms form molecules in
organic semiconductors, not crystal latices. This means that the splitting of
energy levels stops at the scale of molecules, and no bands will form.1

In organic semiconductors, double bonds of carbon atoms allow the formation
of molecular π-orbitals over which electrons can delocalize within the molecule.
These neighbouring π-orbitals can allow electrons to delocalize over many carbon
atoms, such is the case in polyacetylene, for which the Nobel Prize was awarded.[1]

Charge transport is often well characterized without including delocalization over
large regions in space, however.[9] Because the clusters atoms that form molecules
are smaller, and not crystalline, bands such as the valence and conduction band
do not form in molecules. Instead, discrete molecular orbitals form. Similar to
the case for the CB and VB, the lowest unoccupied molecular orbital (LUMO)
and the highest occupied molecular orbital (HOMO) are most relevant for the
molecules’ conductive properties.

The gap between the LUMO and HOMO is generally small enough that it can
be optically excited, making these materials semiconductors.2 Since molecules

1This is not strictly speaking always true. Counter examples are: organic crystals, which do
show band transport; and energy levels shared between multiple molecules in the formation
of charge transfer complexes, discussed in section 1.1.4. For material systems where states
are extended over large regions, hopping transport is likely not a good description of charge
transport. Therefore, in this thesis this will be neglected.

2The gap between the HOMO and LUMO level is often also called a bandgap, even though
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are typically not arranged in a crystal, but disordered, the local environment
is different for every molecule. This results in a distribution of LUMO’s and
HOMO’s that is well described by a Gaussian.[27] It should be emphasized,
however, that this is a Gaussian distribution of localized states, instead of the
parabolic distribution of delocalized states for the classical case.

When delocalization of charge carriers is restricted to molecules or molecular
segments we will call sites, the way charge carriers move between these sites, is
the bottleneck in charge transport. The most popular model to describe charge
transport in these kinds of systems, is that of phonon assisted hopping. This
is a tunnelling process, where the hopping rate depends, amongst other things,
on the distance and energy difference between the initial and final site.[10,28] For
the hopping rates, different expressions exist,[28,29] but in this thesis we will use
Miller-Abrahams rates.[28] These rates have been shown to describe the physics
reasonably accurately using quantum chemical calculations and have the added
benefit of having few parameters.[30]

1.1.2 State Occupation in Thermal Equilibrium
Having discussed the energetic structure of semiconductors, we can explore
what makes them so relevant for technology; their tunable mobile charge carrier
density. There are different ways to affect the mobile carrier density like doping,
temperature modulation, or interaction with light. First, we will focus on the
effect of temperature on mobile carrier density.

At a temperature of zero Kelvin in the dark, a semiconductor will have a
filled valence band and empty conduction band. More specifically, all states up to
the Fermi energy EF are filled, and all states above EF are empty. At non-zero
temperatures, electrons can be thermally excited from below EF to above EF .
Under thermal equilibrium, the filled fraction of states can be described using
Fermi-Dirac (FD) statistics. This means that the fraction of states filled f at a
certain energy E is determined by the temperature T and EF as

f(E, EF , T ) = 1
exp

(
E−EF

kBT

)
+ 1

, (1.1)

where kB is the Boltzmann constant. This function is shown for different tem-
peratures in figure 1.2a When E − EF /kBT ≫ 1, or far away from EF , can be
approximated by a Boltzmann factor, which is called the Boltzmann approxima-
tion.[24,25]

bands are often not present.[26] This gap does fulfil a similar role as the band gap in classical
semiconductors, however.
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hot side

cold side

Figure 1.2: a) A piece of semiconductor with a thermal gradient between
a hot and cold side. For intrinsic materials, the Fermi-level (dashed line)
sits in the middle of the bandgap, resulting in symmetrical electron and
hole occupation at both b) the cold side and c) the hot side. d) The used
FD-function is shown for zero temperature, the cold and the hot side. For
an n-doped semiconductor, both e) the cold side and f) the hot side are
nonsymmetric in the Fermi-level. The shaded area in subfigures b, c, e,
and f represent the integral of the product between the FD-function and
the DOS, which equals the electron (CB) and hole (VB) densities.
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1.1. THE PHYSICS OF SEMICONDUCTORS

The occupation of states under thermal equilibrium conditions in a semi-
conductor can now be determined by the product of the Fermi-Dirac function
and the previously discussed density of states. This means that at a non-zero
temperature, electrons will be thermally excited from valence to conduction band,
resulting in mobile charge carriers that contribute to conductivity. For parabolic
bands, this leads to electron and hole densities

n = NC exp
(

EF − EC

kBT

)
(1.2)

p = NV exp
(

EV − EF

kBT

)
, (1.3)

where NC/V are the conduction band and valence band effective density of states,
and EC/V are the conduction band and valence band energies. In intrinsic
semiconductors, the Fermi level sits close to the middle between the conduction
and valence band. From equations 1.2 and 1.3 it is clear that this positioning
of EF —far away from both bands—leads to relatively low electron and hole
densities.[24]

1.1.3 Generation and Recombination
Under operating conditions, semiconductor devices such as solar cells are often
not in thermal equilibrium. When the active layer in a solar cell absorbs light, for
example, the absorbed photons excite electrons from the valence to the conduction
band. This creates excess electrons in the conduction band and excess holes in
the valence band. These can be exploited to do work as is done in solar cells.
There are multiple recombination processes however that allow electrons and
holes to recombine, mostly losing their potential energy in the process.

Direct recombination means that an electron falls back directly from the
conduction band to the valence band. This is accompanied by the emission of a
photon and is effectively the inverse of the light absorption process, as indicated
in Fig 1.3b. This can be considered good, in a light-emitting diode for example,
where light output is desired. In a solar cell, however, this is a loss mechanism as
it reduces the electron and hole densities.3 The direct recombination rate is

Rd = γ(np − n2
i ), (1.4)

where γ is the direct recombination constant, n and p are the electron and hole
densities and ni is the intrinsic density of electrons and holes.[31] For perovskite

3The photons generated this way can be reabsorbed by the active layer in the solar cell, so
they are only lost if the photon exits the solar cell before getting reabsorbed.
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1.1. THE PHYSICS OF SEMICONDUCTORS

solar cells, which are discussed in this thesis, direct recombination is typically
very low.[32]

a) b) c)

(1)

(2)

Anode HTL Perovskite ETL Cathode

(2)

e e
e

h
h h

(3)

(3)

Figure 1.3: a) Schematic representation of a perovskite solar cell. (1)
First, electron-hole pairs are generated through the absorption of photons.
Charges can get extracted and contribute to useful current (2) or recombine
radiatively b) or non-radiatively c). The electron transport layer (ETL)
and hole transport layer (HTL) block opposite sign charge carriers from
entering (3). b) Direct recombination through emission of a photon. c)
Trap-assisted or Shockley-Read-Hall recombination.

In perovskite solar cells, trap-assisted recombination, or Shockley-Read-Hall
(SRH) recombination is often the performance limiting recombination process
and its rate is described by

RSRH = CnCpNt

Cn(n + n1) + Cp(p + p1) (np − n2
i ). (1.5)

Here Cn/p are the electron and hole capture coefficients, Nt is the number of traps,
and n1/p1 are the thermally excited electron and hole densities if the Fermi level
would be at the trap energy.[33] SRH recombination is a two-step process in which
a state within the bandgap takes part, as indicated in figure 1.3c. An electron
from the conduction band falls back to the trap state, then the electron can either
excite back to the conduction band, or fall back to the valence band. If it falls
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1.1. THE PHYSICS OF SEMICONDUCTORS

back to the valence band, the electron and hole have recombined non-radiatively
and the excitation energy is lost.

In perovskite solar cells, SRH recombination takes place mainly at the per-
ovskite/TL interface.[34–38] Therefore, the electron and hole density at either
side of the interface should ideally enter into the expression, as there are large
discontinuities at the interface. This extension to the SRH framework will be
elaborated on in chapter 2. Other recombination processes, such as surface
recombination at the electrode interface or Auger recombination, are out of scope
for this thesis, as they are of small importance in perovskite solar cells.[39,40]

1.1.4 Doping
To increase charge carrier density, which is often required for applications, doping
is used. Doping is a process by which EF can be manipulated by inserting
states between the valence and conduction bands. These states can be thermally
excited to yield additional electrons in the valence band or holes in the conduction
band. The way this is physically accomplished differs between the inorganic
semiconductors we will discuss here and the organic semiconductors we will
elaborate on afterwards.

In inorganic semiconductors, doping is achieved though the addition of het-
eroatoms, atoms which have either one more (donors) or one fewer (acceptors)
valence electrons than the host semiconductor. As for silicon, phosphorous can be
used as a donor for example, as it has one extra valence electron. This electron is
loosely bound in silicon doped with phosphorous, meaning thermal activation is
sufficient to excite the vast majority of these electrons to the conduction band.
This results in roughly one electron per donor atom at ambient temperatures for
inorganic semiconductors.[24]

For organic semiconductors, there are different mechanisms that can lead
to doping. Most molecular systems transfer electrons from a dopant to a host
without a chemical reaction.[41] This can occur via the formation of either ion-
pairs, or charge-transfer complexes. In ion-pair formation, electron transfer takes
place directly from the host to the dopant (p-type doping) or from the dopant
to the host (n-type doping). For this to be viable, the LUMO of the dopant
should be lower than or equal to the HOMO of the host for p-type doping. For
n-type doping the opposite process occurs, so the host’s LUMO should be lower
in energy than the HOMO of the dopant.[41–44]

Another established mechanism through which doping can take place is the
formation of charge-transfer complexes (CTCs). In this mechanism, the frontier
molecular orbitals of the host and dopant hybridize to form a HOMOCTC and
LUMOCTC. This allows relaxation of the criteria for the HOMO and LUMO
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levels of the host and dopant that govern ion-pair creation. The activation
energy of these charge transfer complexes is typically relatively high, however,
so not all CTCs yield free carriers. This, together with miscibility problems,
causes the number of free charge carriers to often be different from the number
of dopant molecules. Therefore, the carrier density has to be experimentally
determined.[41–44]

1.2 Thermoelectrics
One of the applications of doped organic semiconductors is thermoelectric devices,
which are used to harvest electrical energy from waste heat. Their working can
be qualitatively understood from thermodynamics. Thermodynamics teaches
us that gradients in intensive properties drive currents of their related energy
carriers. A gradient in electrical potential drives a charge current, a gradient
in pressure drives a change of volume, and a gradient in temperature drives an
entropy current.[45]

In thermoelectrics, it is important to note that the carrier of both charge
and entropy is physically the same thing, namely the electron. This means that
if a temperature gradient drives a current of entropy carriers, these carriers
also carry charge. There is therefore also an electric current that can result
in a potential difference. This effect can work either way; an electric potential
difference leading to a temperature difference is called the Peltier effect, while a
temperature difference leading to a difference in electric potential is called the
Seebeck effect.[46] In this thesis, we will limit ourselves to the Seebeck effect, as
this is relevant for energy harvesting.

For a more detailed description of the Seebeck coefficient, we should realize
what a change of temperature means physically. As discussed before, state
occupation under thermal equilibrium follows the Fermi-Dirac distribution from
equation 1.1. This distribution widens for increasing T and narrows for decreasing
T as can be seen in figure 1.2a. The result is that at high temperature, there are
relatively more high-energy states occupied and fewer low-energy sites occupied,
as is shown in figure 1.2c. Diffusion of high-energy carriers to the cold side and
diffusion of low-energy carriers to the hot side follows. Both of the processes
increase entropy, but they work against each other in terms of charge transport.

1.2.1 Thermoelectric Generator
To use the Seebeck effect for power generation, a thermoelectric generator is
used. In a thermoelectric generator, as depicted in figure 1.4 a hot and cold side
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cool side cool side

e h

n-type

e

p-type

h

JJ

hot side

anodecathode

Figure 1.4: Schematic representation of a thermoelectric generator. Heat
is supplied at the hot side, making electrons move to the cathode in the
n-type leg and holes to the anode in the p-type leg. The cool side is kept
at a lower temperature to maintain the temperature gradient.

are connected by two semiconducting legs, one n-type and one p-type. In the
n-type leg, the Fermi-level sits closer to the conduction band or LUMO level.
Therefore, the diffusion of high-energy carriers from the hot to the cold side
is stronger than the reverse diffusion of low-energy carriers. In the p-type leg,
diffusion of low-energy carriers from the cold to the hot side dominates, as a wider
Fermi-Dirac distribution on the hot side leaves more low-energy states empty.

The efficiency of a thermoelectric generator can be described using[47]

η = ∆T

Th

√
1 + ZT − 1√

1 + ZT + Tc/Th

, (1.6)

where Tc/h is the temperature on the hot and the cold side respectively, and ZT is
the thermoelectric figure of merit. Since the temperatures are often given by the
application, only part of equation 1.6 can be optimized by material engineering.
Equation 1.6 shows that a larger ZT leads to a higher efficiency.[47] The figure of
merit can be expanded to

ZT = S2σT

κ
, (1.7)

where σ is the electrical conductivity, and κ is the thermal conductivity.[47]

A value for ZT of around 1 is often seen as the lower limit for technological
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viability.[48] In organic semiconductors, κ is often so low that it is not considered
for optimization,[49] leaving S and σ for optimization.

The electrical conductivity is given by

σ = qnµ, (1.8)

where q is the unit charge and µ is the carrier mobility. Since µ typically increases
with increasing n in organic semiconductors, doping is an often used method to
increase σ as it increases both µ and n.[12,50–54] The optimization of S is less
obvious. S is defined through the Peltier coefficient (Π) via the Thomson relations
as[55]

S = Π
T

. (1.9)

Here,

Π = −1
e

∫
(E − EF )σ(E)

σ
dE, (1.10)

which equals the heat per unit charge carried by a charge current.[55] It can
be seen that indeed all that contributes is conduction that does not occur at
the Fermi energy. The Peltier coefficient Π also captures the balance between
low-energy and high-energy carriers. If these opposite contributions cancel, the
Peltier coefficient will be zero. The expression for Π is almost general, as any
energy transported enters into the Peltier coefficient, however, here we chose to
neglect non-electrical contributions to heat transport.

The expression for S defined previously is very useful in semiconductor simu-
lations as it is widely applicable and the energy and conductivity function are
known. Also, it makes it possible to calculate S without introducing temperature
gradients that would break cyclic boundary conditions, making simulations much
less demanding.[56,57] Experimentally, the conductivity function is inaccessible,
however, but S also determines the ratio of the potential difference between a
hot and cold side of a material the applied temperature difference is small as

S = − ∆ϕ

∆T
. (1.11)

By measuring the potential difference between upon application of a temperature
gradient, this relation can be used to experimentally determine the Seebeck
coefficient.[58–61]
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1.2.2 Physical Modelling of Doped Organic Semiconductors

In this thesis, physical simulations of doped organic semiconductors are performed
to investigate charge transport and thermoelectric properties. In this section,
the physical model and its assumptions will be highlighted. In doped organic
semiconductors, there are three components that are included in the description:
the host material, the ionized dopants, and the mobile electrons.

First, one should realize that because of doping, the Fermi level shifts towards
the LUMO (n-type) or HOMO (p-type). This results in charge transport that is
dominated by the band to which the Fermi level is close. For this reason, it is
sufficient to simulate either the LUMO (n-type) or HOMO (p-type). Because of
delocalization of charge arcos a molecule or molecular segment, charge hopping
from site to site, limits transport. Charge transport can therefore be approximated
as charges hopping from one point-like site to point-like site.[10] A cubic grid of
sites is used in practice, as this is numerically advantageous and has been shown
to be sufficiently accurate.[10,50] As these sites represent LUMO or HOMO levels
of the host material, they should be disordered. This is done by assigning every
site an energy drawn randomly from a Gaussian distribution where the with is
the degree of disorder σ, which is accessible experimentally.[27]

(r)

(d)

(f)

E
ne
rg
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+
d+
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Grid-points

Figure 1.5: 1-dimensional representation of the energetic landscape of
hopping sites in an organic semiconductor. Contributions to hopping site
potential energy from random Gaussian disorder (r), dopant Coulomb
potentials (d), and the electric field (f) are indicated. The grid points
represent hopping sites.
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Ionized dopants can be added by adding their Coulomb potential to the site
energies, where these potentials will overlap significantly at higher dopant loading.
To investigate transport properties, such as charge mobility, an electric field
should be applied. The resulting electrostatic potential too can be added to the
site energies, resulting in a static energetic landscape formed by intrinsic disorder
of the organic molecules, the electric field, and Coulomb potentials of the dopants.

Mobile charge carriers can then be added in equal number to the ionized
dopants, as would be the case in a doped organic semiconductor. Transport
properties, such as conductivity, mobility, and the Seebeck coefficient can be
extracted by simulating hopping of charge carriers from site to site as we will
discuss next.

1.2.3 Kinetic Monte Carlo Simulations
To simulate hopping transport numerically, kinetic Monte Carlo (KMC) simu-
lations are often used.[10,56,57,62] A KMC simulation can be performed if there
are a discrete number of states and rates for changing between configurations
can be calculated. In organic semiconductors, the distribution of mobile charge
carriers over the hopping sites can be considered a state, while a Miller-Abrahams
hopping rates can be used to calculate transition between those states.[28]

First, the system is initialized in a state with a certain configuration of mobile
charge carriers. The initial state is not critical for the simulations in this thesis,
as results are only recorded after entering a steady-state. For all possible hops,
Miller-Abrahams hopping rates ωij from initial site i to final site j, are calculated.
If the initial site is lower in energy than the target site, the rates are[28]

ωij = ω0 exp (−αrij) exp
(

−∆Eij

kT

)
, (1.12)

where ω0 is the attempt to jump frequency, α is the inverse localization length,
rij is the distance between site i and j, Eij is the energy difference between site
i and j. If the target site is lower in energy, Boltzmann term becomes 1 and only
ω0, α, and rij affect the hopping rate.

For a typical localization length of 0.1 nm, hops to non-nearest neighbours
are rare, so only rates to the first few nearest neighbours are calculated for every
charge carrier.[50,62] A random hop is then performed, where each hop k is picked
with a probability of

pk = ωij

Ω , (1.13)
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where Ω is the sum of all individual rates ωij . Because two consecutive hops
are independent, the hopping process can be regarded as a Poisson process.[63]

This means that the lifetime of a state can be determined by an exponentially
distributed random number and the total rate Ω as

τstate = log r

Ω (1.14)

After performing a hop, the hopping rates should be updated to account for the
change in Coulomb potential and site occupation because of the new position of
one of the charge carriers. Typically, only rates for charge carriers close to the
carrier that hopped are calculated to restrict the computational effort required.[62]

This process is repeated until the statistical error on the derived variables
is acceptable. For thermoelectric performance, the conductivity and Seebeck
coefficient should be calculated. Determination of the conductivity is done from
the mobility and number of charge carriers via equation 1.8. The mobility can
be determined by dividing the total distance travelled along the electric field
direction by the simulation time, the electric field, and number of particles. The
Seebeck coefficient can be extracted using equation 1.9 by using the average
energy between the initial and final site for the hop in the Peltier coefficient.

1.3 Perovskite Solar Cells
While perovskites can be applied in many devices, the one that will be the focus
of this thesis is the perovskite solar cell. A perovskite solar cell typically has
a device structure as indicated in figure 1.3a. The perovskite absorber layer is
sandwiched between transport layers on either side and electrodes on top of the
transport layers. At least one of the contacts and TLs should be transparent to
allow for light absorption in the perovskite, but if the solar cell is used as a top
cell in a tandem structure, all contacts and TLs should be transparent.[64] The
solar cell operates by absorbing light, exciting an electron from the valence to
conduction band. This results in an electron in the conduction band and a hole
in the valence band. Some kind of asymmetry is needed to then selectively move
holes and electrons to the opposite contacts.[65–67]

First, perovskite solar cells typically have a work function difference between
the electron and hole contacts. This work function difference results in an internal
electric field in the solar cell, driving electrons and holes in opposite directions.
Also doping the transport layers can yield a built-in potential, meaning it is often
not clear what exactly constitutes the built-in voltage. Secondly, the transport
layers, as illustrated in figure 1.3a, allow only one type of carrier to enter, reducing
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surface recombination at the contacts.[24] This allows the solar cell to operate
even if the internal electrical field works against extraction.[67]

While solar cells of a similar structure can be made from a wide range of
materials, perovskites have a few distinct advantages. Metal halide perovskites in
general have very large absorption coefficients,[14] because of their (almost) direct
bandgap.[15,68,69] Despite their modest charge carrier mobilities,[70–72] perovskites
have high charge carrier lifetimes and long diffusion lengths (> 1 µm).[73–75] This
makes them good candidates for absorber materials, as the absorber layer can be
kept thin and losses low.

Furthermore, small exciton binding energies[15,16,76] and high dielectric con-
stants[17,18] mean that excitons dissociate though thermal energy, forming free
electrons and holes.[77] Because the bandgap can be tuned though substitution
of halides,[78,79] the bandgap can be made to complement that of silicon for a
tandem configuration,[80,81] improving efficiency to roughly 30% at the time of
writing.[7]

There are still some limits on perovskite solar cells that can hinder their
application. Recombination on the interface between the perovskite and transport
layers typically limits performance.[34–38] Especially for wide band gap cells, there
can be considerable losses there.[34,65,82,83] While the efficiency of perovskite solar
cells has come a long way, one of the major hurdles for application remains their
relatively limited stability.[84,85]

1.3.1 Drift-Diffusion Simulations
The way perovskite solar cells are often modelled is through 1-dimensional drift-
diffusion simulations. This approach uses a coupled set of continuity equations
with the Poisson equation. In steady-state, the continuity equations are[86]

∂Jn

∂x
= −q(G − R) (1.15)

∂Jp

∂x
= q(G − R), (1.16)

where the electron and hole currents Jn/p along spatial coordinate x are expressed
in terms of free carrier generation G and recombination R. The electron and hole
current can be expanded to contain a drift term and a diffusion term[86]

Jn = −qnµn
∂V

∂x
+ qDn

∂n

∂x
(1.17)

Jp = −qpµp
∂V

∂x
− qDp

∂p

∂x
, (1.18)
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where Dn/p are the electron and hole diffusion coefficient.[86]

The Poisson equation,

∂

∂x

(
ε(x)∂V (x)

∂x

)
= −q

(
p(x) − n(x) + C(x)

)
, (1.19)

where ε is the dielectric constant, V is the electrostatic potential, n/p are the
electron and hole densities, and C is the sum of all additional charges, like ions
or traps.[86]

One of the advantages of this type of drift-diffusion simulation is the flexibility
of these equations. To simulate a perovskite solar cell, any desired generation
and recombination process can be entered into the continuity equations. Effects
of band alignment and effective density of states can be added through the
electrostatic potential in the Poisson equation.[87] Moreover, mobile ions can
be accounted for using an additional set of continuity equations. The resulting
simulations can often quantitatively fit experimental data.[88–90]

1.4 Outline of This Thesis
In chapter 2 we look into a methodology for simulating perovskite solar cells.
These solar cells feature a perovskite layer that generates electron hole pairs
under illumination. The perovskite layer is sandwiched between an n-type and
p-type transport layer that block opposite sign carriers from entering. One of
the interesting properties of perovskites is that despite typically large defect
densities, the bulk material shows long charge carrier lifetimes. This makes
defects at the interface between the transport layers responsible for the bulk of
the recombination. Because the transport layers are often organic, many material
properties vary wildly over this interface, such as the dielectric constant, band
energies, and effective density of states. This makes the description of these
interfaces of primary importance in the simulation of perovskite solar cells.

To increase the accuracy of the recombination model on this interface, we
extend the regular Shockley-Read-Hall model to allow for trapping of charges
from either side of the interface. We introduce steady-state and transient rates
for interfacial recombination and provide some handles for improving numerical
stability. We find that current-voltage characteristics resulting from the improved
interfacial trapping model can differ strongly from simpler implementations. This
highlights the importance of a rigorous description of interfaces for the simulation
of perovskite solar cells.

In chapter 3 we will use our description of interfacial recombination to in-
vestigate wide band gap perovskite solar cells. The most likely avenue for the
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application of perovskite solar cells seems to be a tandem configuration with tradi-
tional silicon solar cells. In this configuration, high-energy photons are absorbed
in the wide band gap perovskite top cell, while low-energy photons are absorbed
in a silicon solar cell with a narrower band gap. While technologically relevant,
these wide band gap perovskite cells lag in efficiency compared to intermediate
bandgap perovskite solar cells, especially in terms of open circuit voltage. We
investigate a wide range of effects, but find that the open circuit voltage is very
sensitive to band alignment, unsurprising perhaps. We find, however, that for
optimal band alignment, the effective density of states difference between the
transport layer determines the optimal band offset between the layers.

In chapter 4 we will investigate the phenomenon of conductivity decrease
at high dopant loading in doped organic semiconductors. Based on a Gaussian
disorder model, one would expect the conductivity of these materials to keep
increasing with increasing doping density. Experimentally, it is often observed
that the conductivity increases, peaks, and then decreases with increasing dopant
loading. This effect is often attributed to the poor morphology of highly doped
organic semiconductors. The effect is observed in a wide range of materials,
however, so a more general phenomenon seems a likely cause. We show both
analytically and using kinetic Monte Carlo simulation that this effect is likely
caused by carrier-carrier interactions at high charge carrier density. These
carrier-carrier interactions manifest themselves in a Coulomb pseudo-gap at room
temperature, limiting the conductivity at high charge carrier density.

One of the primary reasons to dope organic materials to a very high degree,
is to attain the optimal charge carrier density for organic thermoelectrics. These
materials are used for extracting electrical energy from a temperature gradient.
Their performance scales linearly with conductivity and with the Seebeck coeffi-
cient squared. Experimentally, however, an increased conductivity often coincides
with a decreased Seebeck coefficient and vice versa. In chapter 5 we discuss
the effect of carrier-carrier interactions on thermoelectric performance of doped
organic semiconductors. We find that carrier-carrier interactions not only reduce
conductivity as discussed in chapter 4, but also the Seebeck coefficient. This
means that reducing carrier-carrier interactions could be a promising strategy for
increasing thermoelectric performance in doped organic semiconductors.
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CHAPTER2

Interfacial Trap-Assisted Recombination

The physics of solar cells is often modelled using a combination of two different
techniques. A transfer matrix model is used for simulating the optics, from
incoming light to absorption by the solar cell.[1] The resulting absorption profile
is then used as input for a drift-diffusion model, which models the electrical stage,
from electron hole pair creation to extraction by the electrodes.

This drift-diffusion model consists of a coupled set of continuity equations
that relate the electron and hole currents Jn and Jp to the net recombination
G − R at position x. In steady-state this results in the continuity equations

∂Jn(x)
∂x

= −∂Jp(x)
∂x

= −q(G(x) − R(x)), (2.1)

and a Poisson equation that relates the potential V to the charge density at
position x

∂

∂x

(
ε(x)∂V (x)

∂x

)
= q(n(x) − p(x) + C(x)), (2.2)

where ε is the dielectric constant, n and p are the electron and hole densities, and
C is the density of additional charges, such as ions or traps.[2]

The continuity equations make sure that generation, recombination, and
movement are balanced so that we do not create charge out of nothing. The
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2.1. PHYSICAL MODEL FOR DEFECT ASSISTED RECOMBINATION

Poisson equation takes care of the electrostatic potential, which is one of the
driving forces for moving all the charged particles in the solar cell. To find a
solution that satisfies both the continuity equations and the Poisson equation,
the Gummel iteration method is used.[2]

What physics should be present in the drift-diffusion model depends on what
is being simulated. For perovskite solar cells, there are a few different relevant
factors: 1) electrons and holes, for which generation recombination and movement
is governed by the continuity equations, but also contribute to the Poisson equation
via their charge; 2) other charged particles, such as dopants, or mobile ions. These
contribute to the Poisson equation, but in case of mobile ions are allowed to move
as well; 3) effects that represent the band diagram, such as band energy level and
effective density of states. These effects again can be captured in the Poisson
equation by locally modifying the potential for positive and negative particles
separately;[3–5] 4) generation and recombination processes, which enter into the
continuity equations. For perovskites, typically the absorption is calculated from a
transfer matrix model and agrees quantitatively with experimental observation.[6]

Direct, or band-to-band recombination is typically included in perovskite device
models, but trap-assisted recombination is the performance limiting recombination
process in perovskite solar cells[6–10] and will be the focus of this chapter.

2.1 Physical Model for Defect Assisted Recombination
The physical model for trap-assisted recombination was first introduced for use
in inorganic semiconductors in 1952.[11,12] The model describes bulk defects
that can capture from and emit to either the conduction or valence band, as
indicated in figure 2.1 (2). This process is often called Shockley-Read-Hall (SRH)
recombination, and can be derived by stating that the 4 processes that can occur
from a trap must follow detailed balance. The 4 processes are electron trapping
and detrapping and hole trapping and detrapping, as shown in figure 2.1 (2). For
the trapping as introduced by Shockley and Read,[11,12] we have 4 processes

Rn = Cn· n· Nt· (1 − ft) (2.3)
Rp = Cp· p· Nt· ft (2.4)
Gn = Cn· nt· Ntft (2.5)
Gp = Cp· pt· Nt(1 − ft), (2.6)

where Eq. 2.3 is equation 2.5 as published by Shockley and Read[11] and Eq. 2.4
are the capture rates for electrons and holes respectively and Eq. 2.5 and Eq. 2.6
are the emission rates for electrons and holes, Nt is the density of traps, n and p
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2.1. PHYSICAL MODEL FOR DEFECT ASSISTED RECOMBINATION

are the electron and hole densities, nt and pt are electron and hole densities when
the quasi Fermi level matches the trap energy, Cn and Cp are the electron and
hole capture coefficients, and ft is the fraction of filled traps. In steady-state, the
net SRH recombination rate can then be expressed as

Rnet = Rn − Gn = Rp − Gp, (2.7)

by substituting ft.

 
 

 
 

 

Bulk SRH Int. rec. 8 
rates

Int. rec. 4 
rates

(1)
(2)

(3)

Figure 2.1: A schematic band diagram of a perovskite solar cell, where
dashed lines indicate interfaces between perovskite and transport layers.
In it, the difference between regular SRH (2) and interface trapping (1)
and (3) is shown. Interface trapping can be implemented with 4 rates (1)
like regular SRH recombination, or more accurately with 8 rates (3), where
the number of rates is doubled, as every trapping and detrapping process
is allowed to the left and right of the interface.

Figure 2.1 shows a schematic band diagram of a perovskite solar cell, where
interfacial recombination is typically the primary recombination mechanism.[6–10]

If a trap sits at an interface, capture and emission is possible from either side of
the interface, as indicated in figure 2.1 (3).[13] This means that there are double
the number of rates compared to regular SRH recombination, 8 in total.

These 8 rates are

Rn+ = Ccn+· n+· Nt· (1 − ft) = a+· (1 − ft) (2.8)
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2.2. CASE I: STEADY-STATE

Rn− = Ccn−· n−· Nt· (1 − ft) = a−· (1 − ft) (2.9)
Rp+ = Ccp+· p+· Nt· ft = b+· ft (2.10)
Rp− = Ccp−· p−· Nt· ft = b−· ft (2.11)
Gn+ = Cen+· n+

t · Nt· ft = c+· ft (2.12)
Gn− = Cen−· n−

t · Nt· ft = c−· ft (2.13)
Gp+ = Cep+· p+

t · Nt· (1 − ft) = d+· (1 − ft) (2.14)
Gp− = Cep−· p−

t · Nt· (1 − ft) = d−· (1 − ft), (2.15)

where the left and right side of the interface are denoted by − and +.
Assuming an equal Cn and Cp left and right of the interface, the ratio of

rates from the left and right side of the interface depends on the difference in
n, p, nt, and pt at the left and right side of the interface. Typical causes of n,
p, nt, and pt offsets in perovskite solar cells are band-offsets and differences in
effective density of states. These offsets will vary device to device, making it risky
to simply discard half the rates, as indicated in figure 2.1 (1). Therefore, the
required extension to the SRH framework for the 8 rates shown before will be
discussed in this chapter.

To calculate the above generation and recombination rates, we need to obtain
an expression for the trap filling. How this is done depends on whether the system
can be considered in a steady-state or not. In section 2.2 we will derive the result
for steady-state. We will follow up with the transient case in section 2.3.

2.2 Case I: Steady-State
In steady-state, the filled fraction of interface traps can be solved from the charge
carrier densities and parameters defined above. Generation, and recombination
rates for electrons and holes must be equal, which yields

RSRH = Rn+ + Rn− − Gn+ − Gn− = Rp+ + Rp− − Gp+ − Gp− (2.16)
(a+ + a− + d+ + d−)· (1 − ft) = (b+ + b− + c+ + c−)· ft. (2.17)

This means that for ft we find

ft = a+ + a− + d+ + d−

a+ + a− + b+ + b− + c+ + c− + d+ + d− (2.18)
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2.3. CASE II: TRANSIENT

and for 1 − ft we find

1 − ft = b+ + b− + c+ + c−

a+ + a− + b+ + b− + c+ + c− + d+ + d− .

To get to discretized continuity equations, we now need to assign positions
on the grid to n

+/−
(t) and p

+/−
(t) . As the charge carrier densities are chosen to be

on-grid variables, the interfaces are between-grid. The interfacial traps are chosen
to only capture from and emit to the two grid points adjacent to the interface,
noting that we derive the equations for a one dimensional grid.

By applying the restriction that no three consecutive points can be next to
an interface, we write the net generation on grid point i, or Γi, from an interface
traps by summing all contributions from grid points i − 1, i, and i + 1. By setting
the interface trap density to a finite and equal value on the grid points left and
right of the traps, and to zero on adjacent grid points, net generation from the
traps can be written as

Γi
n = Gni

− Rni
(2.19)

= ci· ft − ai· (1 − ft) (2.20)

=
ci·

∑i+1
j=i−1(aj + dj) − ai·

∑i+1
j=i−1(bj + cj)∑i+1

j=i−1(aj + bj + cj + dj)
. (2.21)

For holes, we get

Γi
p = Gpi − Rpi (2.22)

= di· (1 − ft) − bi· ft (2.23)

=
di·

∑i+1
j=i−1(bj + cj) − bi·

∑i+1
j=i−1(aj + dj)∑i+1

j=i−1(aj + bj + cj + dj)
. (2.24)

2.3 Case II: Transient
In transient simulations, the recombination rates depend on the previous state,
so no equilibrium rates can be solved for. The instantaneous net recombination
rates for electrons and holes (Un,p) are obtained by substituting ft(t), trap filling
at time t in the expressions for net recombination that result from equation 2.8
to 2.15

Un = (Cn−n− + Cn+n+)Nt(1 − ft(t)) − (Cn−n−
1 + Cn+n+

1 )Ntft(t) (2.25)
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2.3. CASE II: TRANSIENT

Up = (Cp−p− + Cp+p+)Ntft(t) − (Cp−p−
1 + Cp+p+

1 )Nt(1 − ft(t)), (2.26)

where ft is calculated using the value from the previous time step and calculating
the emission and absorption rates based on the new particle densities found in
the current time step.

One should recognize that ft(t) can be expressed as a differential equation, as
depicted in figure 2.2. This is done by solving the ordinary differential equation,

Integral = NtΔft

Instantaneous rec. rate = Nt∂ft/∂t

t0 t1Time [arb. units]

R
ec

om
b i

na
tio

n  
ra

t e

R1

R0

Figure 2.2: Recombination rate over time, where the integral from t0 to t1
is the total number of recombined charge carriers between t0 and t1.

∂ft(t)
∂t

=Cn(n− + n+)(1 − ft(t)) − Cn(n−
1 + n+

1 )ft(t) (2.27)

+ Cp(p−
1 + p+

1 )(1 − ft(t)) − Cp(p− + p+)ft(t),

where Cn and Cp are the capture coefficients for electrons and holes and n(p)1 is
the electron (hole) density when the quasi-Fermi level matches the trap energy.
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2.3. CASE II: TRANSIENT

We get a solution

ft(t) = Cn(n− + n+) + Cp(p−
1 + p+

1 )
Cn(n− + n+ + n−

1 + n+
1 ) + Cp(p−

1 + p+
1 + p− + p+)

(2.28)

+ c1 exp
(
−(Cn(n− + n+ + n−

1 + n+
1 ) + Cp(p−

1 + p+
1 + p− + p+))t

)
,

where we can express c1 in terms of the trap filling at the previous time step,
ft(tprev), as

c1 = ft(tprev) − Cn(n− + n+) + Cp(p−
1 + p+

1 )
Cn(n− + n+ + n−

1 + n+
1 ) + Cp(p−

1 + p+
1 + p− + p+)

. (2.29)

Now we can calculate a trap filling at a time t with the new electron and hole
densities n, p and ft(tprev).

To calculate the total recombination in one time step, we now need to integrate
the expression for Un/p from equation 2.25 and 2.26 with the expression for ft(t)
from equation 2.28 substituted in. We should note here that for interface traps, we
calculate the net recombination rate at one of the two grid points that contribute
to the interfacial recombination. The trap filling ft(t) depends on all 8 rates,
however, so in parts of the equation reflecting trap filling we need to sum over
the grid points contributing to interfacial recombination. Using the shorthand
notation from equations 2.8 to 2.15, we get

U i
n =ai − (ai + ci)ft(t) (2.30)∫ ∆t

0
U i

ndt =ait − (ai + ci)
i+1∑

j=i−1

aj + dj

aj + bj + cj + dj
t+ (2.31)

(ai + ci)c1 exp
(

−
∑i+1

j=i−1(aj + bj + cj + dj)t
)

∑i+1
j=i−1 aj + bj + cj + dj

for the total recombination.
Now that we have an exact expression for the total recombination in the

transient case, we have made sure that the trap occupancy cannot go above
1 or below 0, regardless of the size of the time step. To calculate the exact
recombination rate U i

exact that will enter into the continuity equation, we simply
convert the integral, a density, back into a rate by dividing by the time step as

U i
exact =

∫ ∆t

0 U i
ndt

∆t
. (2.32)
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We now have a recombination rate that we can enter into the continuity
equation for both the steady-state and transient regime. Because we also have an
expression for the trap filling ft, we can in principle solve both the continuity and
Poisson equations. There is however still the issue of numerical stability. This is
what we will address in the next section.

2.4 Improving Numerical Stability
Both recombination and trap filling are non-linear in their respective variables,
the carrier densities and potential. This causes stability issues that can be partly
resolved by linearizing the recombination rates and trap filling fraction. We will
only do this for the steady-state case, starting with the recombination rate and
then following up with the trap filling.

Since the amount of recombination may vary wildly when the charge carrier
density changes, we linearize the recombination term in charge carrier density.
To linearize we use a Taylor series, where we have to account for the fact that we
have to add the partial derivatives of the charge carrier densities at grid points
i − 1, i, and i + 1. This is because for interfacial recombination, the rate also
depends on the carrier density at the other side of the interface. The contribution
from one of these grid points will be zero as it is not an interface point and
therefore N i

t will be zero. Summing over the three points makes sure that the
expression works both when the interface is between point i − 1 and i, or i and
i + 1. For our Taylor expansion of net interface generation rate, Γn

int this gives us

Γi
n(n⃗) ≈ Γi

n(n⃗old) +
i+1∑

j=i−1

∂Γi
n(n⃗old)
∂nj

(nj − nj
old),

where n⃗old are the electron densities from the previous iteration, which are known
and n⃗ are the electron densities to be calculated. The three partial derivatives are

∂Γi
n

∂ni−1 =
cia′i−1 ∑i+1

j=i−1(aj + bj + cj + dj)(∑i+1
j=i−1(aj + bj + cj + dj)

)2

−
a′i−1(

ci
∑i+1

j=i−1(aj + dj) − ai
∑i+1

j=i−1(bj + cj)
)(∑i+1

j=i−1(aj + bj + cj + dj)
)2 (2.33)

∂Γi
n

∂ni
=

a′i(ci −
∑i+1

j=i−1(bj + cj)
) ∑i+1

j=i−1(aj + bj + cj + dj)(∑i+1
j=i−1(aj + bj + cj + dj)

)2
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−
a′i(ci

∑i+1
j=i−1(aj + dj) − ai

∑i+1
j=i−1(bj + cj)

)(∑i+1
j=i−1(aj + bj + cj + dj)

)2 (2.34)

∂Γi
n

∂ni+1 =
cia′i+1 ∑i+1

j=i−1(aj + bj + cj + dj)(∑i+1
j=i−1(aj + bj + cj + dj)

)2

−
ai+1(

ci
∑i+1

j=i−1(aj + dj) − ai
∑i+1

j=i−1(bj + cj)
)(∑i+1

j=i−1(aj + bj + cj + dj)
)2 (2.35)

Inserting the Taylor approximation of recombination term Γi
n in the continuity

equation, gives us(
µni+1/2B

(Vi+1 − Vi

Vt

)
hi−1 + ∂Γi

n(n⃗old)
∂ni+1

1
2L2hihi−1(hi + hi−1)

)
ni+1

−
[
µni+1/2B

(Vi − Vi+1

Vt

)
hi−1 + µni−1/2B

(Vi − Vi−1

Vt

)
hi

− ∂Γi
n(n⃗old)
∂ni

1
2L2hihi−1(hi + hi−1)

]
ni

+
(

µni−1/2B
(Vi−1 − Vi

Vt

)
hi + ∂Γi

n(n⃗old)
∂ni−1

1
2L2hihi−1(hi + hi−1)

)
ni−1

= −
(
Gi + Γi

n(n⃗old)

−
i+1∑

j=i−1
(∂Γi

n(n⃗old)
∂nj

nj
old)

)1
2L2hihi−1(hi + hi−1), (2.36)

where hiL is the position of gridpoint i in the device, as the continuity equation
for electrons. Because of electron-hole symmetry, exchanging all n and p labels
and in the shorthand notation the a and b, and c and d labels we can get the
continuity equation for holes.

Interface traps also have to enter the Poisson equation as they are charged,
either when filled or when empty, depending on the trap type. To make the
system of equations stable, however, we need to linearize the interface traps
density with respect to the potential. We can linearize the electrons, holes, and
interface traps separately to δVi, so here we will cover only interface traps to keep
it simple. Other terms can be added independently. Since fti depends on both n
and p, we can linearize the charges in the Poisson equation by expressing n and p
in terms of the potential. Doing so gives us

n = ni exp
(Vi + δVi

Vt

)
exp

(
−ϕn

Vt

)
(2.37)

37
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p = ni exp
(

−Vi + δVi

Vt

)
exp

(
+ϕp

Vt

)
, (2.38)

where Vt is the thermal voltage.
Now we can substitute n and p to get a first order Taylor expansion of trap

occupancy fti around δV = 0 given by

fti(V⃗ + δV⃗ ) ≈ fti(V⃗ ) +
N∑

j=1

∂fti(V⃗ )
∂Vj

δVj .

Now we need to find the partial derivatives of fti with respect to the potential.
To do this we substitute equation 2.37 and 2.38 in the expression for fti in
steady-state, equation 2.18. We can then calculate the partial derivative to the
potential, as we have an expression fti(V⃗ ). We get a partial derivative of the
form

∂

∂x

( d exp
(

a+x
b

)
+ c

d exp
(

a+x
b

)
+ g exp

( −a−x
b

)
+ f

)
=

d exp
(

a+x
b

)
b
(
d exp

(
a+x

b

)
+ g exp

( −a−x
b

)
+ f

)
−

(
d exp

(
a+x

b

)
+ c

)(
d exp

(
a+x

b

)
− g exp

( −a−x
b

))
b
(
d exp

(
a+x

b

)
+ g exp

( −a−x
b

)
+ f

)2 , (2.39)

where c and f are a collection of all terms that depend on n1 and p1 and are thus
constant under changes of the potential.

Taking the partial derivatives and substituting back the charge carrier densities,
while using the shorthand notation from Eq. 2.8 to 2.15 we get

∂fti(n, p)
∂Vi−1

= ai−1

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)
−

∑i+1
j=i−1(aj + dj)(ai−1 − bi−1)

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)2

∂fti(n, p)
∂Vi

= ai

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)
−

∑i+1
j=i−1(aj + dj)(ai − bi)

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)2
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∂fti(n, p)
∂Vi+1

= ai+1

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)
−

∑i+1
j=i−1(aj + dj)(ai+1 − bi+1)

Vt

(∑i+1
j=i−1(aj + bj + cj + dj)

)2 . (2.40)

We can now write the Poisson equation as( hi−1

hihi−1L
+ (hi + hi−1)LqNt

4ε

∂fti(n, p)
∂Vi+1

)
δVi+1

−
( (hi−1 + hi)

hihi−1L
− (hi + hi−1)LqNt

4ε

∂fti(n, p)
∂Vi

)
δVi

+
( hi

hihi−1L
+ (hi + hi−1)LqNt

4ε

∂fti(n, p)
∂Vi+1

)
δVi−1

= (hi + hi−1)L q

2ε
(ni − pi − (qtie − ftio)Nt

2 )

−
(Vi+1hi−1 − hi−1Vi − hiVi + hiVi−1

hihi−1L

)
. (2.41)

Now that we have stabilized expression for the equations to solve in our drift
diffusion model, we will show the relevance of the interfacial recombination model
and transient vs steady-state simulations.

2.5 Implications for Perovskite Solar Cells
Whether the description for interface recombination introduced in this chapter is
required for a proper physical description of a device depends strongly on the sim-
ulated case. In perovskite solar cells, interfacial recombination between the active
layer and transport layers is often the bottleneck for device performance.[6–10]

This means that interfacial recombination in general is relevant, but if all device
parameters are equal left and right of the interface, the 4-rate model will generate
the same result as the 8-rate model depicted in figure 2.1. To illustrate this,
we ran simulations comparing both models for a prototypical perovskite solar
cell, as will be discussed in more detail in chapter 3. This is done using the
interfacial recombination model described before, implemented in the open-source
drift-diffusion simulation software SIMsalabim.[14] The solar cell parameters are
outlined in appendix C.

Figure 2.3 shows the current-voltage (JV-)characteristic of this solar cell.
When the effective density of states (Nc) is equal in the perovskite and the TL,
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Figure 2.3: The effect of using recombination across an interface (8-rates,
Fig 2.1 (3)) or on one side near the interface (4-rates, Fig 2.1 (1)). For the
cases with higher transport layer (TL) Nc, the Nc in the TL is set to 1027

m−3. In case of equal Nc in the TL and perovskite, both are set to 1025

m−3.

it shows that there is hardly a difference between recombining near (4-rates) or
across (8-rates) an interface. This is because all relevant parameters that can
cause charge carrier density offsets across the interface are equal, so capture
rates 2.3 to 2.6 give the same result as rates 2.8 to 2.15.

When Nc is increased in the TL, as is typical for organic TLs (see chapter 3),
the JV-characteristic of the solar cell differs strongly between 4-rates or 8-rates.
First, the fill-factor (FF) increases. The Nc increase in the TL means that charge
carriers increase entropy by moving to the TL, increasing the conductivity, leading
to a higher FF. This increase in carrier density in the TL is compensated by a
decrease in density at the perovskite side.

Interestingly, whether the open-circuit voltage (Voc) increases or decreases
with a higher transport layer Nc depends on the way interfacial recombination is
accounted for. When 4 rates are used, the traps are put on the perovskite side of
the interface, where the carrier density is lower. This reduces the capture rate for
majority carriers, increasing Voc. As for 8 rates, charge carriers are also captured
from the TL, where they have higher density, leading to an increase in majority
capture rate and a reduced Voc.

As can be seen in figure 2.3, the Voc decreases, while the FF increases when
using the 8-rate expression for interfacial recombination. If we include rates from
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this region of higher charge carrier density, we get a larger recombination rate,
which shows up as a sharper kink in the JV-curve around the maximum power
point. Increases in recombination naturally lead to a lower Voc, but because of
the sharper onset and equivalent transport properties in either cases, also an
increased FF .

In transient simulations, a different type of trapping related effect shows up.
While in steady state conditions, trap filling is always in equilibrium with the
conduction and valence band occupation. This is often not true for transient
simulations. Even a simple scan of a JV-curve, which is one of the most used
characteristics for solar cells, is in fact, a transient experiment. In perovskite
solar cells, ions but also traps contribute to JV-hysteresis when scan rates are in
the seconds regime. We performed a dark JV-scan on the same typical perovskite
solar cell as previously and discussed in chapter 3. By modifying the voltage in a
stepwise way and taking a simulation point slightly after the step, we can eliminate
the effect of displacement current and look at ionic and trap contributions.
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Figure 2.4: Current-voltage characteristic for transient (ZimT) and steady-
state scan (SimSS) for cases without and with ions present in the device.
The voltage is scanned from -0.5 V to 1.1 V and back over the course of
12 seconds.

Figure 2.4 shows the current-voltage (JV) characteristic resulting from tran-
sient and steady-state simulations of the same typical perovskite solar cell as
before. A forward and reverse scan are performed in roughly 12 seconds, qualify-
ing this as a ’slow’ JV scan. A negative voltage is applied at first, leading to a
negative current. The current stays negative even if a positive external voltage is
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applied because of hysteresis effects. The switch from negative to positive current
can be seen to occur at higher applied voltage for simulations including ions than
those only including traps.

During the reverse scan, the current stays positive despite the negative applied
voltage. The effect is stronger for the case including ions than the case only
including traps, where the current stays in the nA/m2 range, versus the hundreds
of nA/m2’s if ions are included. While smaller than the contribution from ions
in this case, the relative contribution from traps depends on their distribution
and the scan rate. The same trapping and detrapping rates can also be achieved
with a higher trap density and lower capture coefficient, this would lead to an
increased potential to store charge in traps, leading to increased hysteresis from
traps.

For ions, it is known that this hysteresis can be on a long timescale,[15] but
we show that even traps contribute to hysteresis in this regime. In all, figure 2.4
shows that for dark scans of perovskites, a steady-state model might not always
be accurate. We therefore suggest simulating dark JV-scans using a transient
approach that accurately reflects the experiment.

2.6 Conclusions
In this chapter, we have introduced an interfacial recombination model, including
capture from and emission to either side of an interface. We found expressions for
the recombination rate for steady state conditions and in the transient regime. To
address stability issues, we linearized both the recombination rates and Poisson
equation under steady-state conditions. We find that the effect of interfacial
recombination with 8-rates, as introduced here, can differ from the 4-rate case for
a typical perovskite solar cell configuration with organic TLs. Voc differs by about
0.1 V under 1 sun illumination in our simulation. This illustrates the importance
of an elaborate interfacial recombination model when investigating band alignment
or Nc offsets between active layer and transport layer. Furthermore, we show
that in the dark, even a relatively slow JV-scan can end up showing transient
effects from either traps or ions in a typical perovskite solar cell. We therefore
recommend verifying any steady-state result in the dark on perovskites versus a
transient simulation.
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CHAPTER3

Voltage Deficit in Wide Band Gap Perovskite Solar Cells

Abstract
Wide-bandgap (⪆ 1.7 eV) perovskite solar cells are plagued by relatively low
open-circuit voltages. This is problematic as they are key to achieving perovskite
silicon tandems, that can boost the potential of silicon solar cells. Performance
in perovskite solar cells is widely considered to be limited by recombination at
the interface between perovskite and transport layer.

Here, we introduce a number of design rules to increase the open-circuit voltage
of wide-bandgap perovskite solar cells. We present a numerical device model
that includes a detailed description of the interfacial recombination processes.
We investigate the combined effects of interface traps, ions, band alignment, and
transport properties to identify critical parameters for improving the open-circuit
voltage. We simulate a large number of devices by picking random combinations
of parameters and look for trends. We show that interface recombination can be
suppressed by reducing the minority carrier density close to the interface with
the transport layers. We demonstrate that alignment of energy levels is only part
of the story; the effective densities of states are of equal importance. Our results
pave the way to achieving high open-circuit voltages, despite a significant density
of interface defects.
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3.1 Introduction

Perovskite solar cell (PSC) technology is maturing rapidly. Formamidinium lead
iodide cells show an efficiency that is on par with silicon cells and are nearing the
Shockley-Queisser limit for the open-circuit voltage.[1] The stability of these solar
cells is starting to attract more attention, as degradation mechanisms are not yet
fully understood.

One of the most likely applications for perovskite solar cells is in a tandem
configuration with silicon solar cells. This perovskite-silicon tandem can currently
achieve 29.8% module efficiency.[2] These tandem solar cells require perovskite
subcells with a band gap of roughly 1.7 eV to complement the narrow band gap
cell that is most often silicon. This is problematic, however, as most of the recent
efficiency improvements in perovskite solar cells have been because of a narrowing
of the band gap,[3] which make them less suitable for tandem application.

Currently, good perovskite solar cells with a band gap of around 1.7 eV
typically have an open-circuit voltage (Voc) of roughly 1.2 V,[4–7] with some
reaching as high as 1.28 V.[8] While more realistic quantification exists,[9] the
difference between the radiative limit for Voc and measured Voc is indicative of
the room for improvement. For a 1.7 eV band gap, the radiative limit for Voc is
around 1.43 V, depending on the exact assumptions used to derive it.[10] This
means that in typical cells, we have a few tenths of a Volt left to improve.

Wide band gap (⪆ 1.7 eV) perovskite cells suffered from phase segregation at
first, where narrow band gap phases effectively acted as recombination centres.
It has been shown however that halide segregation is responsible for a smaller
part of the Voc loss than electronic quality of the perovskite cells.[6] It is therefore
of paramount importance to understand all the factors at play at the perovskite
transport layer (TL) interface.

It is widely accepted that perovskite transport layer interfaces are the main
culprit of Voc losses because of the presence of trap assisted recombination.[6,11–14]

In case of a large excess of one carrier type, as is typically the case at perovskite-
TL interfaces, the Shockley-Read-Hall recombination rate is determined by the
minority capture rate. This means that the minority carrier density, capture coef-
ficient, and trap density become the determinant of the interfacial recombination
rate.[15]

Surface passivation, typically by interlayers, can be employed to decrease
the number of recombination centres at the perovskite transport layer inter-
face.[12–14,16,17] Thin layers of passivating agents are deposited at the perovskite
/ transport-layer interface. Even though these layers might be insulating, by
keeping them very thin, they can increase rather than decrease the fill-factor.
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Interlayers can, however, decrease recombination even without passivating recom-
bination centres by inducing band bending to repel minority carriers from the
interface.[18]

To reduce the amount of charge carriers available for recombination at the
interfaces, a few different strategies can be employed. First, a built-in voltage
can contribute to extracting carriers to the right transport layer. Because of their
n-i-p (or p-i-n) configuration, perovskite solar cells limit surface recombination
at the metal contacts by repelling minority carriers with transport layers. This
means that perovskite solar cells can even operate reasonably well with an electric
field working against charge extraction in the perovskite.[19] An electric field
aiding charge extraction is very beneficial to cell performance, however. This
electric field can be achieved by doping the transport layers or by a difference
in work functions between the two metal electrodes.[19,20] The last effect can
be undercut however by the low dielectric constant or conductivity of typical
transport layers, meaning most of the potential will drop over the transport layers
instead of the perovskite.[21]

Additionally, imbalance between perovskite and transport layer (TL) proper-
ties can play a role in repelling or attracting minority carriers to the perovskite/TL
interface. Typically, transport layers for PSCs are organic. Because of this, there
is a large dielectric mismatch that can also cause extra recombination by accumu-
lation of minority carriers near the interface.[22] While well aligned bands between
perovskite and transport layer might seem preferable, a small extraction barrier
can actually increase solar cell performance as it pushes minority carriers away
from the interface.[23–25] Despite the efforts to reduce the number of interface
traps, it is improbable that they can be completely prevented. It remains unclear
how to optimize the electrical properties of the device stack, given that interfaces
likely remain defective.

Here, we show design rules to optimize the open-circuit voltage of wide band
gap perovskite solar cells. We implement a detailed description of interfacial
recombination in SIMsalabim, an open-source device modelling software. A
reference device is introduced that performs like a typical wide band gap perovskite
solar cell. This reference device is then used to determine the effects of interface
traps, band alignment, ions, and transport properties on the open-circuit voltage.

A large number of devices are simulated with random combinations of device
parameters to look for trends in the open-circuit voltage. The total recombination
rate in a cell determines the open-circuit voltage. Often, a reduction of the
number of interface traps is attempted to reduce recombination, but this can be
experimentally challenging. We find that reducing the minority carrier density in
the perovskite at the transport layer interface suppresses recombination in equal
measure. While band alignment is often exclusively considered, we find that the
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effective density of states in combination with band alignment determines the
minority carrier density at the interface. We find that high open-circuit voltages
are possible despite a significant density of interfacial defects.

3.2 Results
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Figure 3.1: a) Schematic band diagram illustrating simulation parameters
and where they take effect. Parameters are varied in the left transport layer
(table C.3), while those in the right transport layer are chosen such that the
left transport layer is limiting performance (table C.2). b) Current-voltage
characteristic of our reference wide band gap perovskite solar cell. The
device parameters used are in table C.1.

To investigate wide band gap perovskite solar cells, we will use SIMsalabim,
an open-source simulation software for drift-diffusion simulations.[26] The physical
model we use to represent these solar cells includes: mobile ions, interfacial
recombination (at transport layer interfaces and grain boundaries), effective
density of states (Nc), energetic alignment, dielectric contrast, absorption profiles,
and dopants. Mobile ions are assumed to stay in the perovskite layer except in
figures 3.2a and 3.4, where the mobile ions are allowed in the transport layers
at random in half of the simulations. While in a regular perovskite solar cell
reflection from the back electrode is quite relevant to the absorption profile, we
neglect this effect for the wide band gap perovskites, which will be used mostly
in a tandem configuration. The absorption profile is therefore assumed to be
exponential, based on the absorption coefficient of a typical perovskite.[27]

Figure 3.1a shows a schematic band diagram of the device used in our simula-
tions, with the most important parameters used indicated in the figure at the
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location where they take effect. In our simulations we include the effect of varying
dielectric constant over the device, the effective density of states in the transport
layer (Nc−tl), band-alignment, transport layer (TL) doping, TL-mobility, TL-
thickness, mobile ion density, ion placement in TLs, and interfacial trap density.
In line plots in this section, the generation profile is exponential starting from the
left side of the device in figure 3.1a. In the scatter plots, an absorption profile
that is exponential starting from either electrode or a uniform absorption profile
is picked at random. This is done to simulate the two edge cases for generation
profiles to exclude any possible impact the detailed shape of the generation profile
might have.

Because interfacial recombination is limiting to performance in most perovskite
solar cells, it is imperative to model it accurately. To correctly describe the physics,
we developed an advanced description of trap-assisted recombination for interface
traps. We re-derive the Shockley-Read-Hall recombination expression for interface
traps, which can capture from and emit to the conduction and valence band at
either side of the interface. The derivation can be found in chapter 2. Furthermore,
the interface charge of traps is considered depending on the type of trap. As was
discussed in chapter 2 (Figure 2.3), a simpler expression for interface trapping,
such as the original Shockley-Read-Hall expression, is insufficient. The large
discontinuities of charge carriers densities at the interface that are dependent on
input parameters and applied voltage mean that it is not clear in advance which
rates should the recombination expression if only two trapping and detrapping
rates are used. Taking rates from either side of the interface into account solves
this problem. The difference is illustrated in figure 2.3 with an effective density of
states offset, but the difference can be obtained through other parameters as well.

As discussed previously, a good wide band gap perovskite solar cell currently
has an Voc of roughly 1.2 V and a fill factor (FF ) of 0.8.[4–7] The short circuit
current (Jsc) sits at roughly 15-16 mA/cm−2,[4–7] but is not considered for
optimization in this work. As a reference point for our investigation, we introduce
a device that resembles such a typical wide band gap perovskite solar cell. Device
parameters are chosen such that they are close to those of real devices and
yield similar performance. Using the parameters shown in table C.1, we get the
simulated JV-curve in figure 3.1b, which has a Jsc of 15.8 mA/cm−2, a FF of
0.81, and an Voc of 1.21 V.

Figure 3.2a shows the reference perovskite solar cell from figure 3.1b where
properties of the left TL, left contact, perovskite, and TL/perovsite interface were
varied. Properties for the right transport layer and electrode are kept constant,
while those on the left side are varied over a wide range indicated in table C.3.
The parameters in the right transport layer are chosen such that they are not
limiting for device performance and are shown in table C.2. The results are
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Figure 3.2: a) We vary relevant solar cell properties from our reference
cell (red dashed line), except for those in the right TL and right contact.
The parameter ranges are indicated in table C.3. b) The dependence of
Voc on interface trap density at for charged traps and uncharged traps.
Charged traps are traps that are either negatively charged when willed
with an electron (acceptor type) or positively charged when empty, or not
filled with an electron (donor type). Uncharged traps are a limit of low
trap density but high capture coefficients, which means that these traps
do not contribute to space charge, but do act as recombination centres.

plotted versus the trap density at the left TL/perovskite interface.
Figure 3.2a shows that there is a broad trend showing that fewer traps generally

mean higher Voc. There is, however, a wide range of possible values for Voc for any
trap density. This is nicely illustrated when looking at the resulting Voc values
at the trap density for the reference device. We see that for the reference device
introduced in figure 3.1b—that depending on other device parameters—the same
trap density can yield a Voc anywhere between 0.9 and 1.4 V.

In experiments, it is often difficult to isolate the changing of one parameter,
such as interface trap density. This means that depending on other parameters
that are changed along with trap density, a higher trap density could show a
higher Voc. Experimentally, simply reducing the number of traps regardless of
other characteristics is therefore not an effective strategy for attaining a high Voc.

Figure 3.2b shows that when all other parameters are kept constant, we do
indeed get the expected result. Namely, starting from the trap density of the
reference cell, higher trap density decreases Voc and lower trap density decreases
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Voc. In figure 3.2b, three different interface trap types are considered, namely
donor, acceptor, and neutral type traps. Due to the device symmetry, donor
and acceptor traps yield the same result. We will therefore call these charged
traps. Here, a neutral trap is an unphysical type of trap that is both neutral
when empty and full. This trap type is included because it can differentiate the
effect of traps contributing as recombination centres and traps contributing to
space charge.

In Shockley-Read-Hall recombination, the trap density and capture coefficient
only appear as a product, which is a recombination velocity as it has unit m/s.[15]

If the charge of the traps does not play a role, the recombination velocity can
uniquely determine recombination and therefore Voc in our simulations. Since
the simulations are performed in steady-state, we can then disentangle the effect
from recombination and charge of the trap.

We see in figure 3.2b that at low trap densities, the charge of the trap does not
play a role as the neutral type trap gives the same Voc as the charged traps. At
trap densities above 1014 m2 however, we see that charged traps have significantly
lower Voc than uncharged traps. This shows that interface traps can be considered
just as recombination centres without charge for low to medium interface trap
densities. The levelling off of the Voc at high trap density for neutral traps
can be explained by minority carrier depletion at the interface; if there are a
negligible number of minority carriers at the interface at Voc, recombination does
not increase further upon addition of more traps. This teaches us that the charge
of interface traps is unlikely to be relevant for cells that have an Voc of 1.2 V, the
state of the art.

We continue our investigation by looking at the effect of the effective density
of states (Nc) on Voc. The Nc is determined by an integral over the product of
the Fermi-Dirac distribution and the density of states (DOS) of the material in
question. For typical inorganic materials the DOS is parabolic, which means that
this integral returns a constant, the Nc, times a Boltzmann factor.[28]

This same simplification does not hold however for organic materials, that
typically have a Gaussian DOS.[29] The Gaussian DOS causes an increase in Nc,
increasing it above the total integral of the Gaussian DOS when the (quasi-)Fermi
level gets close to the lowest unoccupied molecular orbital (LUMO) level. This is
the case in a good solar cell near Voc.

In figure 3.3a, it seems very intuitive that the organic layer should have a
higher charge carrier density. In our simulations, this effect is captured by the Nc,
which is orders of magnitude higher for organic materials. To keep the charge
carriers from accumulating in the organic layer, the LUMO level can be increased
to compensate the increased Nc−tl.

Figure 3.2 showed that despite a significant number of traps, achieving a
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Figure 3.3: This figure shows schematically the difference between perfectly
aligned bands for a) organic-TL/perovskite junctions, where the LUMO of
the organic layer defines the centre of a Gaussian DOS and b) inorganic-
TL/perovskite junctions, where both the inorganic-TL and the perovskite
have a parabolic band defined by the minimum of the parabola.

good Voc is possible. To investigate further what improvements can be made
without reducing the number of traps, we will now select all solar cells from the
dataset with trap densities of 3 × 1011 m2 and upwards. This means that the
trap density is close to that of the reference device introduced in figure 3.1 or
above that. Figure 3.3 implies that to counteract higher Nc in the TL than the
perovskite, the conduction band of the TL should be increased to counteract
charge carrier accumulation. To test this premise, we take the same simulations
as in figure 3.2, which include: mobile ion density, TL mobility, generation profile,
TL/perovskite band offset, relative permittivity of the TL, TL thickness, TL
doping density, electrode work function, interface trap density, and Nc of the TL.
These simulations are then plotted against different parameters to show trends in
Voc.

The result is shown in figure 3.4 for the subset of devices with a trap density
above 3 × 1011 m2 as mentioned before. The points show all simulations, plotted
against different variables in different sub-figures. In figures 3.4a and b, the data
are plotted against the Nc−tl in the transport layer and the conduction band
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Figure 3.4: The dots show all simulations ran using parameters randomly
drawn from the ranges indicated in table C.3. The Shockley-Queiser Voc is
plotted as a red dotted line. (a) All simulations plotted against the density
of states in the transport layer. (b) All simulations plotted against the
difference between the perovskite and transport layer conduction band. (c)
All simulations plotted against parameter ωint.

offset. While a trend is visible, neither band alignment nor the effective density
of states provides a clear relation with Voc. In figure 3.4c, the data are plotted
against parameter

ωint = CminNti
Nc−tl

Nc−per
exp

(∆Ec

kBT

)
, (3.1)

where Cmin is the minority carrier capture coefficient, Nti is the interfacial trap
density, and Nc−tl/per are the effective density of states of the transport layer
and perovskite. This parameter approximates recombination at the interface
by just the rate of minority carrier trapping CminnminNti, where nmin is the
minority carrier density. As a gradient in Nc or band energy causes a step in
the electrostatic potential at the interface, the minority carrier density changes
accordingly. Typical transport layers are blocking for minority carriers however,
so increased minority carrier density in the transport layer is not the cause for
increased recombination.

Instead, the increased carrier density over the TL causes a larger potential
drop in the TL, decreasing the potential drop over the perovskite layer. This large
potential drop over the TL means there is less potential drop over the perovskite
to keep minority carriers from the interface. This increase of minority carrier
density near the interface increases recombination and reduces Voc. With a given
Nc offset between TL and active layer, this means that band alignment can be
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used to engineer a low carrier density near the interface, reducing recombination.
While a high Nc, typical of organic transport layers, can still result in a high Voc,
this can happen if and only if the high Nc is compensated with a TL conduction
band that lies higher than the perovskite conduction band.

Figure 3.5: The effect of the conduction band energy (Ecb) on a) Voc and
b) the maximum power point (MPP) of our reference solar cell. Nc−tl is
varied from being equal to that of the perovskite layer at 1025 m−3, to
higher by a factor of 100. The conduction band energy of the perovskite is
shown as reference.

Figure 3.5 shows the effect of changing the conduction band level for different
Nc in the reference device introduced in figure 3.1b. In figure 3.5a, shows that
to attain maximum Voc, the conduction band or LUMO of the transport layer
should be equal to or higher than (depending on the Nc) the conduction band
of the perovskite, which is set at 3.3 eV in the simulations. When the Nc of the
perovskite equals that of the TL, optimal efficiency is obtained by aligning the
TL and perovskite conduction bands. When the Nc of the TL increases, however,
both the FF and Voc increase when the conduction band of the TL is raised. This
yields a MPP peak at a conduction band energy in the transport layer that is
higher. This difference, ∆Ecb, is roughly 0.1 eV, for an Nc in the TL of 1027 m−3,
realistic for an organic layer with aligned bands. This shows that a higher Nc can
be effectively counteracted by de-aligning the bands according to the parameter
ωint from equation 3.1, to reduce the carrier density in the transport layer.
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3.3 Discussion

Suppose we start from a medium band gap device with optimal transport layers
in terms of band alignment and Nc and then increase the band gap. This means
that we will get alignment problems at one or both of the TL/perovskite interfaces
that forces an increased carrier density in the transport layer, decreasing Voc. To
reduce interfacial recombination—and to enhance Voc—one can focus on reducing
the number of interface traps, their capture coefficients, or the minority carrier
density near the transport layers.

Optimal band alignment in perovskite solar cells can be counter-intuitive.
While it is known that we need different transport layers for wide band gap
devices,[30] it is mostly suggested that aligned bands are best. This depends,
however, on the effective density of states offset between perovskite and TL.
Perfect energetic alignment of bands between perovskite and transport layer can
yield worse performance than a transport layer that shows a small extraction
barrier.[24] This effect is strongest for organic transport layers with a high density
of states per unit volume and a Gaussian DOS.[29]

We show that the density of states offset between the perovskite layer and
transport layer should also be considered when determining optimal band align-
ment. Since typical organic transport layers have a higher Nc than typical
perovskite layers, it can be seen in figure 3.4 that an extraction barrier leads to
higher Voc at the same trap density. Interestingly, at realistic Nc of 1027 to 1028

m−3 coincides with a Voc of 1.2 V or lower in our simulations.
Experimentally, it has been observed that lower disorder in the transport

layer leads to a higher Voc.[31–33] This is often attributed to better transport,
but we show that the effect is more subtle than that; higher disorder means a
wider Gaussian DOS, leading to more states closer to the Fermi-level yielding a
higher Nc in the TL. This results in a reduced potential drop over the perovskite,
leading to higher minority carrier density near the perovskite/TL interface and
therefore a lower Voc.

We show that the problem of reduces Voc can be solved by reducing disorder,
leading to a lower Nc, by increasing the band offset between ∆Ec, or reducing
the density of traps at the interface as shown be equation 3.1. It should be high-
lighted that these effects are interchangeable in terms of Voc, so the method that
experimentally is the most feasible can be chosen for specific device configurations.

This agrees with what we illustrate in figure 3.3 and 3.5; More specifically, the
width of this Gaussian is typically around 0.1 eV and reducing it from 0.136 eV
to 0.090 eV increased Voc by 0.09 V experimentally,[31] which is highly significant.

The dielectric constant might be expected to have a large influence on Voc via a
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reduction of the built-in potential[34] or by trapping carriers near the interface.[22]

We find however that while the dielectric mismatch can have a large effect on the
FF via lowering of the built-in potential, its effect on Voc is rather limited.

3.4 Conclusions
In conclusion, we introduce design rules for achieving optimal Voc in perovskite
solar cells. To this end, we provide a device model including a detailed description
of interfacial recombination and use this to simulate a typical wide band gap
perovskite solar cell. We then simulate a large set of solar cells including effects
of ions, transport properties, band alignment, and traps. The total recombination
rate in a device determines the open-circuit voltage, but is affected by different
device parameters.

We introduce a parameter that combines the effect of interfacial trapping, Nc

offset, and band alignment. The obvious strategy to reduce recombination and
increase Voc, is to reduce the number of interfacial traps, which is experimentally
challenging. We show that recombination can be suppressed by reducing the
minority carrier density near the interface through tuning of the band alignment
and Nc offset at the interface. This means that band alignment is only half of
the story and for achieving high Voc, the Nc is of equal importance. Together,
our results show that Voc can get close to the Shockley-Queisser limit despite a
significant number of interface traps.

56



Bibliography

[1] Z. Liu, L. Krückemeier, B. Krogmeier, B. Klingebiel, J. A. Márquez, S.
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CHAPTER4

Electrical Conductivity of Doped Organic Semiconductors
Limited by Carrier-Carrier interactions

Abstract
High electrical conductivity is a prerequisite for advancing the performance of
organic semiconductors for various applications and can be achieved through
molecular doping. However, often the conductivity is enhanced only up to a
certain optimum doping concentration, beyond which it decreases significantly.
We combine analytical work and Monte Carlo simulations to demonstrate that
carrier-carrier interactions can cause this conductivity decrease and reduce the
maximum conductivity by orders of magnitude, possibly in a broad range of
materials. Using Monte Carlo simulations we disentangle the effect of carrier-
carrier interactions from carrier-dopant interactions. Coulomb potentials of
ionized dopants are shown to decrease the conductivity, but barely influence the
trend of conductivity versus doping concentration. We illustrate these findings
using a doped fullerene derivative for which we can correctly estimate the carrier
density at which the conductivity maximizes. We use grazing-incidence wide-angle
X-ray scattering to show that the decrease of the conductivity cannot be explained
by changes to the microstructure. We propose the reduction of carrier-carrier
interactions as a strategy to unlock higher conductivity organic semiconductors.
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4.1 Introduction

Electrical conductivity is a key parameter in many organic electronic devices. In
organic light emitting diodes (OLEDs), organic solar cells (OSCs), and perovskite
solar cells increasing conductivity by doping can reduce ohmic losses[1–3] and
in thermoelectric generators the electrical conductivity is one of the key param-
eters.[4] Increasing the conductivity is most easily achieved by increasing the
number of charge carriers by doping. Doping in organic semiconductors, however,
is not a straightforward affair as the dopants need to react chemically with the
host in order to yield free charges. The efficiency of this reaction varies and
therefore the number of free charges per dopant molecule, or doping efficiency,
also varies.[5]

Experimentally it is observed that the electrical conductivity of a large number
of organic semiconductors shows a maximum: first the conductivity increases
upon increasing doping density, but after the maximum the conductivity be-
gins to decrease with increasing doping density. This behaviour is observed in
both polymer and small molecule semiconductors doped with a wide variety of
dopants[6–25] and can limit device performance in applications.[1–4] The carrier
density at which the maximum in conductivity is observed ranges from 1018

to 1021 cm−3.[6,14,18,20,22,26–29] The decrease in conductivity is often attributed
to changes to the microstructure as a consequence of heavy doping. However,
we have previously shown that even when using vapour doping, where there
are no observable changes in the microstructure, the maximum in conductivity
persists.[28]

Charge carrier transport in disordered organic semiconductors is usually
described as a series of events where a charge carrier hops from one localized
state to another.[30] The mobility of the charge carriers is proportional to the rate
at which hopping events occur, which in turn is governed by the energetic and
spatial distance of the hopping sites. The disordered nature of such disordered
organic semiconductors manifests itself as a broad distribution of site energies
and, when carrier density is low, a low intrinsic mobility of the charge carriers.
Above a certain critical carrier concentration the inherently low conductivity can
be increased by introducing more carriers to the system, as this facilitates the
filling of the low-energy trap sites.[31–34] However, charge carriers are introduced
by doping, which also introduces oppositely charged dopant ions as the number of
(free and bound) charge carriers equals the number of reacted dopants. The release
of charge carriers is facilitated by the energetic disorder. However, the dopant
Coulomb potentials trap most mobile charge carriers to nearest or next nearest
neighbour hopping sites.[35–37] The transport phenomena in doped disordered
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organic semiconductors are therefore typically explained on the basis of the
interactions between dopant ions and mobile charge carriers.

Arkhipov et al.[38,39] introduced a model in which the Coulombic traps cre-
ated by the dopant ions limit the charge carrier mobility at low-to-moderate
doping concentrations while at high doping concentrations the overlap of the
traps smoothens the potential landscape and increases the mobility.[38,39] This
was experimentally confirmed for a large number of doped organic systems where
the conductivity at low doping density appears to be limited by carrier-dopant
interactions, while at higher dopant loading the dependence of conductivity on
carrier-dopant interactions diminishes.[40] The low energy tail of density-of-states
was proposed to broaden due to the increased energetic disorder induced by the
dopant ions. The behaviour predicted by the Arkhipov model is observed in a
number of kinetic Monte Carlo simulations[35,41] and it appears to be applicable
for low to moderate doping densities. The experimentally observed conductivity
maximum, however, would contradict this model: increasing the doping density
would lead to an increasingly smooth potential landscape, resulting in an up-
ward trend in conductivity.[38,39] This indicates it is unlikely that dopant-carrier
interactions could cause this maximum in conductivity.

While dopant-carrier interactions are indeed recognized as an important factor,
the effect of carrier-carrier interactions has received less attention. This is mainly
because their repulsive interaction introduces no traps or barriers that could
reduce charge carrier mobility[38] or because the carrier density is negligibly
small.[41] Contrary to these findings, Liu et al. have shown by using kinetic
Monte Carlo (KMC) simulations that carrier-carrier interactions in pristine,
undoped organic semiconductors can limit the mobility at carrier densities above
1018 cm−3.[42] Moreover, in disordered inorganic semiconductors, carrier-carrier
interactions result in the development of a soft gap in the density-of-states at the
Fermi level.[43,44] This is a result of the requirement that for a system in ground
state, any electron transfer must increase the energy of the system. This so-called
Coulomb gap was first derived by Efros and Shklovskii (ES)[43] and can act as a
fingerprint for the relevance of carrier-carrier interactions.

Until now, it remains unclear what governs the transport in highly doped
disordered organic semiconductors. At high carrier density, the charge carrier
mobility could increase because of overlapping dopant potentials,[38,39] or it could
decrease because of carrier-carrier interactions.[42] It is therefore important to
consider both dopant-carrier and carrier-carrier interactions in order to establish
a complete description of the charge transport process in highly doped organic
semiconductors.

Here we address and elucidate the effect of morphology, dopant-carrier in-
teractions, and carrier-carrier interactions on the conductivity of doped organic
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semiconductors. We first discuss the occurrence of a maximum in conductivity in
doped organic semiconductors based on the literature and our previous work. To
assess the role of morphology, we use GIWAXS on a doped fullerene derivative
and find that it cannot explain the decrease in conductivity at high doping. We
then use ES theory on carrier-carrier interactions to predict the carrier density at
which the maximum of conductivity occurs. Finally, we show KMC simulations
exhibiting a maximum in conductivity at a charge carrier density that corresponds
to that observed experimentally. The maximum is observed both in the presence
and absence of dopants. Overall, we show that carrier-carrier interactions lower
the conductivity by orders of magnitude at high doping densities and therefore
propose the suppression of carrier-carrier interactions as a key strategy for creating
higher conductivity organic semiconductors.

4.2 Results
It has been observed in many host and dopant combinations that the conduc-
tivity maximizes and then decreases with increasing doping concentration.[6–25]

This decrease at high doping concentrations is often attributed to changes in
morphology.[24,45] We previously conducted conductivity measurements on thin
films of the fullerene derivative PTEG-1 doped with molecular dopant n-DMBI
(see Fig. 4.1a). Fig. 4.1b shows the conductivity for varying molar doping con-
centration of PTEG-1 doped with n-DMBI as reported.[18] As the fraction of
dopant in the system was increased, the conductivity increased, peaked, and then
decreased at high doping concentrations.

To check whether changes to the morphology are a likely cause of the conduc-
tivity decrease at high doping densities, we performed GIWAXS measurements
on three PTEG-1 samples with different doping concentrations of n-DMBI. The
measurements were performed on a pristine PTEG-1 sample, a 10 weight percent
doped sample, and a 15 weight percent doped sample. These densities were
chosen because previous measurements in Fig. 4.1b have shown that 10 weight
percent doping yields the maximum conductivity, while at 15 weight percent
doping the conductivity starts to decrease. If the maximum in conductivity is
caused by a deteriorating microstructure upon adding too many dopants, there
should be significant microstructural differences between the two doped samples.

Figures 4.1c and 4.1d show that at least for PTEG-1 doped with n-DMBI,
this is unlikely to be the case. The morphology changed upon doping the pristine
PTEG-1 system, but the morphology for 15% doping concentration was very
similar to that of the 10% doping concentration sample. This means that although
there are microstructural changes in the film upon doping, the changes between
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Figure 4.1: (a) The host, PTEG-1, and dopant, n-DMBI, used in the
other sub-figures. (b) Conductivity of thin films of PTEG-1 doped with
varying amounts of n-DMBI. (c,d) Line scans of GIWAXS measurements
performed on PTEG-1 samples doped to varying weight percentages with
n-DMBI.
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different doping levels are small and cannot explain the decrease in conductivity
for these samples. This indicates that in this system, a different mechanism
is likely causing the decrease in conductivity at high doping density. Having
shown that morphology is unlikely to cause the conductivity maximum in our
system, we look at dopant-carrier interactions and the less discussed carrier-carrier
interactions as alternative possible explanations for the conductivity maximum.

We first address the carrier-carrier interactions analytically, answering the
question: at which doping density can we expect to see the effects of carrier-
carrier interactions? Charge transport in an intrinsic organic semiconductor
is often described as a series of hopping events between localized states that
follow a Gaussian distribution in energy with a standard deviation σ of 75-100
meV.[30,46,47] The DOS in the absence of Coulomb interactions is given by[30]

g0(ϵ) = 1
a3

√
2πσ2

exp
(

− ϵ

2σ2

)
, (4.1)

where a is the lattice spacing. To provide an estimate for the onset of carrier-
carrier interactions, we turn to the ES theory of the Coulomb gap. The width ∆
of the Coulomb gap is given by[48]

∆ = q3
√

gF
0

(4πκε0)3/2 , (4.2)

where gF
0 is the DOS at the Fermi level in the absence of Coulomb carrier-carrier

interactions, κ is the relative dielectric constant, ε0 is the vacuum permittivity,
and q is the unit charge. The problem is then reduced to finding gF

0 such that ∆
is equal to the relevant energy scale. As the doping level increases, the Fermi level
shifts and gF

0 will increase, and so will the Coulomb gap energy ∆. In disordered
organic semiconductors, the two relevant energies are the thermal energy kBT
and the energetic disorder of the DOS, σ. If the predicted Coulomb gap is of
the order of the thermal energy kBT or larger, then we expect Coulomb carrier-
carrier interactions to start to affect the conductivity. We expect carrier-carrier
interactions to dominate when ∆ becomes larger than the energetic disorder in
the system. Assuming a relative dielectric constant κ = 4, Equations (4.2) and
(4.1) imply that carrier-carrier interactions will become noticeable (∆ = kBT ) at
a carrier density nc ≈ 2 × 1018 cm−3. Carrier-carrier interactions will dominate
(∆ = σ) and likely limit the electrical conductivity at a carrier density of 1 × 1019

cm−3. In the next section, we will compare these predicted critical carrier densities
with KMC simulations.

Now that we have analytically shown that carrier-carrier interactions are
expected to affect disordered organic semiconductors with localized charge carriers,
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Figure 4.2: (a) KMC and ME simulations without counter-ions using the
same parameters. KMC simulations (circles) at dielectric constants of
4 and at an arbitrarily large dielectric constant (squares) to eliminate
carrier-carrier interactions. A dielectric constant of 1000 was used for
this purpose. The arrow indicates the effect of carrier-carrier interactions,
which becomes stronger as the carrier density increases. Master equation
simulations (line) with the same input parameters as the KMC simulations
are also shown. (b) KMC simulations with (triangles) and without (circles)
Coulomb potentials of ionized dopants in equal number as free charge
carriers.
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we can investigate conductivity in these systems using KMC simulations. Using
KMC simulations, the effects of carrier-carrier interactions and dopant-carrier
interactions can be disentangled. The effects of dopant counter-ions resulting
from dopant-carrier (d-c) interactions and carrier-carrier (c-c) interactions are
investigated by selectively turning them on and off in the simulations. We treat
three cases: (1) no c-c and no d-c interactions, (2) c-c but no d-c interactions, (3)
and c-c and d-c interactions. The resulting conductivity is investigated alongside
the DOS.

In KMC simulations it is notoriously hard to get rid of dependence of simulated
trends on simulation parameters such as number of simulated hops, or the
simulated box size. In fig. A.4 we show that if not enough hops are simulated
in the KMC simulations, the trend can change drastically compared to the
properly equilibrated result. The way we check for equilibrium is by checking the
temperature of the charge carriers. When a simulation is initialized, the charge
carriers start on sites that are the lowest in energy without accounting for carrier-
carrier interactions. This means the carriers are in an excited configuration once
we introduce carrier-carrier interactions, and we need to let the charge carriers hop
until they reach equilibrium; otherwise we risk overestimating the conductivity.
We confirmed equilibration by fitting the o-DOS to the DOS times the Fermi-
Dirac function. When the temperature of the charge carriers is higher than
that of the lattice, equilibrium has not yet been reached, but when the resulting
temperature is within 15% of our settings, we consider the simulation equilibrated.
Because of the difficulty reaching an equilibrated state, we also validate the
KMC simulations against both SE theory on electron-electron interactions from
the previous section and master equation (ME) simulations. Although the ME
method does not include c-c or d-c interactions, at low charge carrier density
the effect of c-c interactions is negligible compared to the effect of the intrinsic
disorder. Therefore, two of the three sets of KMC simulations can be at least
partly validated using ME simulations.

Fig. 4.2 shows the conductivity as a function of carrier density obtained from
the KMC simulations and the ME simulations. Fig. 4.2a shows that the effect of
carrier-carrier interactions is very strong: at a carrier density of 1019 cm−3 carrier-
carrier interactions reduce the conductivity by roughly one order of magnitude,
while increasing the carrier density to 1020 cm−3 results in a conductivity reduction
by three orders of magnitude. In Fig. 4.2b dopant counter-ion potentials are
added to the simulations. We see that although the simulations that include
dopant counter-ions show lower conductivity, as expected from the Arkhipov
model, the trend is the same and the maximum in conductivity remains at the
same charge carrier density of ∼ 1019 cm−3. This shows that carrier-carrier
interactions can cause the conductivity to peak at experimentally relevant doping
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Figure 4.3: (Top) DOS as calculated using KMC simulations for increasing
charge carrier densities (from left to right) in absence of counter-ions.
Increasing carrier density changes the shape of the DOS from a single
Gaussian to an apparent superposition of two Gaussians. (Bottom) First
derivative of the DOS with respect to energy, showing the first appearance
of a valley in the DOS between 6.8×1018 and 1.0×1019 cm−3.

densities in doped organic semiconductors. As indicated by the arrows in Fig. 4.2,
c-d interactions effectively shift the carrier density versus conductivity curve down
to lower conductivity, meaning their effect is not strongly dependent on charge
carrier density. The effect of c-c interactions only appears at higher densities, but
dominates the high charge carrier density conductivity behaviour.

The DOS of the simulations without counter-ions are collated in Fig. 4.3 to
better show the difference between the DOS at different charge carrier densities.
It can be readily seen that the DOS becomes wider with increasing charge carrier
density. Also, a shoulder appears at the lower energy side of the DOS and becomes
prominent at a carrier density of around 2.2×1018 cm−3. It should be noted that
this shoulder is purely a manifestation of carrier-carrier interaction, as there are
no counter-ions present in this simulation. Running the same simulation with
dopant counter-ions yields roughly the same result, as can be seen in Fig. A.2.
When the charge carrier density reaches 1019 cm−3 a local minimum, i.e. Coulomb
pseudo-gap, in the DOS can be observed. This pseudo-gap appears regardless of
the presence of ionized dopants (see Fig. A.1).

Finally, we investigate the role of dopants in more detail. In the KMC
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Figure 4.4: At a carrier density of 1017 cm−3 the conductivity ratio between
simulations without dopant potentials (σint) and simulations with dopant
potentials (σdop).

simulations, a dopant is placed on a lattice point, but the Coulomb potential
of the ionized dopant is calculated with an effective dopant radius added (rdop)
to the lattice distance. The rdop determines the maximum Coulomb interaction
strength possible between a mobile charge carrier and a dopant as the minimal
possible distance between them is the rdop. In Fig. 4.2b an effective dopant radius
of 1 nm was used. When the effective dopant radius is 1 nm, the maximum
interaction energy is 0.36 eV. This value is chosen as it does not exceed the exciton
binding energy of ∼0.4 eV.[49] A stronger interaction would render the charge
carrier effectively bound. The impact of the rdop on the electrical conductivity
is shown in Fig. 4.4, illustrating that the dopant ions do affect the conductivity
depending on the rdop. However, the impact of carrier-carrier interactions at
high charge carrier density (see Fig. 4.2a) appears to be larger than that of the
dopants even if a low rdop is assumed.

4.3 Discussion
We find a conductivity maximum using KMC simulations that include carrier-
carrier and carrier-dopant interactions (see Fig. 4.2). We find that the maximum
conductivity is obtained at the same charge carrier density as in previous ex-
perimental conductivity measurements for PTEG-1 doped with n-DMBI (see
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Fig. 4.1b). Our new experimental evidence (Fig. 4.1c and d) suggests that
there are no significant microstructural changes upon doping while the KMC
simulations reproduce the maximum without accounting for morphology. This
leads us to a conclusion that morphology changes are an unlikely explanation
for the conductivity maximum in our experiments. We also observe that the
Coulomb potentials of the ionized dopants are not the cause for the maximum in
conductivity (Fig. 4.2) as the maximum is present in the conductivity regardless
of whether the dopant ions are implemented or not. This means we can exclude
both typical explanations, i.e. morphology and dopants, for the maximum in
conductivity.

A remaining explanation for the conductivity maximum is the carrier-carrier
interactions. Experimentally, the maximum in conductivity is observed in various
systems and the corresponding carrier density ranges from the order of 1018 to
1021 cm−3.[6,14,18,20,22,26–29] Our analytical results using Eq. 4.2, that include both
mobile charge carriers and dopants, predict that carrier-carrier interactions start
to dominate when the Coulomb gap width is larger than the energetic disorder,
which occurs at a carrier density in the order of 1019cm−3. These effects are
fundemental to the interaction of charge carriers and are as generally applicable
as the effect of Coulomb attraction between dopant and mobile charge carriers.
Our KMC simulations show that even in the absence of dopant ions a maximum
in conductivity is observed at the same carrier density of 1019cm−3. Based on the
combination of methods used here, we propose that the conductivity maximum
is primarily a result of the carrier-carrier interactions. Considering the wide
applicability of the analytical work and the range of different materials that could
be simulated using similar KMC simulation settings, this is likely to be the case
in many different disordered organic materials.

It should be noted that the carrier density at which the conductivity maximum
occurs is influenced by the dielectric constant as can be seen in Eq. 4.2. When the
dielectric constant increases, the charges are more screened and therefore their
interaction will be weaker. As a result, the conductivity maximum is expected
to shift to higher charge carrier densities. The dielectric constants of disordered
organic semiconductors vary considerably. For example, the dielectric constant
of PTEG-1 is 5.7 while that of conjugated polymers is typically lower.[50] In
our KMC simulations we choose a relative dielectric constant of 4. A second
factor affecting the interaction of charge carriers is their localization. Both the
analytical work and the KMC simulations assume highly localized charges, but in
many molecular semiconductors charge carriers can be quite delocalized. This can
therefore provide an explanation for why in some polymers the carrier density at
the maximum conductivity is higher than that calculated in the KMC simulations
(Fig. 4.2).[6,22,29] Improved screening of charges and increased delocalisation of
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charge carriers could both serve as strategies to reduce unwanted carrier-carrier
interaction.

The negative effect of the carrier-carrier interactions on the conductivity can
be linked to the development of a Coulomb pseudo-gap, which forms at high
carrier densities regardless of the presence or absence of dopant counter-ions
(Fig. 4.3). This indicates that this feature is a sole consequence of the carrier-
carrier Coulomb interactions rather than a result of the dopant ions. At high
carrier densities, this soft gap forms at the Fermi level as seen in Fig. 4.3 and, as
a consequence, reduces the number of available hopping sites in the vicinity of
the Fermi level. This means that the carriers are forced to hop to higher energy
sites, which again reduces the rate of hopping as given by the Miller-Abrahams
expression.[51] Such a modification of the DOS upon doping has been previously
reported experimentally,[35] but the development of the low-energy shoulder was
attributed to the impact of the dopant ions as described by Arkhipov.[39] However,
we have observed that the broadening of DOS as a result of the dopant-dopant
interactions in Fig. A.1 and as a result of carrier-carrier interactions in Fig. 4.3 is
different than the DOS broadening as a result of carrier-dopant interactions as
described in the Arkhipov model. Moreover, when the mobile charge carriers and
dopants are included, the DOS is a superposition of two Gaussians rather than a
Gaussian with an exponential tail, as expected by the Arkhipov model.

The reliability of the KMC simulations can be validated by considering that at
low carrier density the ME and KMC simulations agree quantitatively (Fig. 4.2a).
Moreover, the experimentally, analytically and numerically obtained critical
carrier densities at which the conductivity reaches a maximum match very well.
Also, the density of ∼ 1018 cm−3 at which the Coulomb pseudo-gap width equals
kBT and is predicted to start influencing conductivity coincides with the carrier
density found by Liu et al.[42]

In conclusion, we have shown that while the Coulomb potentials of the ionized
dopants are not the cause for the maximum in conductivity, they still have a
significant role in governing the conductivity of the system. As seen in Fig. 4.2b,
the dopant ions lower the overall conductivity, meaning that attempts to shield
the dopant potentials might advance the quest for higher conductivity materials.
This observation is in agreement with experimental work where dopant ions were
shielded by increasing the dopant radius.[6] However, the maximum achievable in-
crease in conductivity upon removing the dopant ions from the system was limited
to less than an order of magnitude when we assumed the depth of the Coulomb
potential to be limited to the exciton binding energy. In contrast, decreasing
the Coulomb interaction between mobile charge carriers (Fig. 4.2a) resulted in
conductivity increase by more than three orders of magnitude. Considering
this, reducing carrier-carrier interactions through reduced carrier localization or
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increased screening of charges could be the more effective one to designing higher
conductivity materials.

4.4 Conclusions
We show using both Efros-Shklovskii theory and kinetic Monte Carlo simulations
that a Coulomb pseudo-gap appears in the density of states at a charge carrier
density of ∼1019 cm−3. This coincides with the charge carrier density at which the
maximum conductivity was previously reported for the fullerene derivative PTEG-
1 doped to varying degrees with molecular dopant n-DMBI. This Coulomb pseudo-
gap is a manifestation of carrier-carrier interactions and limits the conductivity
regardless of the presence of dopant Coulomb potentials. We performed GIWAXS
measurements on the doped PTEG-1 samples to show that the microstructure
does not change significantly from the optimally doped samples to over-doped
samples, where the conductivity is lower due to an excess of dopants as reported
previously.

Due to the broad applicability of the analytical work and the KMC simulations,
we expect carrier-carrier interactions to play an important role in a wide range
of both n-type and p-type disordered organic semiconductors at charge carrier
densities of ∼1019 cm−3 and above. We show that at high dopant loading
eliminating carrier-carrier interactions can increase the conductivity by orders of
magnitude, while reducing carrier-dopant interactions leads to a much smaller
gain in conductivity. This means that reducing carrier-carrier interactions could
be a key strategy to finding higher conductivity organic semiconductors.
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CHAPTER5

Carrier-Carrier Coulomb Interactions Reduce Power Factor
in Organic Thermoelectrics

Abstract
Organic semiconductors are excellent candidates for low temperature thermo-
electric generators. However, such thermoelectric applications require that the
materials be doped and highly conductive. Here, we show how doping affects the
Seebeck coefficient in organic semiconductors using kinetic Monte-Carlo simula-
tions. Employing a hopping transport approach, we demonstrate that at high
dopant loading, carrier-carrier interactions can reduce the Seebeck coefficient.
This results in systems with intrinsic disorder, still following Heike’s formula for
thermopower at high dopant density. Reducing these carrier-carrier interactions
results in an increased Seebeck coefficient and power factor. Specifically, a realistic
reduction in carrier-carrier interactions can increase the power factor by more
than a factor 15, increasing ZT above 1 for organic thermoelectrics.
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5.1 Introduction

Organic thermoelectrics are starting to attract more attention because of their
increasing performance and unique flexibility.[1–3] The performance of thermo-
electric generators is characterised by the figure of merit ZT = σS2T/κ, where σ
is the electrical conductivity, S is the Seebeck coefficient, T is the temperature,
and κ is the thermal conductivity.[4] In inorganic thermoelectrics it is possible to
engineer κ, but in organic thermoelectric materials κ is generally so low that it is
not considered for optimization.[5] Therefore, organic thermoelectric materials are
generally characterised via their power factor (PF), which is S2σ. The primary
method of increasing the PF is through doping, as this increases σ.

While doping increases σ, it also strongly affects the energetic landscape
because of strong Coulombic interactions between the introduced charges. Charge
carriers are known to get trapped by Coulomb traps created by dopant ions.[6,7]

The effect of these Coulomb traps is strongest at low charge carrier densities,
because at higher densities the dopant Coulomb potentials start to overlap. This
reduces the potential barrier for removing a charge carrier from a dopant.[6,7]

Multiple ways have been shown to reduce the effect of these carrier-dopant (c-d)
interactions. It is possible to physically increase the distance between the dopant
ion and the host molecules to reduce Coulombic interaction by adding molecular
spacers in-between the host and dopant.[8,9] Another way to influence the Coulomb
attraction between host and dopant is by allowing charge to delocalise on the
dopant, where larger molecules allow for more delocalisation and therefore lower
Coulomb attraction between host and dopant.[8]

While c-d interactions become less relevant with increasing charge carrier
density, the opposite is true for carrier-carrier interactions. We have recently
shown, that under the assumption of hopping transport, the conductivity at typical
electron densities for organic thermoelectrics is limited by c-c interactions.[10]

Also, these c-c interactions rapidly increase in strength upon further increase of
the charge carrier density.

Intrinsically, organic materials are generally considered to have a Gaussian
distribution of hopping sites which resemble molecules or molecular segments,
where the width of this Gaussian is determined by disorder in the material.[11]

Up to medium charge carrier densities this model can describe charge transport
very well.[12–15] Carrier-carrier interactions were also shown to widen the DOS,
but the Seebeck coefficient and power factor were not investigated.[10] Widening
of the DOS in systems containing dopant ions has both been measured,[16–18] and
simulated.[10,19,20] Interestingly, the difference between only having c-c interactions
or having both c-c and carrier-dopant (c-d) interaction in terms of the width of
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the DOS is small.[10]

The Seebeck coefficient is strongly, although not exclusively, affected by the
DOS. The Seebeck coefficient can be calculated using[21]

S = −k

q

∫ ∞

−∞

(E − EF )
kT

σ(E)
σ

dE = − 1
qT

(Etr − EF ), (5.1)

where k is the Boltzmann constant, q is the unit charge, E is energy, EF is the
Fermi energy, and Etr is the transport energy, which is the energy at which
electronic conduction takes place on average. In appendix B, details on how we
numerically obtain EF and Etr can be found. In disordered organic materials,
Etr is typically independent of charge carrier density, while EF scales with charge
carrier density. Their difference increases with increasing energetic disorder,
leading to an increased S.[22] At a charge carrier density of 2 × 1018 cm−3, lower
than that in typical organic thermoelectrics,[23–27] c-c interactions dominate the
density of states (DOS)[10] and therefore affect both EF and Etr, but the effect
of c-c interactions on the S and power factor has yet to be investigated.

On the other hand, Heike’s formula describes the Seebeck coefficient in the
absence of interactions:[4] The Seebeck coefficient for a system of identical, non-
interacting fermions distributed over equivalent sites is just the change of entropy
of mixing upon the addition of a single charge carrier. In terms of the relative
occupation of sites, c, one has[4]

S = k

q
ln

( c

1 − c

)
. (5.2)

Therefore, Heike’s formula contains no information on disorder, chemical structure,
or transport mechanism. As a result, it can be argued that if S coincides with
Heike’s formula, the molecular sites must be equivalent and show no disorder.[28]

In this contribution we will show how disorder, either intrinsic or as a result
from dopant Coulomb potentials, increases the Seebeck coefficient compared to
Heike’s formula for thermopower (Eq. 5.2) through energetic filtering. As dopant
density increases, the effect of dopant induced disorder is shown to decrease.
We also show that c-c interactions decrease the Seebeck coefficient, such that
at 1019 cm−3 the Seebeck coefficient coincides with Heike’s formula. While c-c
interactions keep charge carriers apart, mobile charge carriers are shown to shield
dopants very strongly. Finally, we show that reducing c-c Coulomb interactions
can improve the power factor by more than an order of magnitude, even with
dielectric constants close to the currently achievable values.[29]
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5.2 Results & Discussion

We study the effect of Coulomb correlation on the Seebeck coefficient and power
factor using a Gaussian disorder model with added dopant counter ions. A kinetic
Monte-Carlo algorithm is used to numerically obtain the results using a T of 300
K, a σ of 3 kT (77.6 meV), and a εr of 4 unless specified otherwise.[30] Dopant
counter-ions are put in at random positions and share the Coulomb cut-off radius
of one tenth of the simulation volume length, beyond which Coulomb interactions
are not accounted for, with charge carriers. More details on the specifics of the
simulations are in appendix B.
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Figure 5.1: The Seebeck coefficient versus concentration of charge carriers.
A number of dopant ions equal to the number of charge carriers are added
(filled symbols). In the simulations with Coulomb interactions, only c-c,
or both c-c and c-d, the dopants are left out to (open symbols) to show
the maximum possible effect of reducing c-d interactions and the energetic
disorder is 3 kT . In the simulations without Coulomb interactions, c-c and
c-d interactions are effectively removed by taking εr equal to 1000. The
Seebeck coefficient from Heike’s formula is plotted as a reference (solid
line). The standard error of the mean is smaller than the symbol size.
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Figure 5.1 shows the simulated Seebeck coefficient versus the density of reacted
dopants, which equals the number of free charge carriers. The effects of Coulomb
interactions, both c-c and c-d, are modulated using the dielectric constant. First,
we validate the applicability of Heike’s formula by running KMC simulations
without intrinsic disorder (σ = 0) and Coulomb interactions (neither c-c nor c-d).
We observe in Fig. 5.1 that these simulations indeed show a Seebeck coefficient
that exactly follows Heike’s formula for thermopower, as all criterion for the
validity of Heike’s formula are met.

At a charge carrier density of 1017 cm−3, the other simulations show a Seebeck
coefficient higher than given by Heike’s formula. This is to be expected, as all these
KMC simulations have energetic disorder, either intrinsically or induced by dopant
ions, which is known to increase the Seebeck coefficient as it effectively applies
energetic filtering.[20,31] This makes low energy charge carriers less conductive
compared to high energy charge carriers, increasing the Seebeck coefficient as per
definition. The KMC simulations with Coulomb interactions and without dopant
counter ions (blue diamonds) show a slightly lower S than the simulations with
counter ions because of the absent additional disorder induced by dopants.

With increasing density, it can be observed that the simulations with and
without dopant counter ions and a εr of 4 show a comparable S that is reduced
to that of Eq. 5.2. The simulations without Coulomb interactions (emulated by
setting εr to 1000) show that c-c interactions cause the reduction of the Seebeck
coefficient. The high εr effectively eliminates c-c and c-d interactions, leaving
only the intrinsic disorder affecting the Seebeck coefficient. While there is some
gain to be made by reducing c-c interactions, even completely eliminating them
only increases the Seebeck coefficient by about 200 µV/K at 1019 cm−3 at a
disorder of 3 kT . The Seebeck coefficient and especially the slope of the Seebeck
coefficient can be seen to increase quite strongly when changing the disorder from
3 kT to 5 kT . While this might seem favourable, the increased disorder decreases
the conductivity by more than an order of magnitude at a charge carrier density
of 1019 cm−3, resulting in a reduced powerfactor.

The reduction of the Seebeck coefficient when c-c interactions start to dominate
can be explained within the framework of Heike’s formula: some sites are no longer
available because the energy cost would be too high. The number of available
sites decreases with increasing carrier density, meaning the derivative of entropy
with respect to charge carrier density, the Seebeck coefficient, decreases. This is
analogous to increasing c in Heike’s formula. The finding that c-c interactions can
push the Seebeck coefficient close to that of Heike’s formula is interesting, since a
Seebeck coefficient being close to Heike’s formula is sometimes seen as evidence
of a lack of intrinsic disorder,[28] which is still present in the KMC simulations
in Fig. 5.1. The charge carrier density at which the Seebeck coefficient starts to
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get close to Heike’s formula is very close to 1018 cm−3, the density at which c-c
interactions were found to become significant in organic materials.[10,32]
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Figure 5.2: The Seebeck coefficient versus carrier density. Both free carrier
density (solid symbols) and total carrier density (open symbols) are shown,
where free carriers are those that are not on a dopant site or on a nearest
neighbour site to a dopant. The standard error of the mean is smaller
than the symbol size.

Figure 5.2 shows the Seebeck coefficient versus the carrier density. Both total
carrier density (n) and free carrier density (nfree) are shown, where n equals the
number of ionized dopants and free carriers are defined as not being on a dopant
site or a nearest neighbour site to a dopant. This means that a free carrier can
still be trapped on a site that has low energy because of energetic disorder.

We show three different datasets, one without dopant ions, two dopant ions
with varying c-d interaction strength. The c-d interactions are modulated by
changing the depth of the Coulomb potential of dopant ions (Edop), where a lower
Edop reduces the Coulomb interaction by capturing charge carriers more strongly.

The open symbols show S versus n. These data show that increasing the
c-d interaction strength increases S at a constant n by inducing more energetic
disorder. The closed symbols show S versus nfree. Interestingly, all data collapse
onto the same line when S is plotted versus nfree, showing that only free carriers
contribute to S. Charge carriers that are on dopants do not contribute as their
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Coulomb interaction is shielded by the dopant, effectively removing them from
the system.
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Figure 5.3: The probability of finding an electron at a certain distance
from another electron normalised to the probability of finding an electron
at that distance if the electrons were randomly placed for a carrier density
of (a) 1018 cm−3 and (b) 1019 cm−3.

To show the effect of c-c interactions in the KMC simulations, Fig. 5.3 shows
the probability of finding an electron at a certain distance from another electron
normalised to the probability if the electrons were randomly placed. Fig. 5.3a
shows the relative probability at a charge carrier density of 1018 cm−3. It can be
observed that unscreened electrons (εr = 4, no ions) sit relatively far apart. When
dopant counter ions are introduced (εr = 4), the charge carriers can be observed
to sit much closer together. This because the randomly placed dopants effectively
screen part of the charge carriers, resulting in a dipole potential that drops
off in strength much more strongly with increasing r compared to a monopole
from a charge carrier. Interestingly, reducing Coulomb interactions (c-c and c-d,
εr = 12) increases the probability of finding carriers very close together, but
reduces the probability of finding two charge carriers at intermediate distance.
This is indicative of less charge carriers being stuck close to a dopant when
Coulomb interactions decrease in strength. While carriers sit further apart, still
the Seebeck coefficient increases slightly.

Fig. 5.3b shows the relative probability at a charge carrier density of 1019

cm−3. When counter ions are present (εr = 4) the relative probability does not
change strongly when compared to Fig. 5.3a. This shows that charge carriers are
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mostly close to carriers that are screened by a dopant, especially when Coulomb
interactions are strong. Even without Coulomb interactions strength (εr = 1000)
the charge carriers show slight correlation. This can occur even without Coulomb
interaction, as only one electron is allowed per grid point.
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Figure 5.4: (a) Conductivity versus charge dopant density for varying
degree of Coulomb interaction (modulated by εr). (b) The power fac-
tor versus carrier density for varying Coulomb interaction (c-c and c-d)
strength, which was modulated by εr. The standard error of the mean is
smaller than the symbol size.

Since the PF is of critical importance to thermoelectric materials and the
conductivity is limited by c-c interactions,[10] the way to improve the PF would be
by reducing c-c interactions. In Fig. 5.1 we observed that the Seebeck coefficient
was reduced by c-c interactions, meaning it is possible to improve both the Seebeck
coefficient and conductivity by reducing c-c interactions.

In Fig. 5.4a we show that the conductivity is limited by c-c interactions. As a
result, the conductivity can be improved by reducing these interactions. We note,
that the distribution of charge carriers in a field-effect-transistor configuration is
highly non-uniform and the impact of c-c interaction may very well be different.[33]

At low density, we observe that the conductivity is a result from a convolution of
intrinsic disorder and c-d interactions. At a εr of 4 the conductivity is slightly
lower than for εr of 8 and 12. This is because at εr of 4 c-d interactions are still
strong compared to the energetic disorder, as the depth of the dopant potential
is 0.36 eV, making the hop from the bottom of the potential to a site 1 nm away
from it have an energy barrier of 180 meV while the intrinsic disorder is 0.078
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eV. At εr of 8 the energy barrier for the shortest hop away from the dopant
becomes 90 meV, which is similar to the energetic disorder, rendering the dopant
potentials unimportant.

In Fig. 5.4b we show that the PF instead increases by more than a factor of
15 with decreasing Coulomb interactions (c-c and c-d). Considering the currently
achievable values for ZT , this would bring the power factor far beyond the
required ZT of 1 for application of organic thermoelectrics.[26] While it could
be argued that the c-d interactions are mainly responsible for suppressing the
conductivity, we have previously shown that at high dopant loading c-c interactions
are a possible culprit.[10] As this work builds on a Gaussian disorder model and
assumes hopping conductivity, the conclusions should not be applied outside
their domain of validity. Within this domain of validity, however, we show that
reducing c-c interactions might be a promising route towards increasing the PF in
disordered organic materials, even for realistically achievable dielectric constants
in the low double digits.[29]

5.3 Conclusions
We conclude that Heike’s formula for thermopower is very closely reproduced by
KMC simulations, confirming its validity in hopping systems. Intrinsic disorder
increases the Seebeck coefficient when it dominates the DOS, which happens at
low charge carrier density or with little Coulomb interaction. Dopants are shown
to trap charge carriers, but the Seebeck coefficient is uniquely determined by the
number of charge carriers not trapped by dopants. Carrier-carrier interactions
reduce the Seebeck coefficient, which can be seen at high carrier density. This
makes it possible for the Seebeck coefficient for disordered materials to coincide
with the value calculated from Heike’s formula at higher charge carrier densities.
Reducing carrier-carrier interactions both increases the Seebeck coefficient and
conductivity at high doping densities, resulting in an increased power factor.
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APPENDIXA

Electrical Conductivity of Doped Organic Semiconductors
Limited by Carrier-Carrier Interactions

As seen in Figure A.1 at low carrier density the DOS can be described very well
by just the intrinsic disorder as it does not change upon adding dopants and
mobile charge carriers. At high charge carrier density however, the dopants have
a broadening effect on the DOS. It seems to stay a Gaussian but increase in width.
The mobile charge carriers can be seen to shield the dopants, because the DOS
width decreases upon adding mobile charge carriers to a DOS formed by intrinsic
disorder and dopant-ions. We can conclude that at high carrier density both
dopants and mobile charge carriers should be taken into account when simulating
disordered organic semiconductors.
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Figure A.1: DOS for intrinsic disorder (i), intrinsic disorder and dopants
(i+d), and intrinsic disorder, dopants, and mobile charge carriers (i+d+c)
at low carrier density (1017 cm−3) and high carrier density (3×1019 cm−3).
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Figure A.2: DOS with dopant potentials for different charge carrier densi-
ties. Charge carrier densities are equal to the densities of dopant counter-
ions.

In figure A.3 the DOS at the Fermi level (µ) is shown. At non-zero temperature
the DOS as the Fermi level is expected to go to a finite value that is independent of
the charge carrier density [1, 2]. At higher charge carrier densities the DOS at the
Fermi level indeed becomes constant in figure A.3. All simulations were performed
at room temperature, so we cannot investigate the temperature dependence of
the DOS at the Fermi level.
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Figure A.3: The DOS at the Fermi level in simulations without dopant
counter-ions as calculated using KMC simulations.

Figure A.4 shows two different ways of equilibrating a simulation volume of
a cubic lattice with mobile charge carriers. Figure A.4a shows the difference
between choosing a fixed and too low number of equilibration hops and a fixed
simulation volume versus a fixed number of charge carriers and equilibrating until
the temperature of the charge carriers is close enough to the set temperature in the
KMC simulation. This shows that one should be careful in determining whether
the charge carriers have properly equilibrated as the simulated conductivity
trend depends strongly on the charge carriers reaching equilibrium and can seem
plausible even when the charge carriers have not equilibrated. Keeping the number
of carriers constant instead of the lattice size helps to make sure that equilibration
takes roughly the same number of hops regardless of the charge carrier density.
Figure A.4b shows that also the DOS resulting from the KMC simulation changes
when the charge carriers equilibrate, showing a Coulomb pseudo-gap only once
reaching equilibrium.

A.1 Methods

Numerical techniques We used Excimontec v1.0.0-rc.3,[3] an open source KMC
simulation tool to simulate the hopping process in disordered organic semiconduc-
tors. The system was represented by a regular cubic grid with a lattice parameter,
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Figure A.4: An equilibrated simulation state is reached by inspecting the temper-
ature extracted from a fit of the o-DOS to the Fermi-Dirac function times the
DOS. If the temperature is close to the value set in the simulation parameters,
the simulation has reached equilibrium. An unequilibrated state is calculated by
setting a low and fixed number of hops (104) to equilibrate. (a) The simulated
conductivity for a fixed number of equilibration events (Neq) of 104 (fix.) and the
conductivity for a simulation that is left to iterate until equilibrium is reached
(eq.). (b) The DOS for simulations (fix.) and (eq.) at a charge carrier density
(nc) of 1017 cm−3 with on the x-axis the energy minus the Fermi energy for the
different simulations. (c) The DOS for simulations (fix.) and (eq.) at a charge
carrier density (nc) of 3×1019 cm−3 with on the x-axis the energy minus the
Fermi energy for the different simulations.

93



A.1. METHODS

a, of 1 nm containing a fixed amount of charge carriers at high carrier density,
where the lattice points are hopping sites for charge carriers. The number of
charge carriers is set at ∼10,000 and the grid size was scaled in order to set the
desired charge carrier density. For low charge carrier density, the grid dimensions
were limited to 150×150×150 for memory saving purposes and because the grid
size has no influence on the calculated physical properties of the system at these
low carrier densities. Periodic boundary conditions in three dimensions were
assumed to counteract finite size effects in the simulations. Simulations were
performed both on systems containing only mobile charge carriers and systems
containing mobile charge carriers and immobile charged dopant ions, making the
second system electrically neutral.

In the KMC simulations a dopant was placed on a lattice point, but the
Coulomb potential of the ionized dopant was calculated with rdop added to the
lattice distance. This means that the site energy was calculated as

Esite = Eint +
Ndop∑

0
VC(rlat + rdop), (A.1)

where Eint is the contribution from the intrinsic Gaussian disorder of the organic
semiconductor, Ndop is the number of dopants, rlat is the distance on the lattice
from the site to the dopant, rdop is the effective dopant radius, and VC is the
Coulomb potential of a single dopant at distance r given by

VC(r) =

− q

4πεκr
, if r − rdop < rcut

0, otherwise,

where rcut is a cut-off radius which we take to be one tenth of the simulation
volume length and therefore ∼2.2 times the cubic nearest neighbour distance of
the mobile charge carriers.

Both mobile charge carriers and dopants, if applicable, were initially placed
at random lattice positions. The mobile charge carriers were then redistributed
according a rejection free KMC algorithm until steady state was reached. For the
hop rates in the KMC algorithm, a Miller-Abrahams expression was used[4] and a
temperature of 300 K and an inverse localization length of 10 nm−1 was used to
calculate the hopping rates. The hop rates therefore only depend on the distance
and energy difference between an initial and target site. The site energies of lattice
sites contain a static component from intrinsic disorder which we took to be 77.6
meV, typical for a fullerene system, combined with the Coulomb potential of the
dopant ions. Additionally, a dynamic component from the Coulomb interactions
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with mobile charge carriers surrounding the lattice site for which a dielectric
constant of 4 was used.

For both static and dynamic Coulomb interactions an identical cut-off radius
of 1/10th of the simulation volume length was used. Because of the scaling of the
simulation volume this means that for the higher density simulations the cut-off
radii were ∼2.2 times the cubic nearest neighbour distance of the charge carriers.
It has been shown that the average carrier separation roughly determines how
large the Coulomb and cut-off radius should be.[5]

Different ways of defining the Coulomb potential of the ionized dopants were
attempted, but the details did not change the outcome of the simulations. Upon
completion of a hop, a selective recalculation procedure was used to calculate
hopping rates for carriers near the initial and target sites up to a radius that
equals the cut-off radius for the Coulomb interactions.

The simulation procedure then entailed putting the desired amount of mobile
charge carriers and dopant ions in the simulation volume at random. An electric
field of 107 V/m was then applied along a lattice direction of the simulation
volume. Mobile charge carriers then hopped according to the described KMC
algorithm for a certain number of hops to let the system cool down. After cooling,
the simulation was continued until the statistical error on the output parameters
was acceptable. To check the temperature of the simulation after the cooling
period the o-DOS of the charge carrier was fit to the DOS times the Fermi-Dirac
distribution. If the temperature of the fit Fermi-Dirac distribution is within 15%
of the target temperature, we accept the simulation. If the temperature is too
high we continue calculation until the desired temperature is reached. During
the simulation period, the occupied density of states (o-DOS) is sampled once
every 1000 hops and the density of states (DOS) is sampled once at the end of
the simulation.

Doing KMC simulations on large enough simulation volumes with carrier-
carrier interactions takes a huge computational effort. On the Peregrine computer
cluster we used 1140 cores for roughly 20 days to get the data for Fig. 4.2b.
The statistical error was lower than expected meaning that the core count can
be lowered slightly, but efforts to reduce the computation time might lead to
systematic errors.

Master equation (ME) simulations were used for validating KMC simulation
results. In this GDM an uncorrelated Gaussian distribution of hopping sites was
assumed to constitute the DOS. The GDM was used calculate to the dependence
of conductivity on charge carrier density in the absence of Coulomb interactions.
A simple cubic lattice was used as a grid for these simulations, where a is, as in
the KMC simulations, 1 nm. To calculate the charge carrier mobility occupational
probabilities of the lattice sites were used instead of physical charge carriers. At
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the start of the ME simulation every site was a assigned a random energy from
a Gaussian distribution with a width of 77.6 meV. An electric field was applied
along a lattice direction effectively tilting the energetic landscape. The effect or
this electric field was then calculated by solving the steady-state Pauli master
equation for all target sites j∑

j

[Wi→jni(1 − nj) − Wj→inj(1 − ni)] = 0, (A.2)

where i is the initial site, Wi→j is the transition rate from i to j, Wj→i is the rate
of the reverse transition, ni and nj are the occupational probabilities of site i and
j. For the transition rates Wi→j and Wj→i Miller-Abrahams hopping rates[4]

were used with the same parameters as in the KMC simulations. The mobility
was then calculated as

µ =
∑

ij wi→jni(1 − nj)(r⃗j − r⃗i) · F̂

nc|F⃗ |
, (A.3)

where F̂ = F⃗ /|F⃗ |, is the unit vector in the direction of the electric field, F⃗ is
the electric field vector, r⃗j and r⃗i are position vectors of the target and initial
site of a hop with respect to some point, nc is the charge carrier density per unit
volume.

Experimental methods n-DMBI was supplied by Sigma Aldrich and a previously
reported procedure was used to synthesize PTEG-1.[6] Borosilicate glass sub-
strates were washed using, in order of use, detergent, acetone, and isopropanol.
Afterwards the substrates were dried with a nitrogen gun and recieved a UV-ozone
treatment for 20 minutes. Various amounts of n-DMBI solution (5 mg mL−1

in chloroform) were mixed with a PTEG-1 solution (5 mg mL−1 in chloroform)
to fabricate doped PTEG-1 films. The film thickness (d) was measured using
ellipsometry to be between 40 and 50 nm. To measure electrical conductivity,
a geometry using parallel line-shape Au electrodes with a width (w) of 13 mm
and a channel length (L) of 100-300 µm as top contact was employed. In a N2
glove box, voltage-sourced two-point conductivity measurements were conducted.
The electrical conductivity (σ) was calculated as σ = (J/V × L/(w × d)). For a
reference measurement of commercial PEDOT:PSS (Clevios P VP Al 4083) the
conductivity was measured to be 0.06 Sm−1, well in line with the expected value
between 0.02 and 0.2 Sm−1.

Grazing incidence wide-angle X-ray scattering (GIWAXS) measurements were
performed using a MINA X-ray scattering instrument built on a Cu rotating
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anode source (λ=1.5413 Å). 2D patterns were collected using a Vantec500 detector
(1024x1024 pixel array with pixel size 136x136 microns) located 93 mm away
from the sample. The PTEG-1 films were placed in reflection geometry at certain
incident angles αi with respect to the direct beam using a Huber goniometer.
GIWAXS patterns were acquired using incident angles from of 0.14°. The direct
beam centre position on the detector and the sample-to-detector distance were
calibrated using the diffraction rings from standard silver behenate and Al2O3
powders. All the necessary corrections for the GIWAXS geometry were applied
to the raw patterns using the GIXGUI Matlab toolbox. The reshaped GIWAXS
patterns, taking into account the inaccessible part in reciprocal space (wedge-
shaped corrected patterns), are presented as a function of the vertical and parallel
scattering vectors qz and qr. The scattering vector coordinates for the GIWAXS
geometry are given by:

qx = 2π

λ

(
cos(2θf ) cos(αf ) − cos(αi)

)
(A.4)

qy = 2π

λ

(
sin(2θf ) cos(αf )

)
(A.5)

qz = 2π

λ

(
sin(αi) + sin(αf )

)
(A.6)

where 2θf is the scattering angle in the horizontal direction and αf is the exit
angle in the vertical direction. The parallel component of the scattering vector is
thus calculated as qr =

√
q2

x + q2
y.
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APPENDIXB

Carrier-Carrier Coulomb Interactions Reduce Power Factor
in Organic Thermoelectrics

B.1 KMC Simulation Details
For the KMC simulations, cubic grid containing roughly 10,000 charge carriers
was used. The charge carrier density was set by scaling the grid dimensions,
but capped at 150x150x150 for low charge carrier density. Periodic boundary
conditions were employed to limit finite size effects. An electric field of 107 Vm−1

was applied along one of the lattice directions.
Miller-Abrahams hopping expressions were used to calculate the hopping rates

using an inverse localization length of 10 nm−1.[1] Hops were performed until the
charge carrier temperature was within 15% of the target temperature of 300 K.

In our simulations, the transport energy is defined as:

Etr =
∑Nhops

m=1 (Efm − Eim) ∗ rzm∑Nhops

m=1 rzm

,

where Nhops is the number of hops, Ei and Ef are the site energies of the initial
and final hopping sites of hop number m, rzm is the hopping distance along the
field direction of hop number m. In other words, the transport energy is the
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B.2. CALCULATION OF THE RELATIVE PROBABILITY OF SITE
OCCUPATION

average energy at which hops take place, weighted by the distance of a hop along
the electric field direction.

The Fermi energy is obtained by fitting a Fermi-Dirac (FD) distribution
multiplied by the density of states (DOS) to the occupied density of states (o-
DOS). The fitting parameters in the FD distribution are the Fermi energy EF

and the charge carrier temperature Tcar. When the simulations have converged,
the lattice temperature T is approximately equal to Tcar.

B.2 Calculation of the Relative Probability of Site Occupa-
tion

The relative probability of finding a charge carrier at a certain position with
respect to another is found by an iterative procedure. For every charge carrier in
the system, we iterate over all sites within a certain cut-off radius away from the
charge carrier. Sites at the same distance are then grouped, such that we have
a total number of sites at a certain distance from the charge carrier and what
fraction of those are occupied. If we then divide that filled site fraction by the
fraction of sites filled in the total lattice, we get the relative probability as in
Fig. 5.3.
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APPENDIXC

Voltage Deficit in Wide Band Gap Perovskite Solar Cells

C.1 Device Parameters
The device parameters for our reference device are shown in table C.1. The
corresponding JV curve is shown in figure 1. For our parameter sweep, some
parameters in the hole transport layer (right transport layer) are changed. These
new parameters are shown in table C.2.

C.2 Methods
In the recent past we adapted our device model for to make it more suitable for
simulations on perovskite solar cells [1, 2]. The model solves a discretized form of
the 1-dimensional classic drift-diffusion equations,

Jn = −qnµn
∂V

∂x
+ qDn

∂n

∂x
(C.1)

for electrons and

Jp = −qpµp
∂V

∂x
+ qDp

∂p

∂x
(C.2)
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Table C.1: Device parameters for our reference device. This device does
not include doping in the transport layers.

Parameter Value Unit
Device length 400 nm
Perovskite dielectric constant 22
Perovskite conduction band 3.3 eV
Perovskite valence band 5.0 eV
Perovskite density of states 1025 m−3

Perovskite mobility (electrons and holes) 10−4 m−2/Vs
Work function cathode 3.5 eV
Work function anode 4.8 eV
Transport layer thickness (ETL and HTL are equal) 35 nm
Ncv transport layers 1026 m−3

mobility transport layers 10−7 m−2/Vs
Transport layer dielectric constant (ETL and HTL) 4 1
ETL conduction band 3.3 eV
HTL valence band 5.0 eV
Mobile ion density 1021 m−3

Interface trap density perovskite/TL interface 1012 m−2

Interface trap density grain boundaries 3 × 1010 m−2

Interface trap level (interface and grain boundaries) 4.15 eV

Table C.2: Parameters for the right transport layer (HTL) in the parameter
sweep.

Parameter Value Unit
Perovskite conduction band 3.3 eV
Density of states right transport layer 1025 m−3

Transport layer dielectric constant (ETL and HTL) 4 1
Interface trap density perovskite/TL interface 0 m−2
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for holes respectively, where Jn and Jp are the electron and hole current densities,
q is the unit charge, n and p are the electron and hole densities, µn and µp

are the electron and hole mobilities, V is the electrostatic potential, and Dn

and Dp are the electron and hole diffusion constants following from the Einstein
relations [3]. The unknowns in these equations are the electrostatic potential,
and the electron and hole densities. The electrostatic potential can be solved
from Poisson’s equation,

∂2

∂x2 V (x) = − q

ε(x)
(
p(x) − n(x) + N+

D (x) − N−
A (x) + σbulk

tr + σint
tr + I+ − I−)

(C.3)

where ε is the permittivity, N+
D and N−

A are the ionized p-type and n-type
doping density, and I+ and I− are the positive and negative, possibly mobile, ion
densities, and σbulk

tr and σint
tr are the bulk and interface trap charge density. A

Schottky contact at the contacts is assumed at the boundaries of the simulations
volume, resulting in a boundary condition for the Poisson equation of the form

q
(
V (L) − V (0)

)
= Wc − Wa − Vapp, (C.4)

where V (L) and V (0) are the electrostatic potentials at the cathode and anode
respectively, Wc and Wa are the work functions of the cathode and anode, and
Vapp is the applied voltage between the cathode and anode.

Charge carrier generation, recombination, and extraction is governed by the
continuity equations

G = ∂n

∂t
− 1

q

∂Jn

∂x
(C.5)

G = ∂p

∂t
+ 1

q

∂Jp

∂x
(C.6)

where G is the generation, or recombination if G is negative, per unit time. What
is left is to define expressions for generation and recombination. Two different
recombination mechanisms are included. The band-to-band recombination rate is
determined by

Rb = kb

(
np − n2

i

)
, (C.7)

where kb is the band-to-band recombination constant, and ni is the intrinsic carrier
density. Trap assisted recombination, or Shockley-Read-Hall recombination is
governed by

RSRH =
CnCp

(
Ntrap + Ptrap

)
Cn

(
n + no

)
+ Cp

(
p + po

)(
np − n2

i

)
, (C.8)
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where RSRH is the Shockley-Read-Hall recombination rate, Cn and Cp are the
electron and hole capture coefficients of traps, Ntrap and Ptrap are the electron
and hole trap densities, and no and po are defined as

no = Nc exp
(

− Ec − Etrap

kBT

)
(C.9)

po = Nc exp
(

Ev − Etrap

kBT

)
(C.10)

where Nc is the density of states, Ec and Ev are the conduction and valence
band energies, Etrap is the trap energy, kB is Boltzmann’s constant, and T is
the temperature. In our device model, traps can be present at the perovskite-
transport layer interface, at the grain boundaries of the perovskite, and in the
bulk. For interface trapping, the rate equations can be found in chapter 2.

The generation of carriers is determined by light absorption in the perovskite,
which varied between uniform, exponential from the n-side of the device and
exponential from the p-side of the device. Because of the low exciton binding
energy in perovskite, light absorption is assumed to always result in free carriers [4].

Table C.3: Parameters that are randomly chosen are shown on the left. A
value was randomly picked between the lower and upper limit on either a
linear or logarithmic scale, as indicated in the last column.

parameter lower limit upper limit scale
thickness trapsport layer [m] 50 50 lin
doping transport layer [m−3] 1017 1023 log
mobility transport layer [m2/Vs] 10−9 10−5 log
perovskite/TL band offset [eV] -0.2 0.3 lin
contact/TL band offset [eV] 0 0.4 lin
relative permittivity TL 3 30 lin
effective density of states TL [m−3] 1022 1028 log
surf. trap dens. perovskite/TL int. [m−2] 1012 1014 log
mobile ion density [m−3] 1016 1022 log
are ions allowed in TL (yes/no) 0 1 n.a.

In figure 3.4, a large range of parameters is scanned to obtain the different
data points. In table C.3, these parameter ranges are shown.
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Summary

Perovskite solar cells are starting to rival silicon solar cells in terms of power
conversion efficiency. One of the most likely applications for perovskite solar
cells is however not beating silicon, but joining silicon. The perovskite-silicon
tandem is nearing 30% certified efficiency, and has room to grow still. One of
the most used methods to model electric internals of a solar cell is that of drift-
diffusion simulation. One of the aspects that makes perovskite solar cells tricky to
model is the wide variation of material properties throughout the solar cells stack.
Interfacial trap assisted recombination between perovskite and charge transport
layers is often the performance bottleneck in performance for perovskite solar
cells, making the physical description of the interface of paramount importance.

This type of recombination depends most strongly on the minority carrier
and trap density near the interface. Because of unaligned bands or effective
density of states differences between perovskite and transport layer, the mobile
carrier density can have large discontinuities at the interface. The classical
expression for bulk Shockley-Read-Hall recombination considers the generation
and recombination from a trap to and from the valence and conduction band
at some point in space. For interfacial trapping, however, it is more accurate
to consider trapping and detrapping from either side of the interface, as charge
densities might differ strongly on either side. In chapter 2 we introduce a
derivation, discretization, and linearization of trap assisted recombination at an
interface. We obtain a linearized result in steady-state to stabilize the system of
continuity and Poisson equations that now contain larger off-diagonal terms. An
expression for transient simulations is obtained to allow simulation of trapping and
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detrapping in transient photovoltage and transient photocurrent experiments. The
interfacial recombination implementation shows significant differences compared
to classical implementations at an interface in simulated solar cell performance,
especially in terms of open-circuit voltage.

In chapter 3 the newly developed interfacial recombination implementation
is used to investigate the voltage deficit in wide band gap perovskite solar cells.
Wide band gap cells are required for perovskite silicon tandems, but lag behind
their lower band gap counterparts in performance metrics, especially the open
circuit voltage. To investigate the voltage deficit, a large number of simulations
are performed to look for trends that hold despite changing of other solar cell
parameters. The open circuit voltage is found to be proportional to the product of
trap density and minority carrier density in the perovskite near the interface with
the transport layer. The minority carrier density in turn depends on the potential
drop over the perovskite layer, where a large electric field aiding extraction keeps
the minority carrier density low near the interface. To maximize the electric field
that aids extraction, the offset in effective density of states and band alignment
between perovskite and transport layer should be tuned in a coordinated manner.
For perovskite solar cells with organic transport layers specifically, this means
that the transport layer effective density of states is likely much larger than that
in the perovskite layer. This requires de-aligning the perovskite and transport
layer bands to prevent a charge carrier build up in the transport layer. This
insight allows device makers to attain a high open circuit voltage in wide band
gap perovskite solar cells despite a large number of defects at the interface.

Chapters 4 and 5 focus on transport phenomena in doped organic semicon-
ductors. These materials are not only used as transport layers in perovskites
solar cells, but also in organic thermoelectrics. Organic thermoelectrics are used
to partially convert heat to electrical energy. They are mostly interesting for
supplying energy for low power wearable or remote sensors, as their energy need
and operating temperature are typically modest. In these materials, high con-
ductivities are required to attain optimal performance for a given host material.
Doping is often used to increase conductivity by increasing the charge carrier
density. The problem is that often, conductivity no longer increases with doping
levels at the high charge carrier densities required for organic thermoelectrics.

In chapter 4, experiments, analytical estimations, and kinetic Monte Carlo
simulations are performed to investigate this problem. Experimentally, we rule out
morphological changes as the root cause for this issue in a doped fullerene system.
Analytically, it is found that carrier-carrier interactions can be expected to limit
performance in at the charge carrier densities found in the organic materials
studied. Using kinetic Monte Carlo simulations, carrier-carrier interactions shown
to manifest in a Coulomb pseudo-gap at room temperature at high doping levels.
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In chapter 5, the focus is on relevant physics of doped organic semiconductors
for thermoelectric application. It is found that the Seebeck coefficient in these
materials depends solely on the number of free charge carriers, or the number
of carriers not stuck on a dopant. Moreover, it is found that both the Seebeck
coefficient and the conductivity of highly doped organic semiconductors are
reduced by carrier-carrier interactions. This means that reducing carrier-carrier
could be a key strategy to advance organic thermoelectrics.
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Perovskiete zonnecellen rivaliseren silicium zonnecellen in termen van efficiëntie.
Een van de waarschijnlijkste toepassingen is echter niet het vervangen van sili-
cium, maar het samengaan met silicium. Perovskiet-silicium tandem zonnecellen
halen tegenwoordig bijna 30% in gecertificeerde efficiëntie en de efficiëntie groeit
nog steeds door. Een van de meest gebruikte methoden om de elektrische
eigenschappen te modelleren is drift-diffusie simulatie. De grote variatie aan
materiaaleigenschappen op verschillende plekken in de zonnecel maakt perovskiete
zonnecellen echter lastig te modelleren. Ladingsvallen op het grensvlak tussen
perovskiet en transportlaag zijn doorgaans het knelpunt voor de prestaties van de
zonnecellen. Dit maakt een goede beschrijving van het grensvlak tussen perovskiet
en transportlaag, en de daar voorkomende recombinatie essentieel.

De recombinatie op het grensvlak hangt vooral af van de hoeveelheid lad-
ingsvallen en minderheidsladingsdragers bij het grensvlag. Door niet uitgelijnde
banden of een verschil in de effectieve toestandsdichtheid, kan de ladingsdragers-
dichtheid grote discontinüıteiten vertonen aan wederzijde van het grensvlak. De
klassieke uitdrukking voor Shockley-Read-Hall recombinatie in de bulk, beschouwd
generatie en recombinatie van een val richting zowel de valentie als de conductie
band op hetzelfde punt in de ruimte. Voor recombinatie over het grensvlak is
het echter nauwkeuriger om recombinatie en generatie naar beide kanten van
het grensvlak toe te staan, omdat de ladingsdragersdichtheid aan beide kanten
sterk kan verschillen. In hoofdstuk 2 introduceren we daarom een afleiding,
discretisatie, en linearisatie van ladingsval-geassisteerde recombinatie op het
grensvlak. We lineariseren de resultaten voor stationaire toestand om het systeem
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van continüıteits- en Poisson vergelijkingen te stabiliseren. Een tijdsafhankelijke
uitdrukking wordt verkregen om simulatie van de tijdsafhankelijke fotostroom
en het tijdsafhankelijke fotovoltage mogelijk te maken. De implementatie van
recombinatie op het grensvlak vertoont significante verschillen met implementatie
van de klassieke vergelijkingen op een grensvlak, vooral in de open-klem spanning.

In hoofdstuk 3, wordt de eerder gëıntroduceerde implementatie van recombi-
natie op het grensvlak gebruikt om het deficit in open-klem spanning in perovskiete
zonnecellen met een brede bandkloof te onderzoeken. Zonnecellen met een brede
bandkloof zijn benodigd voor perovskiet-silicium tandems, maar lopen achter op
reguliere perovskiete zonnecellen, vooral in termen van open-klem spanning. Om
het deficit in open-klem spanning te onderzoeken worden een grote hoeveelheid
simulaties gedaan om algemene trends in open-klem spanning te vinden. De
open-klem spanning blijkt proportioneel te zijn met de dichtheid van ladingsvallen
en minderheidsladingsdragers bij het grensvlak aan de kant van het perovskiet.
De dichtheid van minderheidsladingsdragers hangt af van het elektrisch veld
in het perovskiet, waar een groot elektrische veld dat helpt bij extractie zorgt
voor een lage dichtheid van minderheidsladingsdragers. Om dit elektrische veld
te maximaliseren is het van belang om de uitlijning van de banden en het ver-
schil van de effectieve toestandsdichtheid samen in beschouwing te nemen. Het
elektrische veld hangt namelijk af van de som van de individuele effecten op
het elektrostatische potentiaal. Specifiek voor perovskiete zonnecellen met or-
ganische transportlagen betekent dit dat de effectieve toestandsdichtheid in de
transportlaag substantieel hoger is dan in het perovskiet. Hierdoor is het nodig
om in plaats van uitgelijnde banden, een extractie barrière te introduceren om te
zorgen dat de ladingsdragersdichtheid in de transportlaag niet te hoog wordt. Dit
inzicht stelt makers van zonnecellen in staat om een hoge open-klem spanning te
verkrijgen ondanks een grote hoeveelheid defecten op het grensvlak tussen het
perovskiet en de transportlaag.

In hoofdstukken 4 en 5 ligt de focus op transportverschijnselen in gedoteerde
organische halfgeleiders. Deze materialen worden niet alleen gebruikt als trans-
portlagen voor perovskiete zonnecellen, maar ook in organische thermoelektronica.
Organische thermoelektronica worden gebruikt om warmte deels om te zetten in
elektrische energie. Voor de hand liggende toepassingen zijn energievoorziening
voor draagbare of sensoren in afgelegen gebieden, omdat de energievraag daar
typisch bescheiden is en de operationele temperaturen relatief laag. In organische
thermoelektronica is een goede geleidbaarheid nodig voor optimale prestaties voor
een gegeven materiaal. Daarom wordt vaak dotering gebruikt, omdat dit zowel de
ladingsdragersdichtheid als de mobiliteit verhoogd in organische materialen. Het
probleem is echter dat bij hoge dotering, de geleidbaarheid niet meer toeneemt,
maar afneemt met toenemende dotering.
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In hoofdstuk 4 worden experimenten, analytische afschattingen, en kinetische
Monte Carlo simulaties gebruikt om dit probleem te onderzoeken. Experimenteel
wordt er laten zien dat morfologische verandering als gevolg van hoge dotering
zeer waarschijnlijk niet de oorzaak is voor het onderzochte systeem. Analytische
resultaten wijzen uit dat elektron-elektron interacties zich manifesteren in een
Coulomb pseudo-kloof bij kamertemperatuur in hoog gedoteerde systemen.

In hoofdstuk 5 ligt de focus op de relevante fysica van gedoteerde organische
halfgeleiders voor thermoelektronische toepassingen. Gevonden wordt dat de
Seebeck coëfficiënt in deze materialen uitsluitend afhankelijk is van de hoeveelheid
vrije ladingsdragers, dat wil zeggen, ladingsdragers die niet vast zitten op een
tegen ion. Daarnaast worden zowel de Seebeck coefficient als de geleidbaarheid
gereduceerd door elektron-elektron interacties bij hoge dotering. Dit betekent
dat het reduceren van elektron-elektron interacties een belangrijke strategie kan
zijn voor het verkrijgen van een nieuwe generatie organische materialen voor
thermoelektronica.
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