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Summary

We consider pressure Poisson equations for stationary incompressible Stokes problems and time-
dependent incompressible Navier–Stokes problems. The pressure Poisson equation is an elliptic par-
tial differential equation of second order and is used in various numerical methods for incompressible
viscous flows. Since there are many mechanisms that generate flow by creating pressure differences,
one often sets a Dirichlet boundary condition for the pressure Poisson equation. However, in general,
the pressure of the boundary condition for the numerical methods differs from the exact pressure
solution of the original problem.

The thesis aims to provide a mathematical analysis for the pressure Poisson equation from the
viewpoint of additional boundary conditions. We establish error estimates in suitable norms between
solutions to a stationary Stokes problem and the corresponding pressure Poisson problem in terms
of the additional boundary condition. In addition, for a pseudo-compressibility problem that inter-
polates the Stokes and pressure Poisson problems, we also give error estimates in suitable norms
between the solutions to the pseudo-compressibility problem, the pressure Poisson problem, and the
Stokes problem for several additional boundary condition cases. Moreover, we propose a new addi-
tional boundary condition for the projection method for the time-dependent Navier–Stokes problem
with a Dirichlet-type pressure boundary condition and no tangent flow.

1 Pressure Poisson problem

Let Ω be a bounded domain of Rd (d = 2 or d = 3) with Lipschitz continuous boundary Γ. For
the boundary Γ, we assume that there exist two relatively open subsets Γ1,Γ2 of Γ satisfying the
following conditions:

|Γ \ (Γ1 ∪ Γ2)| = 0, |Γ1|, |Γ2| > 0, Γ1 ∩ Γ2 = ∅, Γ̊1 = Γ1, Γ̊2 = Γ2,

where A is the closure of A ⊂ Γ with respect to Γ, Å is the interior of A with respect to Γ, and |A|
is the (d− 1)-dimensional Hausdorff measure of A.

We consider the following Stokes problem: Find uS : Ω → Rd and pS : Ω → R such that
−∆uS +∇pS = F in Ω,

div uS = 0 in Ω,

uS = 0 on Γ1,

Tn(u
S, pS) = tb on Γ2,

(ST)

holds, where F : Ω → Rd, tb : Γ2 → Rd, n is the unit outward normal vector for Γ,

S(uS)ij :=
∂uSi
∂xj

+
∂uSj
∂xi

, Tn(u
S, pS)i :=

d∑
k=1

S(uS)iknk − pSni,

for all i, j = 1, . . . , d. The functions uS and pS are the velocity and the pressure of the flow governed
by (ST), respectively. Here, Tn(u

S, pS) is often called the normal stress on Γ. Let the fourth equation
of (ST) be called the traction boundary condition.

By taking the divergence of the first equation, we obtain

divF = div(−∆uS +∇pS) = −∆(div uS) + ∆pS = ∆pS, (1.1)
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which is often called the pressure Poisson equation (McKee et al., 2004).
We need an additional boundary condition for solving equation (1.1). In real-world applications,

the additional boundary condition is usually given by using experimental or plausible values. We
consider the following boundary value problem for the pressure Poisson equation: Find uPP : Ω → Rd

and pPP : Ω → R satisfying

−∆uPP −∇(div uPP ) +∇pPP = F in Ω,

−∆pPP = − divF in Ω,

uPP = 0,
∂pPP

∂n
= gb on Γ1,

Tn(u
PP , pPP ) = tb, pPP = pb on Γ2,

(PPT)

where gb : Γ1 → R and pb : Γ2 → R are the data for the additional boundary conditions. We call
this problem the pressure Poisson problem. The second term −∇(div uPP ) in the first equation of
(PPT) is usually omitted since div uS = 0, but this term is necessary to treat the traction boundary
condition in a weak formulation. The idea of using (1.1) instead of div uS = 0 is useful for calculating
the pressure numerically in the Navier–Stokes problem. For example, this idea is used in the marker
and cell (MAC) method (Harlow and Welch, 1965) and the projection method (Chorin, 1968; Temam,
1969).

As the boundary condition for the Stokes problem, we also consider the boundary condition
introduced by Begue et al. (1987); 

uS = 0 on Γ1,

uS × n = 0 on Γ2,

pS = pb on Γ2,

(1.2)

where “×” is the cross product in Rd. On boundary Γ2, the boundary value of the pressure is
prescribed, and the velocity is parallel to the normal direction on Γ. Such a situation occurs at the
end of the pipe, such as blood vessels or pipelines (Fig. 1).

Figure 1: Image of a flow in a pipe

To define weak formulations of the problems, for Γ̃ ∈ {Γ1,Γ2}, we set

H1
Γ̃
(Ω) := {ψ ∈ H1(Ω) | ψ = 0 on Γ̃}, H := {φ ∈ H1(Ω)

d | φ = 0 on Γ1, φ× n = 0 on Γ2}.

We use the same notation (·, ·) to represent the L2(Ω) inner product for scalar-, vector- and matrix-
valued functions. For the open subset Γ̃ ∈ {Γ,Γ1,Γ2} of the boundary Γ, let H1/2(Γ̃) be the set of
all functions η ∈ L2(Γ̃) such that the norm

‖η‖H1/2(Γ̃) :=

(
‖η‖2

L2(Γ̃)
+

∫
Γ̃

∫
Γ̃

|η(s1)− η(s2)|2

|s1 − s2|d
ds1ds2

)1/2
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exists and is finite, which is a Banach space with respect to ‖ ·‖H1/2(Γ̃), and let γ0 : H
1(Ω) → H1/2(Γ)

be the standard trace operator. For Γ1 and Γ2, we define the following subspaces of H1/2(Γ),

H1/2
γ0

(Γ1) := γ0(H
1
Γ2
(Ω)), H1/2

γ0
(Γ2) := γ0(H

1
Γ1
(Ω)).

We assume the following conditions;

F ∈ L2(Ω)
d
, divF ∈ L2(Ω), tb ∈ (H1/2

γ0
(Γ2)

d)∗, gb ∈ (H1/2
γ0

(Γ1))
∗, pb ∈ H1(Ω).

The weak form of the Stokes problem (ST) is as follows: Find (uS1, pS1) ∈ H1
Γ1
(Ω)

d × L2(Ω) such
that 

1

2
(S(uS1), S(φ))− (pS1, divφ) = (F, φ)− 〈tb, φ〉

H
1/2
γ0

(Γ2)d
for all φ ∈ H1

Γ1
(Ω)

d
,

(div uS1, ψ) = 0 for all ψ ∈ L2(Ω).
(ST’)

The weak form of (PPT) is as follows: Find uPP ∈ H1
Γ1
(Ω)

d
and pPP ∈ H1(Ω) such that

1

2
(S(uPP ), S(φ))− (pPP , divφ) = (F, φ)− 〈tb, φ〉

H
1/2
γ0

(Γ2)d
for all φ ∈ H1

Γ1
(Ω)

d
,

(∇pPP ,∇ψ) = −(divF, ψ) + 〈gb, ψ〉
H

1/2
γ0

(Γ1)
for all ψ ∈ H1

Γ2
(Ω),

pPP = pb on Γ2.

(PPT’)

Here, (ST’) and (PPT’) have a unique solution. The weak form of the Stokes problem with the
boundary condition (1.2) is as follows: Find (uS2, pS2) ∈ H × L2(Ω) such that(∇× uS2,∇× v)− (pS2, div v) = (F, v)−

∫
Γ2

pbv · nds for all v ∈ H,

(div uS2, ψ) = 0 for all ψ ∈ L2(Ω).

(SP’)

There exists a unique solution to (SP’), e.g., if the boundary Γ is C1,1-class or Ω is a polygon.
Our main results for (ST’), (PPT’), and (SP’) are the following theorems.

Theorem 1.1. If pS1 ∈ H1(Ω) and ∆pS1 ∈ L2(Ω), there exists a constant c > 0 such that

‖uS1 − uPP‖H1(Ω)d + ‖pS1 − pPP‖H1(Ω) ≤ c

(∥∥∥∥∂pS1∂n
− gb

∥∥∥∥
(H

1/2
γ0

(Γ1))∗
+ ‖pS1 − pb‖H1/2(Γ2)

)
.

Theorem 1.2. If ∆uS2 +∇(div uS2) ∈ L2(Ω)
d
, pS2 ∈ H1(Ω) and ∆pS2 ∈ L2(Ω), then there exists a

constant c > 0 such that

‖pS2 − pPP‖H1(Ω) ≤ c

∥∥∥∥∂pS2∂n
− gb

∥∥∥∥
(H

1/2
γ0

(Γ1))∗
,

‖uS2 − uPP‖H1(Ω)d ≤ c

(∥∥∥∥∂pS2∂n
− gb

∥∥∥∥
(H

1/2
γ0

(Γ1))∗
+ ‖tS2 − tb‖

(H
1/2
γ0

(Γ2)d)∗

)
,

where tS2 = Tn(u
S2, pS2).

Theorems 1.1 and 1.2 state that if we have a good prediction for the boundary data (gb and pb),
then the pressure Poisson problem is a good approximation for the Stokes problem. In particular,
we propose a new viewpoint of the pressure Poisson problem and the boundary condition (1.2). The
numerical solution to the Stokes problem with the boundary condition (1.2) requires delicate choices
of the weak formulation and special finite element techniques (Bertoluzza et al., 2017). On the other
hand, the pressure Poisson problem has been used as a simple numerical scheme for a long time.
From our results, we can confirm that the pressure Poisson problem is also available for the Stokes
problem with the boundary condition (1.2).
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2 ε-Stokes problem

Next, we consider the full-Dirichlet boundary condition for the Stokes problem: Find uS : Ω → Rd

and pS : Ω → R such that 
−∆uS +∇pS = F in Ω,
div uS = 0 in Ω,
uS = ub on Γ,

(S)

where ub : Γ → Rd is a given Dirichlet boundary data satisfying
∫
Γ
ub · nds = 0. The corresponding

pressure Poisson problem is as follows: Find uPP : Ω → Rd and pPP : Ω → R satisfying
−∆uPP +∇pPP = F in Ω,
−∆pPP = − divF in Ω,
uPP = ub on Γ,
+boundary condition for pPP .

(PP)

We introduce an “interpolation” between problems (S) and (PP). For ε > 0, find uε : Ω → Rd

and pε : Ω → R such that 
−∆uε +∇pε = F in Ω,
−ε∆pε + div uε = −ε divF in Ω,
uε = ub on Γ,
+boundary condition for pε.

(ES)

We call this problem the ε-Stokes problem (ES). The ε-Stokes problem is treated as an approximation
of the Stokes problem to avoid numerical instabilities (e.g., Brezzi and Pitkäranta, 1984). The ε-
Stokes problem approximates the Stokes problem (S) as ε → 0 and the pressure Poisson problem
(PP) as ε→ ∞ (Fig. 2).

(PP ) (S)

(ES)

ε→∞

ccGGGGGGGGG ε→0

<<yyyyyyyy

Figure 2: Sketch of the connections between problems (S), (PP) and (ES).

We specify the boundary conditions for pPP and pε. We consider a Neumann boundary condition
(2.3) and a mixed boundary condition (2.4),

∂pPP

∂n
= gb on Γ,

∂pε

∂n
= gb on Γ, (2.3)


∂pPP

∂n
= gb on Γ1,

pPP = pb on Γ2,


∂pε

∂n
= gb on Γ1,

pε = pb on Γ2,
(2.4)

pPP = pb on Γ, pε = pb on Γ, (2.5)
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where pb : Γ → R and gb = Γ → R satisfying
∫
Γ
gbds =

∫
Γ
divFdx are the given boundary data. The

boundary condition (2.4) corresponds to (2.3) when Γ1 = Γ,Γ2 = ∅ and to (2.3) when Γ1 = ∅,Γ2 = Γ.

The weak form of the Stokes problem becomes as follows: Find uS ∈ H1(Ω)
d
and pS ∈ L2(Ω)/R

such that 
(∇uS,∇φ) + 〈∇pS, φ〉

H1
0 (Ω)

d = (F, φ) for all φ ∈ H1
0 (Ω)

d
,

(div uS, ψ) = 0 for all ψ ∈ L2(Ω)/R,
uS = ub in H1/2(Γ)n,

(S’)

where L2(Ω)/R is the space of all functions f ∈ L2(Ω) with the average being 0 and 〈∇pS, φ〉
H1

0 (Ω)
d :=

−(pS, divφ). We consider the following equations, which is a generalization of weak formulations of

the pressure Poisson problem with the boundary conditions (2.3), (2.4), or (2.5): Find uPP ∈ H1(Ω)
d

and pPP ∈ H1(Ω) such that
(∇uPP ,∇φ) + (∇pPP , φ) = (F, φ) for all φ ∈ H1

0 (Ω)
d
,

(∇pPP ,∇ψ) = 〈G,ψ〉Q for all ψ ∈ Q,

uPP − ub ∈ H1
0 (Ω)

d
,

pPP − pb ∈ Q,

(PP’)

where Q ⊂ H1(Ω) is a closed subspace such that there exists a constant c > 0 for which ‖q‖L2(Ω) ≤
c‖∇q‖L2(Ω)d for all q ∈ Q (e.g., Q = H1

0 (Ω), H
1
Γ2
(Ω), H1(Ω)/R) and G ∈ Q∗. We also consider the

following equations, which is a generalization of weak formulations of the ε-Stokes problem with the
boundary conditions (2.3), (2.4), or (2.5): Find uε ∈ H1(Ω)

d
and pε ∈ H1(Ω) such that

(∇uε,∇φ) + (∇pε, φ) = (F, φ) for all φ ∈ H1
0 (Ω)

d
,

ε(∇pε,∇ψ) + (div uε, ψ) = ε〈G,ψ〉Q for all ψ ∈ Q,

uε − ub ∈ H1
0 (Ω)

d
,

pε − pb ∈ Q.

(ES’)

As in Section 1, we can show that there exists a constant c > 0 independent of ε such that

‖uS − uPP‖H1(Ω)d ≤ c‖pS − pPP‖H1/2(Γ),

‖uS − uε‖H1(Ω)d ≤ c‖pS − pPP‖H1/2(Γ).

From the first inequality, if we have a good predictive value for pressure on Γ, then uPP is a good
approximation of uS. Moreover, uε is also a good approximation of uS from the second inequality.

Our main result for (ES’) and (PP’) is the following theorem:

Theorem 2.1. There exists a constant c > 0 independent of ε > 0 such that

‖uε − uPP‖H1(Ω)d + ‖pε − pPP‖H1(Ω) ≤
c

ε
‖ div uPP‖Q∗ .

for all ε > 0. In particular, we have

uε → uPP strongly in H1(Ω)
d
, pε → pPP strongly in H1(Ω) as ε→ ∞.

Furthermore, the solution to (ES’) has the following asymptotic structure:
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Theorem 2.2. Let k ∈ N be arbitrary (k ≥ 1) and let v(0) := uPP . If functions v(1), v(2), · · · ,
v(k) ∈ H1

0 (Ω)
d
and q(1), q(2), · · · , q(k) ∈ Q satisfy{

(∇v(i),∇φ) + (∇q(i), φ) = 0 for all φ ∈ H1
0 (Ω)

d
,

(∇q(i),∇ψ) = −(div v(i−1), ψ) for all ψ ∈ Q,
(2.6)

for all 1 ≤ i ≤ k, then there exists a constant c > 0 independent of ε satisfying∥∥∥∥∥uε −
(
uPP +

1

ε
v(1) + · · ·+

(
1

ε

)k

v(k)

)∥∥∥∥∥
H1(Ω)d

≤ c

εk+1
‖ div v(k)‖Q∗ ,∥∥∥∥∥pε −

(
pPP +

1

ε
q(1) + · · ·+

(
1

ε

)k

q(k)

)∥∥∥∥∥
H1(Ω)

≤ c

εk+1
‖ div v(k)‖Q∗ .

On the other hand, our main result for (ES’) and (S’) is the following theorem:

Theorem 2.3. Let the map L2(Ω) 3 f 7→ [f ] := f − 1
|Ω|

∫
Ω
f dx ∈ L2(Ω)/R. There exists a constant

c > 0 independent of ε such that

‖uε‖H1(Ω)d + ‖[pε]‖L2(Ω) ≤ c for all ε > 0.

Furthermore, if the range of Q under the map [·] is dense in L2(Ω)/R, then we obtain

uε → uS strongly in H1(Ω)
d
, [pε] → pS strongly in L2(Ω)/R as ε→ 0.

Theorem 2.3 does not give the convergence rate. If Q = H1(Ω)/R (corresponding to the Neumann
boundary condition (2.3)), then the convergence rate becomes

√
ε.

Theorem 2.4. Suppose that Q = H1(Ω)/R and pS ∈ H1(Ω). Then, there exists a constant c > 0
independent of ε such that

‖uε − uS‖H1(Ω)d + ‖pε − pS‖L2(Ω) ≤ c
√
ε.

3 Projection method

We assume that the boundary Γ is C1,1-class or Ω is a polygon. For fixed T > 0, we consider the
following Navier–Stokes problem: Find u : Ω× [0, T ] → Rd and p : Ω× [0, T ] → R such that

∂u

∂t
+D(u, u)− ν∆u+

1

ρ
∇P = f in Ω× (0, T ),

div u = 0 in Ω× (0, T ),
u = 0 on Γ1 × (0, T ),
u× n = 0 on Γ2 × (0, T ),
P = pb on Γ2 × (0, T ),
u(0) = u0 in Ω,

(NS)

where D(v, w) := (∇× v) × w, P := p + ρ
2
|u|2, ν, ρ > 0, f : Ω × (0, T ) → Rd, pb : Γ2 × (0, T ) → R,

and u0 : Ω → Rd. The first equation of (NS) is based on

(u · ∇)u = (∇× u)× u+
1

2
∇|u|2.
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For Γ2, we assume a boundary condition including a pressure value p+ ρ
2
|u|2, which is called the total

pressure, stagnation pressure, or Bernoulli pressure. Usual pressure is often called static pressure
to distinguish it from the total pressure. In an experimental measurement of the total and static
pressure using a Pitot tube, the boss measurement is dependent on the yaw angle of the Pitot tube.
Then, the effect on the total pressure p + ρ

2
|u|2 is smaller than the effect on the usual pressure p

(Holman, 2001). The boundary condition on Γ2 in (NS) is introduced by Begue et al. (1987), and
the existence of a weak velocity solution is proven by Bernard (2003) and Kim and Cao (2015).

We introduce a projection method for (NS). The projection method is one of the numerical
schemes for Navier–Stokes equations (Chorin, 1968; Temam, 1969). Let τ(:= T/N < 1, N ∈ N) be
a time increment and let tk := kτ (k = 0, 1, . . . , N). We set u∗0 := u0 and calculate u∗k, uk, pk (k =
1, 2, . . . , N) by repeatedly solving the following problems (Step 1) and (Step 2).

(Step 1) Find u∗k : Ω → Rd such that

u∗k − uk−1

τ
+D(u∗k−1, u

∗
k)− ν∆u∗k = f(tk) in Ω,

u∗k = 0 on Γ1,

u∗k × n = 0 on Γ2,

div u∗k = 0 on Γ2.

(3.7)

(Step 2) Find Pk :→ R and uk :→ Rd such that
− τ

ρ
∆Pk = − div u∗k in Ω,

∂Pk

∂n
= 0 on Γ1,

Pk = pb(tk) on Γ2,

(3.8)

uk = u∗k −
τ

ρ
∇Pk in Ω. (3.9)

Remark 3.1. For the velocity boundary condition on Γ2, we can rewrite the third and fourth equations
of (Step 1) by using κ := div n = (d− 1)×(mean curvature) as follows:

u∗k × n = 0,
∂u∗k
∂n

· n+ κu∗k · n = 0 on Γ2.

In particular, if Γ2 is flat, then it holds that

u∗k × n = 0,
∂u∗k
∂n

· n = 0 on Γ2.

3.1 Weak formulations

Let pd be

pd :=

{
2 + ε if d = 2,
3 if d = 3,

where ε > 0 is arbitrarily small. We assume ν = ρ = 1 and the following conditions for f, pb, and u0:

f ∈ L2(0, T ;H∗), pb ∈ L2(0, T ;H1(Ω)), u0 ∈ Lpd(Ω)d. (3.10)
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To define weak formulations of the Navier–Stokes equations (NS) and the projection method (Step 1)
and (Step 2), we define the bilinear form a0 : H×H → R and trilinear form a1 : L

pd(Ω)d×H×H → R
(p2 > 2, p3 = 3) by

a0(u, v) := (div u, div v) + (∇×u,∇×v) for all u, v ∈ H,

a1(u, v, w) :=

∫
Ω

u · (∇× (v × w))dx for all u ∈ Lpd(Ω)d, v, w ∈ H,

We set weak formulation of (NS) as follows: Find u ∈ L2(0, T ;H1(Ω)
d
) and P ∈ L1(0, T ;L2(Ω))

such that ∂u
∂t

∈ L1(0, T ;H∗), u(0) = u0, and for a.e. t ∈ (0, T ),
〈
∂u

∂t
, φ

〉
H

+ a0(u, φ) + a1(u, u, φ)− (P, divφ) = 〈f, φ〉H −
∫
Γ2

pbφ · nds for all φ ∈ H,

div u = 0 in L2(Ω).

(3.11)

On the other hand, a weak formulation of the projection method (Step 1) and (Step 2) with the
initial datum u0(=: u∗0) is as follows:

Problem 3.2. Let (fk)
N
k=1 ⊂ H∗ and (pbk)

N
k=1 ⊂ H1(Ω). For all k = 1, 2, . . . , N , find (u∗k, Pk, uk) ∈

H ×H1(Ω)× L2(Ω)
d
such that Pk − pbk ∈ H1

Γ2
(Ω) and

1

τ
(u∗k − uk−1, φ) + a0(u

∗
k, φ) + a1(u

∗
k−1, u

∗
k, φ) = 〈fk, φ〉H for all φ ∈ H,

τ(∇Pk,∇ψ) = −(div u∗k, ψ) for all ψ ∈ H1
Γ2
(Ω),

uk = u∗k − τ∇Pk in L2(Ω)
d
.

(3.12)

By the Lax–Milgram theorem, the problem 3.2 has a unique solution.

Remark 3.3. For f ∈ L2(0, T ;H∗) and pb ∈ L2(0, T ;H1(Ω)), we set for all k = 1, 2, . . . , N ,

fk :=
1

τ

∫ tk

tk−1

f(t)dt, pbk :=
1

τ

∫ tk

tk−1

pb(t)dt. (3.13)

In Theorems 3.7 and 3.11, we assume f ∈ C([0, T ];H∗), pb ∈ C([0, T ];H1(Ω)) and set for all k =
1, 2, . . . , N ,

fk := f(tk), pbk := pb(tk),

Remark 3.4. The function space L2(Ω)
d
has the following orthogonal decomposition:

L2(Ω)
d
= U ⊕∇(H1

Γ2
(Ω)),

where U := {φ ∈ L2(Ω)
d | divφ = 0 in L2(Ω), 〈φ · n, ψ〉H1/2(Γ) = 0 for all ψ ∈ H1

Γ2
(Ω)} (Guermond

and Quartapelle, 1998). By the second and third equation of (3.12) and the Gauss divergence formula,
it holds that for all k = 1, 2, . . . , N and ψ ∈ H1

Γ2
(Ω),

(uk,∇ψ) = (u∗k,∇ψ)− τ(∇Pk,∇ψ) = −(div u∗k, ψ)− τ(∇Pk,∇ψ) = 0,

which implies that uk ∈ U . Since the third equation of (3.12) is equivalent to

u∗k − τ∇pb(tk) = uk + τ∇(Pk − pb(tk)) in L2(Ω)
d
,

Step 2 is the projection of u∗k − τ∇pb(tk) to the divergence-free space U .
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3.2 Main results: stability and convergence

For two sequences (xk)
N
k=0 and (yk)

N
k=1 in a Banach space E, we define a piecewise linear interpolant

x̂τ ∈ W 1,∞(0, T ;E) of (xk)
N
k=0 and a piecewise constant interpolant ȳτ ∈ L∞(0, T ;E) of (yk)

N
k=1,

respectively, by

x̂τ (t) := xk−1 +
t− tk−1

τ
(xk − xk−1) for t ∈ [tk−1, tk] and k = 1, 2, . . . , N,

ȳτ (t) := yk for t ∈ (tk−1, tk] and k = 1, 2, . . . , N.

We show the stability of the projection method (3.12) and establish error estimates in suitable
norms between the solutions to the Navier–Stokes equations (3.11) and the projection method (3.12).

Theorem 3.5. Under the condition (3.10), we set fk ∈ H∗ and pbk ∈ H1(Ω) as (3.13) for all
k = 1, 2, . . . , N . Then, there exists a constant c > 0 independent of τ such that

‖ūτ‖L∞(0,T ;L2(Ω)d) + ‖ū∗τ‖L∞(0,T ;L2(Ω)d) + ‖ū∗τ‖L2(0,T ;H1(Ω)d) +
1√
τ
‖ūτ − ū∗τ‖L2(0,T ;L2(Ω)d)

≤ c
(
‖u0‖L2(Ω)d + ‖f‖L2(0,T ;H∗) + ‖pb‖L2(0,T ;H1(Ω))

)
.

For a convergence theorem, we assume:

Hypothesis 3.6. The solution (u, P ) to (3.11) satisfies

u ∈ C([0, T ];H ∩H2(Ω)d) ∩H1(0, T ;L2(Ω)
d
) ∩H2(0, T ;H∗), P ∈ C([0, T ];H1(Ω)).

We also assume f ∈ C([0, T ];H∗) and pb ∈ C([0, T ];H1(Ω)) and set in Problem 3.2 for all k =
1, 2, . . . , N ,

fk := f(tk), pbk := pb(tk).

Theorem 3.7. Under Hypothesis 3.6, there exist two constants c, τ0 > 0 independent of τ such that
for all 0 < τ < τ0,

‖u− ūτ‖L∞(0,T ;L2(Ω)d) + ‖u− ū∗τ‖L∞(0,T ;L2(Ω)d) + ‖u− ū∗τ‖L2(0,T ;H1(Ω)d) ≤ c
√
τ ,

‖ūτ − ū∗τ‖L2(0,T ;L2(Ω)d) ≤ cτ.

Remark 3.8. For regularity of the solution (u, P ) to (3.11), see Bernard (2003) and Kim (2015). In
the case of the homogeneous Dirichlet boundary condition on the whole boundary Γ, high regularity
properties of the solution to the Navier–Stokes equations are well-known (Boyer and Fabrie, 2013).

Furthermore, we assume the following regularity assumptions:

Hypothesis 3.9 (Regularity of the Stokes problem). There exists a constant c = c(Ω,Γ1,Γ2) > 0

such that for all e ∈ L2(Ω)
d

‖w‖H2(Ω)d + ‖r‖H1(Ω) ≤ c‖e‖L2(Ω)d ,

where (w, r) ∈ H × L2(Ω) is the solution to{
a0(w,φ)− (r, divφ) = (e, φ) for all φ ∈ H,

divw = 0 in L2(Ω).
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Hypothesis 3.10. The solution (u, P ) to (3.11) satisfies

u ∈ H1(0, T ;H1(Ω)
d
) ∩H2(0, T ;L2(Ω)

d
) ∩H3(0, T ;H∗), P ∈ H1(0, T ;H1(Ω)).

Then, we can improve the convergence rate:

Theorem 3.11. Under Hypotheses 3.6 and 3.9, there exist two constants τ1, c > 0 independent of τ
such that for all 0 < τ < τ1,

‖u− ūτ‖L2(0,T ;L2(Ω)d) + ‖u− ū∗τ‖L2(0,T ;L2(Ω)d) ≤ cτ.

Furthermore, if we also assume Hypothesis 3.10, then there exist two constants τ2, c > 0 independent
of τ such that for all 0 < τ < τ2(≤ τ1),

‖P − P̄τ‖L2(0,T ;L2(Ω)) ≤ c
√
τ .

Remark 3.12. Hypothesis 3.9 holds, e.g., if Ω is of class C2,1 (Bernard, 2002).

3.3 Main result: existence of a weak solution to (NS)

Using Theorem 3.5, we prove that there exists a solution to a weak formulation of (NS) weaker than
(3.11). Putting φ := v ∈ V in the first equation of (3.11), we obtain the following equation: for all
v ∈ V , 〈

∂u

∂t
, v

〉
V

+ a0(u, v) + a1(u, u, v) = 〈f, v〉H −
∫
Γ2

pbv · nds (3.14)

in L1(0, T ).

Corollary 3.13. Under the condition (3.10), there exists a solution u ∈ L2(0, T ;V ) ∩ L∞(0, T ;

L2(Ω)
d
) ∩ C([0, T ];V ∗) to (3.14) with u(0) = u0 such that ∂u

∂t
∈ L4/pd(0, T ;V ∗).

Remark 3.14. For f ∈ L2(0, T ;L2(Ω)
d
) and pb ∈ L2(0, T ;H1/2(Γ2)), local existence and uniqueness

of a weak solution u to (3.14) with u0 ∈ H are proven by Bernard (2003). Since it holds that

a0(u, v) =
d∑

i,j=1

∫
Ω

∂ui
∂xj

∂vi
∂xj

dx+

∫
Γ2

κu · vds for all u, v ∈ H,

where κ := div n = (d− 1)×(mean curvature) (cf. Remark 3.1), (3.14) is equivalent to〈
∂u

∂t
, v

〉
V

+
d∑

i,j=1

∫
Ω

∂ui
∂xj

∂vi
∂xj

dx+

∫
Γ2

κu · vds+ a1(u, u, v)

=〈f, v〉H −
∫
Γ2

pbv · nds for all v ∈ V

(3.15)

in L1(0, T ). Kim and Cao (2015) prove that there exists a weak solution u to (3.15) with f ∈
L2(0, T ;V ∗), pb ∈ L2(0, T ;H−1/2(Γ2)), and u0 ∈ U , where U is defined in Remark 3.4. We demon-
strate the existence of a weak solution u to (3.14) with a different approach than Bernard (2003) and
Kim and Cao (2015).
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