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Preface

This book is a tribute to Professor Ingvar Johansson — a philosopher
through and through — on the occasion of his seventieth birthday. It is a
collection of contributions from all over the world written expressively
for this volume by a host of philosophers at various stages in their ca-
reer, who have all enjoyed an association with Ingvar, as a friend, col-
league, and/or mentor. This is our way of expressing our esteem of him
and his work on this happy occasion. His work, by the way, is not at an
end. For him “retirement” only means an open-ended research leave.

Ingvar has made very significant contributions to 20" and 21% Century
philosophy, both in his treatment of classical philosophical problems,
but also through his extraordinary ability to detect hitherto unnoticed
philosophical issues and to say something very interesting about it. The
latter 1s perhaps best seen in his discussions of issues in the interface be-
tween philosophy and the natural sciences. However, we will not attempt
to summarize Ingvar’s career or the content and value of his philosophi-
cal works, although a bibliography of his works is provided at the end of
this book. No, for someone for whom philosophy is a way of life (a cli-
ché that just occasionally is all too true), as opposed to a job, or hobby,
or a means to fame or fortune, the proper expression of esteem is to offer
to him, as a kind of ritual sacrifice, the fruits of our philosophical labour.
We hope he will enjoy reading the essays as much as we enjoyed writing
them. If he likes them, it is praise of the highest kind.

The contributors have been completely free to choose their subject
matter, wherefore they are not organised according to any theme. The di-
versity of philosophical subject matters discussed in the various essays
reflect the breadth of Ingvar’s philosophical interests and engagement
with philosophy, and the essays all aspire in their manner of approaching
each subject to pay homage to Ingvar’s passion for serious philosophical
reflection. The international distribution of contributors indicates better
than anything the worldwide impact of Ingvar’s work; and, conversely,
that everywhere in the world people know to appreciate first class philo-
sophy.

Ingvar’s works have undeniably made their impact on us all, but
maybe more what could be called his philosophically virtuous nature. He
is generous with his vast knowledge of philosophy, constructive in his



criticism, and encouraging in his praise. He is driven by the pursuit of
truth and knows that we can only hope to achieve it together; a true
socialist in intellectual as well as material sense. All in all, he bears the
mark of someone with a “great soul”, someone worthy of the highest
praise but who has the correct attitude towards receiving such honours.
In other words, he deserves the honour now bestowed upon him, but it
won’t turn him into a diva.

Christer Svennerlind
Jan Almdng

Roégnvaldur Ingthorsson



Living with Uncertainty — A Plea for Enlightened
Skepticism
Jens Allwood

1. Why Interesting?

It has been claimed that life is impossible without knowledge and cer-
tainty, that the ability to survive and act purposefully in the world re-
quires certainty and knowledge. If we are never certain, how can we ever
do anything? Will we not be reduced to uncertain bewildered passivity?
In this short paper, I will briefly examine some of these assumptions
and claim that “living with uncertainty” is not only a correct description
of our lives but, in fact, also a normatively desirable state of affairs.
If we turn to science to try to find an answer to some of the questions
above, we will find that on most of the issues (if we look deeply
enough), there will be disagreement and so, in the end, we still have to
exercise our own judgment. We will also find that on most issues, the
information explosion ha meant that there is very much, often far too
much, information available, so that we have to form our opinion on
only part of the information that exists. No one really has an overview of
all of science any more and the lack of overview is unfortunately also
increasingly true of the situation within single scientific areas and dis-
ciplines. Still, we may again ask if all of these factors motivating un-
certainty prevent most of us from acting purposefully and continuing our
lives?

2. Why Be Uncertain?

A basic reason for uncertainty is that the world, as far as we can under-
stand, is far richer in information than any single human being can com-
prehend and probably also richer in information than we collectively as
humans can comprehend. In our daily lives we are constantly confronted
with uncertainties. What will the weather be like? Will there be another
storm? What will the road traffic be like? Will there be a traffic jam?
Will there be an accident? How are my savings doing? Will Nature be
calm or will there be a natural disaster somewhere? Will our planet Earth
collide with some asteroid or comet? Will war break out? Can we be
safe from international terrorism? Will I catch some disease from some
person I meet? Is the food we are eating really nutritious and safe or is it
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the opposite? Is the medicine I am getting really effective or will it have
unforeseen side effects?

The list can be made much longer. Life is full of uncertainties and
unforeseen consequences. Yet, this does not stop most of us from con-
tinuing our lives. In a sense, we have no other choice but to live with
uncertainty.

If we turn to science to try to find an answer to some of the questions
above, we will find that on most of the issues (if we look deeply
enough), there will be disagreement and so, in the end, we still have to
exercise our own judgment. We will also find that on most issues, the
information explosion ha meant that there is very much, often far too
much, information available, so that we have to form our opinion on
only part of the information that exists. No one really has an overview of
all of science any more and the lack of overview is unfortunately also
increasingly true of the situation within single scientific areas and
disciplines. Still, we may again ask if all of these factors motivating un-
certainty prevent most of us from acting purposefully and continuing our
lives?

3. Knowledge, Certainty and Uncertainty

Let us now briefly discuss what epistemological backing we can find for
recognizing, accepting and perhaps positively affirming a life in un-
certainty. We will start by considering the most classical of all epistemic
concepts, namely “knowledge” and its relation to “certainty”. “Know-
ledge” and “certainty” are closely linked. If we “know” something, we
are usually “certain” of it and if we are “certain” of something, we think
we know it. However, the picture becomes less clear if we analyze the
relationship between “knowledge”, and “certainty” a little more closely.
In keeping with philosophical tradition, let us start by defining “know-
ledge” as “true, justified belief” and “certainty” as an attitude we have
when we think there is no counter evidence to what we believe. A first
consequence of this is that we see that “knowledge” and “certainty”,
even if often associated, are not always necessarily linked. We can have
a true justified belief (knowledge) without necessarily thinking that there
is no counterevidence to the belief (certainty) and thus we can have
knowledge without being certain. An example of this might occur, when
a cautious person who is investigating some problem happens to stumble
on the truth and as a result of the investigation also has justification for a
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particular belief about what has been found, but is still uncertain about
whether what he/she believes is true. Likewise, it is possible to be
certain without having knowledge, if we think that there is no counter
evidence to one of our beliefs (being certain) without it being the case
that what we believe is a “true, justified belief” (i.e. not knowledge).
Examples of certainty without knowledge fairly often occur in political
or religious fanaticism. Adherents are very certain about beliefs which
turn out neither to be true nor to have good justification.

Part of the reason for why the issue is so complex has to do with the
traditional normative requirements on “knowledge” as “true, justified
belief” We can often give good justification for our beliefs, but “truth”
in the sense of “correspondence between our beliefs and reality” is much
harder to ascertain and recognize.

An ancient response to this difficulty (already suggested by Socrates,
cf. Plato 1892), is to become a skeptic with regard to knowledge. The
most classic kind of skepticism holds that we can only know one thing,
namely that “we cannot know anything”. The position is often called
“Academic skepticism”, since it was the view of knowledge propagated
in the Platonic academy after Aristotle. “Academic skepticism” was later
criticized by Pyrrhon, and following him also by his disciple Sextos
Empiricos (from whose books we have most of our knowledge of the
learning of antiquity) for not being skeptical enough (see Patrick 2006).
Their criticism is simple and goes as follows — How do academic
skeptics know that they do not know anything? Might it not be the case
that one of the beliefs for which they have justification also happens to
be true and that they therefore have knowledge. Pyrrhon and Sextos
Empiricos advocated being more humble and accepting uncertainty. In
fact, they claimed that if we learn to accept uncertainty, we can reach
“ataraxia”, a state of mind that can be characterized as acceptance of
uncertainty combined with “freedom from doubt”, a state of mind that
allows us to actively live in the world with an inquisitive and open mind.

4. Some Consequences of Being Satisfied with Justified Belief

In line with this (unfortunately not sufficiently well known and under-
stood) type of skepticism, I would like to suggest that the argument
given above basically is still correct today and that we should in general
when it comes to having a basis for our action, be satisfied with
“justified belief”. This, of course, does not mean that “anything goes”
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and that we can lazily relax and stop caring about the correctness of our
beliefs. On the contrary, good justification of belief involves striving to
meet all the classical normative criteria of scientific methodology, while
at the same time realizing that we probably have not been totally suc-
cessful. We should therefore strive to make what we believe in “true”,
“consistent”, “exhaustive”, “perspicuous”, “economic” and “fruitful”.

As aids in pursuing knowledge and truth in this sense, we can use the
means traditionally recommended in science, i.e. observation (direct ex-
perience and clear evidential intuition) and the inductive methods based
on observation as well as deduction and analysis, combined more in-
directly with reliance on authority, i.e. reliance on trustworthy sources.

Living with uncertainty, however, means that we do not have absolute
faith in these aids and that we are prepared to admit that all the goals
connected with the search for truth have so far probably not actually
been attained by science.

Rather, we should interpret the goals as regulative ideals (in the
Kantian sense (cf. Kant 1781), i.e. as goals towards which we strive in
science. Thus, we are pursuing truth, consistence, exhaustiveness, but
have so far not been totally convinced that we have attained these goals.
We recognize that beliefs for which we have good justification must be
open for revision and could be shown to be wrong. Following Peirce
(1931) ' and Popper (1974), this attitude is sometimes known as
“fallibilism”.

Realizing that we are “living with uncertainty”, thus, fosters an atti-
tude of humility and open inquisitiveness. We don’t know everything
and we might be wrong about what we think we know.

One way to operationalize and live with this attitude is “to be more
skeptical than most people about that which most experts believe is
certain” and “to be somewhat less skeptical and more open to less con-
ventionally accepted views that are dismissed by most people, including
experts.

This way of living with uncertainty, which we might call “epistemic
humility”, is not incompatible with forceful argumentation. Thus, in the
face of opposition, we might well try to defend our justified beliefs as
strongly as possible, in order to have them tested by good counter argu-

' Cf. paragraphs 147-149 of the untitled manuscript from c. 1897.
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ments from our interlocutors, all the while being ready to change our
views if the arguments presented are better than our own.

Epistemic humility also has ethical consequences. It fosters an attitude
of tolerance. It is mostly wise to give the other party the “benefit of the
doubt”. If we are bent towards utilitarian ethics and believe that the
actions that are ethically most desirable are the actions that have the
maximally best consequences, epistemic humility can help use to accept
that calculation of the consequences of most actions is a complex affair
— so complex that in everyday life, living with uncertainty probably
requires another approach. In the end, perhaps good intentions (Kant
1786) together with an estimate of consequences, which we realize is un-
certain, 1s the best we can hope for.

Returning to the initial question of this paper “Is it possible to live
with uncertainty and still act purposefully in the world?”, perhaps an
attitude of what might be called “brave pessimism” or alternatively
“skeptical optimism” might be recommended.

The human condition is such that upon reflection, it is hard to be fully
certain. Mostly the best we can hope for is justified belief. In the face of
a continuously changing world, knowledge and certainty should not be
seen as qualities we already possess, but rather as ideal goals towards
which we are continuously striving. In everyday life, certainty is not re-
quired, rather we should trust our justified beliefs and basic intuitions
(sometimes provided by evolution) and act bravely but also cautiously,
hoping for the best, being ready to show flexibility and to revise our be-
liefs and plans when this seems called for.
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An Argument Against Disjunctivism
Jan Almdng

1. Introduction

One of the classical problems regarding the nature of perception is how a
perceiver is related to the object of perception. In recent decades, two of
the most prominent theories purporting to solve this puzzle have been
disjunctivism and intentionalism. According to intentionalism, a per-
ceiver is related to a perceptual object through a perceptual state that has
some kind of intentional content. The intentional content generates cer-
tain conditions of satisfaction. If there is an object satisfying these
conditions, then the perceiver is perceptually related to that object.

Intentionalism is consistent with the notion that veridical and hallucin-
atory perceptions can be of the same kind. For it might be that different
perceivers have perceptions with the same content yet different objects.
In so far as a perceptual content has an indexical character, the same
content can pick out different objects in different contexts. If, for ex-
ample, I am currently perceptually presented with a black cat, the con-
text surrounding me determines whether or not I am having a veridical
perception, and consequently is perceptually related to a black cat, or
having a hallucination, in which case there is no object satisfying my
perception and I am not perceptually related to anything.'

According to disjunctivism however, there is no common factor be-
tween hallucinations and veridical perceptions. A hallucination is an
entity of a different kind than a veridical perception. The reason for this
is that in a veridical perception, the perceptual object itself enters as a
constituent in the perceptual experience (cf. Snowdon 2005). A slightly
weaker claim, entailed by the doctrine that the object is a constituent of
the experience, but not entailing it, is that veridical (but not hallucin-
atory) perceptions are by necessity relational. That is, a veridical per-
ception is (or bears by necessity) a relation to the perceived object (cf.
Mulligan & Smith 1986).

It seems to me that whereas there are significant differences among
disjunctivists, most disjunctivists accepts the thesis (D):

' For influential intentionalistic accounts of perception, see in particular Husserl
(1984), Recanati (2007), Searle (1983), and Smith (1989).
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(D) If a perceiver veridically perceives o, then there is a complex pRo,
where o is the object perceived, R is a relation connecting p to o, and p
is either the perceiver herself, or a state of the perceiver.

(D) is not a very strong thesis. Indeed, it is so weak that most inten-
tionalists would accept it as well. On an intentionalistic reading, the left-
side relatum, p, would be the intentional content of a perceptual state and
R would be a relation obtaining only when there 1s an object satisfying
the conditions of satisfaction laid out by the intentional state.

Perhaps it might here be objected that the disjunctivist is committed to
a stronger version of (D). For according to the disjunctivist, the visual
complex is essentially constituted by whatever right-side relatum it is
constituted by. Now, even if disjunctivism is committed to this doctrine,
the intentionalist might well be committed to the same position. For the
intentionalist, no less than the disjunctivist, might hold that complexes
are individuated by their particular constituents, and not merely by the
kind of constituents that feature in them. Indeed, this is presumably what
both disjunctivists and intentionalists should say for independent onto-
logical reasons.

While intentionalists and disjunctivists can agree about (D), they
disagree with respect to another crucial issue. According to (most) inten-
tionalists, the left-side relatum in (D) is a perceptual state with inten-
tional features. A state which is exactly similar to this state might how-
ever be a constituent of a hallucinatory experience. So there is nothing
about the intrinsic character of intentional states which makes them
veridical or not.

But here the disjunctivist will disagree. Many disjunctivists express
themselves in terms of veridical experiences being experiences of dif-
ferent kinds than hallucinatory experiences (Soteriou 2010, Martin
2004:43). And at least some disjunctivists seem to make the claim that
hallucinations and veridical experiences have no psychological features
in common except being indistinguishable from each other (Soteriou
2010).

We can express this in terms of the no common factor thesis (NCF):

(NCF) Veridical visual experiences and hallucinatory visual experi-
ences lack a common factor, in the sense that each veridical percep-
tion is constituted by a psychological state, and no state which is
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qualitatively identical to this state is a constituent of a hallucinatory
experience.

Several aspects of (NCF) are noteworthy. First of all, I will simply
assume that the psychological state cannot be identical to the complex
mentioned in (D). Whereas it is obviously logically possible to use the
term “psychological state” in this wide sense, the intentionalist might
also use the term in this wide sense, and so the difference between inten-
tionalism and disjunctivism would only be terminological.

Secondly, the psychological state mentioned in (NCF) cannot be
identical to the object of perception. For whatever else objects of per-
ception are, they are normally not psychological states. A third point is
that provided that the psychological state is a constituent of the per-
ceptual experience, it must be either the left-side relatum of the complex
mentioned in (D) or the relation R.

A fourth point is that the psychological state mentioned in (D) might
well itself be a complex of some kind. If this is the case, the natural con-
stituents of this complex are psychological properties. In the case of per-
ception, the plausible candidates that might figure as constituents in such
a complex are intentional and phenomenal properties.

A fifth point is that we need not commit the disjunctivist here to the
extremely strong claim that veridical and hallucinatory experiences have
nothing in common. Let us assume that a psychological state is a com-
plex of psychological properties. Then the disjunctivist can claim that a
hallucinatory experience is partially constituted by the same properties
as a veridical experience.

The problem that will be discussed in the present paper concerns the
constituents of the perceptual complex mentioned in (D). Apart from the
object of perception, what might the other constituents be? I shall argue
that the disjunctivist cannot give a plausible answer to this question
without violating (NCF). In short, I shall argue that one of these con-
stituents must be a psychological state, such that this state could be a
constituent in a hallucinatory experience as well as a veridical experi-
ence.

In the second section I shall set out in more detail the problem and
possible solutions to it. In short, I shall argue that four solutions are
available for the disjunctivist. The third to the sixth sections will then
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analyse the various options and argue that none is particularly attract-
-]
ive.

2. The Problem

I have given a very brief description of what might be called a “generic”
kind of disjunctivism. According to generic disjunctivism, the object of
perception is a constituent of a veridical perception. But this leaves it
open what the other constituents of a veridical perception are. One of
these constituents must however be a psychological state.

Let us say that the missing second relatum of our complex is the left-
side relatum. The object of perception will then be the right-side
relatum. We can presumably perceive all kinds of entities, but I will in
most examples assume that the right-side relatum is a substance of some
kind, where a substance is here conceived of as an ordinary material
object, like a car, a cat or a stone. (The concept object 1s in the present
context taken to have as its extension all entities that can possibly exist,
be they properties, substances, events, relations or states of affairs.)

But what can the left-side relatum be? There seems to be two possible
answers here: Either the left-side relatum is a psychological state or it is
a perceiver. If the left-side relatum is the perceiver herself — as opposed
to a particular state of hers — then the relation connecting the perceiver
to the object of perception must presumably be a psychological state,
presumably what can be called a “seeing”. We shall return to discussing
the exact nature of this relation in the next section.

Our second alternative is to conceive of the left-side relatum as a
psychological state. Here it is possible to argue that phenomenal prop-
erties, intentional properties, or both constitute the state. Perhaps the
most natural way would be to conceive of the left-side relatum as a com-
plex that is constituted by both phenomenal and intentional properties.
But since such an account would beg the question against at least some
disjunctivists, we shall examine intentional and phenomenal properties
in separation from each other.

"It should be noted that whereas the literature on disjunctivism is vast, I have come
across very few disjunctivists discussing the particular problem raised in this paper.
Hence, I shall largely refrain from speculating where they might try to block the
argument. The paper is thus not to be read as a criticism of any particular dis-
junctivist, but rather to a generic disjunctivist who accept (D) and (NCF).
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Let us now turn to the question of what relates the left-side with the
right side. We can quickly discern three alternative options: The relation
can be external, internal or a relation of dependence. External relations
are normally conceived of as relations that are not derivable from the
nature of the relata. Consequently, the relata can exist independently of
each other (cf. Johansson 2004:120f.)." Internal relations have been the
subject of considerable philosophical discussions and the terminology is
not always consistent from one philosopher to another. In the sense to be
used here however, internal relations are derivable from the qualities of
the relata but can exist in independence from each other. (This is what
Johansson (2004: 120f.) calls “grounded” relations.)’

The most important of these notions is however existential depend-
ence; | shall argue that this is the relationship needed by the dis-
junctivist. The exact nature of existential dependence is a topic of some
controversy and there seems to be several kinds of dependence. I shall
have more to say in section 4 about the kind of dependency required by
the disjunctivist. Suffice it for now to say that an entity x existentially
depends upon an entity y, if x exists in virtue of y, or if x requires for its
existence y, where the relationship in question is conceived of as meta-
physical and not nomological. Let us note here that if the left-side
relatum is a perceiver, the connecting relationship cannot be a relation of
existential dependence. For whatever else perceivers are, they are cer-
tainly not metaphysically dependent upon the objects of perception.

Intentionalists like myself normally conceive of the perceptual rela-
tion as an internal one, obtaining in virtue of the qualitative nature of a
perceptual state on the one hand, and on the qualitative nature of the
object of perception on the other hand (cf. Johansson 2004:ch. 13). But
this option is unavailable for the disjunctivist, because if the connecting
relationship is internal or external, the state in question might have

! Spatial relations seem to be the classic example of external relations. If two bodies
are located two metres from each other, then the bodies themselves need not change
were the distance between them to change. The spatial relation that they bear to
each other is not derivable from their own nature.

? Similarity is a typical example of an internal relation. Let us for example assume
that x and y are property-instances which are exactly similar. If that is the case, the
relation obtains in virtue of the inner nature of x and y. If x and y are instantiated,
then the relation between them is by necessity instantiated. Yet it is nevertheless
logically possible for x to exist even though y does not exist, and vice versa.



20

existed in the absence of the object of perception. But then there seems
to be nothing that precludes that this state or one that is qualitatively
identical might have been a constituent of a hallucinatory experience.

If these arguments are correct, our generic disjunctivist has four
options.' It is possible to claim that the left-side relatum is a perceiver
and the connecting relation internal or external. In section three I shall
study this option. I shall argue that in order for this claim to be non-
trivial, the disjunctivist must claim that the psychological state cum
relation is existentially dependent upon the object of perception. So this
position reduces to the position that the left-side is a psychological state
and the connecting relation a relation of one-sided dependence.

In section four I go on to examine the kind of dependence needed by
the disjunctivist. I shall study three options and argue that the only one
of these that might be employed by the disjunctivist is the Husserlian
notion of foundation, or, as I shall call it, of qualitative dependence.
Now, if a perceptual state is qualitatively dependent upon the object of
perception, the idea must minimally be that either a phenomenal state
(which may or may not be a complex of phenomenal properties) or an
intentional state (which may or may not be a complex of intentional
properties) existentially depends upon the object of perception. So I shall
study these claims in separate sections.

In section five I argue that it is implausible to suppose that any
phenomenal properties are qualitatively dependent upon the object of
perception. And in section six I argue that qualitative dependence is too
weak a notion to capture the kind of connection required if the claim is
that an intentional state or property depends upon the object of per-
ception. A decent case can be made that no intentional property could be
dependent in the required sense of the object of perception.

3. Perceivers as the Left-Side Relata

If we posit a perceiver as the left-side relatum, it must be emphasized
that it is not any particular state of the perceiver that is posited as the
left-side relatum. For if it were held that the left-side relatum was a state

" There are actually far more options if we take into account various versions of
disjunctivism which rely on some kind of Russellian propositions (cf. Tye 2007).
Since I have argued against Russellian propositions elsewhere, I shall not repeat
those arguments here (cf. Alméing 2012).
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of the perceiver, it would be that state, and not the perceiver conceived
of in abstraction from any particular state, that would be the left-side
relatum.

We can now immediately see that if a perceiver is the left-side
relatum, the relation connecting the perceiver to the object of perception
cannot be an internal relation. Internal relations are derivable from the
nature of the relata. But the perceptual relation is certainly not derivable
from the nature of a perceiver and a perceptual object if the perceiver is
conceived of in abstraction from whatever states she happens to be in at
any point in time. If the perceptual relation were internal, perceivers
would perceive whatever it is that they perceive at a given moment in
time, for as long as both the perceiver and the object of perception
remains in existence. But that is absurd to assume, so whatever else
perception is, it cannot be an internal relation with a perceiver as a left-
side relatum.

A more promising approach would be to claim that the perceptual
relationship is an external one. If this is the case, the relation is not
derivable from the nature of the relata. There is, in other words, nothing
about the relata that necessitates that a relation holds between them.
Disjunctivists do not always describe the nature of the relation they
appeal to, but it is, I think, fair to say that many disjunctivists would
claim that the relationship i1s an external one. On such an account then,
the left-side relatum is a perceiver, the right-side relatum an object of
perception, and the connecting relation a psychological state of “seeing”
or “perceiving”.

Even so this move is problematic. Unless the theory is specified
further, the claim is at best trivial and at worst incoherent. Consider first
a normal perception where one person perceives another person. On the
account under consideration, the disjunctivist would say that the
perceiver bears an external perceptual relation to the perceived. It is now
trivially true that this relation is non-symmetric. If the first person is
perceptually related to a second person, then it does not follow that the
second person perceives the first person.

If it is the case that the perceptual relation is not derivable from the
relata, as is the case if the perceptual relation is an external one, it would
now appear inexplicable why the first person is perceiving the second
person and not vice versa. For, we have been told, it is not in virtue of
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the relata that the relation obtains. So in virtue of what fact of the matter
is it that the relationship goes from one person to another? The present
line of argument might even be strengthened further. If the relationship
1s not derivable from the nature of the relata, it seems to follow that the
direction of the relationship could in principle change, even though no
change occurs in the relata. But that seems even more incredible.

The disjunctivist might here point out that the intentionalist would do
well to accept a similar account. For the intentionalist would need to
claim that insofar as perceivers qua perceivers perceive an object the
relation must be external. The intentionalist claims that in veridical per-
ception an intentional state is internally related to a perceived object.
The intentional state is one-sidedly existentially dependent upon the
perceiver. The perceiver is however not existentially dependent upon its
perceptual state but rather externally related to it. Accordingly, the
relationship holding between perceiver and perceived would even on an
intentionalistic account be an external one.

But there is a crucial difference between the intentionalist and the
disjunctivist. The relationship between perceiver and perceived is not
according to the intentionalist the perceptually basic one. The per-
ceptually basic relationship is the relationship between the intentional
state and the perceived object. And the intentionalist has at least an
explanation of why that obtains in the veridical case and fails to obtain
in the hallucinatory case.

The disjunctivist however would in order to differentiate herself from
the intentionalist have to claim that the relation obtaining between
perceiver and perceived is the perceptually basic relationship. But if this
1s merely a statement to the effect that in veridical perception there is an
external perceptual relation holding between perceiver and perceived,
the claim is not very illuminating or even original — most intentionalists
would accept it as well. We are not given an account of why the per-
ceiver 1s perceptually related to a particular object and in virtue of what
the direction of the relation goes from perceiver to perceived. The claim
is mainly the negative one that this is not due to any psychological state
such that a qualitatively identical state might be a constituent of a
hallucinatory experience.

The problem here is indicative of a more general problem. Philo-
sophical theories of perception are normally required to give an account
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not only of the ontological problem of what the constituents of a per-
ception is, but also of the explanatory problem of why a perceiver in a
particular circumstance perceives (or fails to perceive) a certain object.
If, however, we are merely told that perception is an external relation
between a perceiver and an object of perception, we have been provided
with a very poor solution to the ontological problem and no solution at
all to the explanatory problem. Note here that it is not possible for the
disjunctivist to claim that the right-side relatum is causally related to the
left-side relatum. Causal relations are normally conceived of as external
relations. But it cannot be a causal relation that obtains between the
object of perception and the perceiver conceived of in abstraction from
her various states.

The explanatory problem has been raised in the context of dis-
junctivism by Paul Coates. He argues that the disjunctivist must give an
account of why a perceptual relation obtains between a perceiver and an
object of perception in a veridical perception (Coates 2007:73). Now, it
is obviously theoretically possible to refuse to give an account of the
explanatory problem. But disjunctivism would then not say anything
positive about perception which contradicts other theories of direct
realism about perception.

There is nevertheless a natural way for the disjunctivist to go from
here. The disjunctivist could give a positive account of the perceptual
relation. The only theory of disjunctivism I am aware of that has tried to
meet the explanatory challenge by giving a positive account of the
perceptual relation is the theory provided by Kevin Mulligan and Barry
Smith (1986). They claim that perception is a relation between a
perceiver and an object of perception. The relation is a state that
existentially depends upon both the perceiver and the object of per-
ception. On a sufficiently robust conception of dependence, this makes it
a relational state connecting the perceiver with the object of perception.

It is important to note that even though the state depends upon its
relata, the relata does not depend upon the relational state (the per-
ceiving) or upon each other. So the relation holding between perceiver
and object of perception is still an external relation. According to
Mulligan and Smith the relational state is an intentional state. Yet this
does not seem essential to the solution. It is possible for a disjunctivist to
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claim that the state is phenomenal instead of intentional (cf. Campbell
2002:ch. 6).

If my analysis is correct, disjunctivism collapses into the kind of dis-
junctivism which posits psychological states as their left-side relata and
existential dependence as the relation connecting the properties to the
objects of perception. Let us therefore turn to investigate the prospects
for a theory which claims that psychological states existentially depends
upon the object of perception.

4. What Kind of Dependence?

If the account so far is correct, the disjunctivist needs to claim that there
is a psychological state (or property) which existentially depends upon
the object of perception. So we need to investigate to what extent (if
any) a psychological state (or property) could existentially depend upon
an object of perception. But this requires first of all that it is clear which
conception of dependence we are working with. Considering the many
kinds of dependence on offer in the current literature, we cannot here
examine all the alternatives. In this section we shall focus on three
distinct kinds of metaphysical dependence, viz. grounding, particular
dependence and qualitative dependence. These seems to me the most
suitable candidates, though obviously a case could be made that there is
some other kind of dependence which works better, even though I
cannot see one.

We would do well to note that the dependencies in question are one-
sided metaphysical dependencies. This means that if an entity somehow
depends upon another entity, the first entity is necessarily dependent
upon the second entity, but not necessarily vice versa. Causal depend-
ence is clearly too weak for the disjunctivist, and it is difficult to see any
other kind of dependence doing the required work. Let us also note that
metaphysical dependence is a stronger connection than “modal cohab-
itation”, or the connection obtaining between a and b, when a exists in
all possible worlds that b exists in.

Let us begin by investigating whether a psychological property can be
grounded in an object of perception. The discussion concerning meta-
physical grounding has exploded in the recent decade or so, and ob-
viously we cannot discuss all possible accounts of grounding here.
Nevertheless, on most accounts grounding is a relation which is not
merely a modal connection but also a determinative or explanatory con-
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nection (cf. Fine 2012:38). In the present context I shall take this to
mean that if x is grounded in y, then x exists because y exists. We can
also express this in terms of x existing in virtue of y existing.

In the present context grounding is assumed to be a determinative con-
nection in the sense that if the grounding object exists, then the grounded
object exists by necessity (cf. Fine 2012:38). It is however important to
note that grounding is not here supposed to be a relation of existential
dependence. There is nothing in the notion of grounding that precludes
that an object is grounded in another object yet nevertheless could exist
in the absence of the other object. Even if y grounds x, x might have
existed without y. It might for example have been the case that x had
been grounded by z instead of by y.

Now, there is a rather large discussion concerning what the relata of
the grounding relation might be, but the details need not concern us here.
Let us assume that it is facts which are the relata. Then the disjunctivist
would have to claim that the fact that a perceiver is in a perceptual state
is grounded in the fact that the object of perception is in the vicinity of
the perceiver.

But we can now easily see that grounding is not the relation we are
looking for. Because on the conception of grounding we have been
working with, the ground necessitates the existence of the grounded
object. But it seems rather obvious that the fact that the object of per-
ception is in the vicinity of a perceiver cannot necessitate the existence
of any psychological state.

At this point there is a natural option for the disjunctivist. She might
make the claim that the fact that the object is in the vicinity of the
perceiver grounds the fact that the perceiver is in a psychological state in
conjunction with various other facts. The first fact would then be what
Kit Fine has called a “partial” ground (Fine 2012:50) and not a full
ground. What might these facts be? Presumably, they would have to
include facts about illumination conditions, about the fact that the per-
ceiver is spatially related to the object of perception in a suitable way,
about various facts concerning the perceiver and about various natural
laws governing reflection and transmission of light and how neural
mechanisms work.

The problem with this account is not that it is erroneous, but that it is
uncontroversial. For in assuming not only that various facts regarding
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the context of perception obtain, but also that various nomological facts
obtain, we have given an account which both the causal theorist and the
intentionalist could accept. For the above account says only that in
certain conditions an object causes a certain psychological state. If the
object of perception grounds a psychological state only in conjunction
with various facts regarding the perceptual context and certain nomo-
logical facts, we are presumably only claiming that the object is a distal
cause for the psychological state. In short, if the fact that the object of
perception is in the vicinity is only a partial ground in the sense in-
dicated, the metaphysical connection required by the disjunctivist is lost.

Let us now turn to particular dependence. This kind of dependence is,
very briefly, the kind of dependence involved when a particular object a
depends for its existence on a particular object b, in the sense that a
could not exist did not b exist. The notion of particular dependence is
supposed to be indifferent to whether objects that are qualitatively
identical to a, depend for their existence on b or some object that is
qualitatively identical to b.

Particular dependence supposedly comes in many varieties. Consider
for example Kripke’s thesis of the necessity of origins. According to
Kripke (1980:114) a biological organism such as a human being (Alan)
has its origin by necessity. Alan could not exist had not this sperm
formed an embryo with a particular ovum. So Alan is particularly de-
pendent upon a particular sperm and ovum.

Let us take a look at a second case. Amie Thomasson (1996:295) has
argued that works of fiction depends for their existence on their authors.
On Thomasson’s account Hamlet could only have been written by
Shakespeare. But it is possible that a work that was word by word ident-
ical to Hamlet might have been written by a different author in different
circumstances. So Hamlet is particularly dependent upon Shakespeare.

A third case of particular dependence might be the dependence of a
colour-instance to its bearer. If we assume that there are property-
instances or tropes, it is natural to assume that the redness of my car
could not have been the redness of a different object. So the redness-
trope of my car is particularly dependent upon my car.

Now, it might well be that particular dependence is a necessary con-
nection between our psychological property / state on the one hand and
the object of perception on the other hand. But we can quite easily see
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that it cannot be a sufficient connection. It must be complemented with
some other kind of connection.

The reason is very simple. Let us assume that a psychological state
psl is particularly dependent upon an object of perception o and that ps/
does not in any other sense depend on o. If that is the case, there might
be a psychological state ps2, which is qualitatively identical to psi, yet
which is not particularly dependent upon o or any object which is qualit-
atively identical to o. But if this is the case, the door is left open for ps2
to be a constituent of a hallucinatory experience. For ps2 does not re-
quire for its existence any object of perception. But this clearly violates
(NCF).

The problem is that an intentionalist might well accept that the psy-
chological state constitutive of a veridical perception is particularly
dependent upon an object of perception. But a qualitatively identical
state could have existed even though it was a hallucination. And con-
sequently (NCF) would be violated. So the disjunctivist needs a stronger
connection. And a natural candidate here would be qualitative depend-
ence.

Whereas particular dependence i1s a relation between particular ob-
jects, qualitative dependence is a relation between essences. Let us say
that two objects have the same essence if they are qualitatively identical
or exactly similar. In the case of properties, this would mean, assuming
an ontology of universals and tropes, that two tropes have the same
essence if they are instances of the same universal.

My account of qualitative dependence is supposed to mirror Husserl’s
account of foundation in his third Logical Investigation (Husserl 1984),
though I shall depart slightly in the formulation of the dependence from
that of Husserl.

In order to see how this works, let us assume that a is an object with
the essence 4 and b an object with the essence B. We can now say that a
is qualitatively dependent upon b, if a and b are constituents of the same
complex, and there is a law of essences which requires all objects with
essence A to be constituents in a complex where an object with essence
B is also a constituent (cf. Smith and Mulligan 1982:43). Note here that
the fact that a is qualitatively dependent upon b, does not entail that a
could not exist in the absence of 4. It does however entail that a could
not exist in independence of an object with the essence B. And in the
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particular case, the particular object which a happens to be related to is
b.

Let us take a look at some examples to see how the notion works. A
colour is, we might assume, qualitatively dependent upon a surface of
some kind. For no colour could exist without being related to a surface
of some kind. And if there are any laws of essences at all, there is pre-
sumably a law of essence according to which no colour instance could
exist without being the colour of a surface.

In a similar way, smiles are presumably qualitatively dependent upon
faces. For there can be no smile, which is not the smile of a face. A
decent case could presumably also be made that a smile is not only
qualitatively dependent upon a face, but also particularly dependent
upon it. But that is a separate question.

A third case of dependence might be that of employer and employee.
There can be no employers without employees. But in this case the per-
son who is an employer could exist without being an employer. But he
could not be an employer, were he not related in a suitable complex to a
person who was an employee.

Unlike grounding and particular dependence, there is no knock-down
objection to qualitative dependence being the kind of connection we are
looking for. It is a more robust notion than the notion of particular
dependence and it is a kind of dependence that intentionalists and causal
theorists cannot accept. For qualitative dependence effectively rules out
that a veridical perception could be constituted by a psychological state
which is qualitatively identical to one which is a constituent of a hallu-
cination.'

5. Are Phenomenal Entities Qualitatively Dependent upon Objects
of Perception?

In this section I shall discuss the prospects for a theory which claims that
phenomenal entities are qualitatively dependent upon the object of per-

ception. With the terms “phenomenal property”, “phenomenal state” and
“phenomenal character” I have in mind the subjective, sensory, character

" Mulligan and Smith seems to be of the opinion that what is required is particular
dependence (or their version of the notion) (Mulligan and Smith 1986: 124). So
even though the suggestion to conceive of psychological states as dependent upon
the object of perception is one derived from their work, it is doubtful to what extent
they would agree with the account given of that notion here.
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of perceptions, what in other contexts are normally referred to as
“qualia”.

If we assume that the psychological state constitutive of an act of per-
ception is a complex of some kind, we can conceive of its constituents as
properties. Consequently, a psychological state with a certain phe-
nomenal character will be constituted by certain phenomenal properties.
In virtue of these properties, the state has its phenomenal character.

Let us call the position under consideration “phenomenal dis-
junctivism”. I conceive of phenomenal disjunctivism as being committed
to the following position:

(pd) Necessarily, if v is a veridical perception of an object o, then v is
constituted by a psychological state with a phenomenal character pc,
such that no psychological state which is not a veridical perception of
o or an object which is qualitatively identical to o, can have a phe-
nomenal character which is qualitatively identical to pc.

So according to (pd) the essence of the phenomenal character of a
veridical perception is such that it can only be had by a psychological
state which is constitutive of a veridical perception. A consequence of
(pd) is that there is at least one phenomenal property which is a con-
stituent of a veridical perception, but never of a hallucination.

Note here that the phenomenal character mentioned in (pd) is con-
ceived of as a feature of the psychological state which is constitutive of
the perceptual experience. It is consequently not possible for the dis-
junctivist to claim that the phenomenal character has the object of per-
ception as a part. The phenomenal character is a feature either of the left-
side relatum, or the relation connecting a perceiver to the object of per-
ception.

I have two objections to (pd). The first is that it cannot explain why a
phenomenal property is qualitatively dependent on the object of per-
ception. My second objection is that in at least two important cases, the
phenomenal property cannot be qualitatively dependent on the object of
perception. Let me begin by looking at the first objection.

It seems highly implausible to deny that hallucinatory and veridical
perceptions cannot have the same phenomenal character. One author
who at least sometimes seems to claim that the phenomenal character
depends upon the object of perception is Michael Martin (2004: 75f).
Martin seems to argue that whereas a veridical and a hallucinatory per-
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ception are phenomenally distinct, the perceiver through reflection is
unable to detect the difference. But that does not mean that there is no
difference, only that our cognitive powers are unable to detect this
difference. Martin is certainly correct in pointing out that two different
psychological states might be judged to be identical, and perhaps even
that our cognitive powers are so limited that we cannot know the differ-
ence. But the claim nevertheless seems to be that there is a phenomenal
difference in these cases, in the sense that the veridical perception will
appear differently to the perceiver than a hallucination. It is only that
when reflecting, the subject will be unable to know the difference.

Note however how strong Martin’s position is. It entails a rejection of
the idea that veridical perceptions can have the same phenomenal char-
acter as hallucinations. This rejection entails that the phenomenal char-
acter of a perception does not supervene on the physical state of the per-
ceiver, or that it is impossible that a perceiver and a hallucinator could
be in qualitatively identical physical states.

This is not necessarily a criticism of Martin’s position since he might
not accept the premises of the current section. For Martin sometimes
expresses his theory in terms of the perceived object itself being a con-
stituent of the experience (Martin 2004:39), sometimes in terms of the
experience being relational (Martin 2004:40). If the object of perception
is literally a part of the phenomenal character of experience, then Martin
would not accept the assumptions of the current section, viz. that the
phenomenal character of a veridical perception is something different
than the object of perception. This however would entail that Martin
cannot claim that the relation between the perceiver and the object of
perception has a phenomenal nature which is distinct from the object of
perception. Or so I have argued. If, on the other hand, the claim is that
the experience is necessarily relational, then Martin ought to accept the
assumptions of the current section, in which case the criticism becomes
relevant.

The claim that an experience is essentially relational does not solve
our present problem either. On its most plausible interpretation it says
that a psychological state qualitatively depends upon the object of per-
ception. But this is not a very illuminating answer, since the question
was why we should accept (pd) in the first place. As I said, Martin might
not accept (pd) so this is not a criticism of his position. This is only to
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point out that if disjunctivists such as Martin were to stop the present
argument, they would have to stop it at some other place.

As far as (pd) goes, it is difficult to find any plausible answer why we
should accept it. We might however push the point a bit further and
consider to what extent the phenomenal character of a psychological
state can be qualitatively dependent on the object of perception. At this
point the disjunctivist has a multitude of options available both with
respect to the entity that is dependent and the entity it is supposed to be
dependent upon. She might for example claim that the dependent entity
is the entire phenomenal character of the psychological state, or that it is
a phenomenal property constitutive of the said state, or that it is a
complex of such properties.

The disjunctivist also has a multitude of options available with respect
to which entity the dependent entity is supposed to depend upon. She
might claim that this is the entire object of perception, complete with all
its parts and properties. But she might also claim that it is only a certain
property or part of the object of perception.

Now, somewhat reluctantly I have come to the conclusion that there is
no master argument that applies against all possible combinations here. I
shall limit myself to discussing two such combinations. First 1 will
discuss the claim that the entire phenomenal character of the perception
qualitatively depends upon the object of perception. Then I will go on
and discuss the claim that the “phenomenal shape” is qualitatively
dependent upon the shape trope of the object of perception.

According to the first combination, no two phenomenal states which
are qualitatively identical could have objects of perception which are not
qualitatively identical. The second combination corresponds to the
modest claim that the phenomenal sense of the shape of the object is
qualitatively dependent of the shape of the object. I shall argue that
neither combination is plausible.

Many disjunctivists express themselves in terms of the object itself or
the object in its entirety being present in experience. It is at any rate easy
to interpret this as a claim that the entire object, as opposed to features of
it, determines the phenomenal character of the experience. Hence, the
claim would be, if two objects of perception are qualitatively different,
then the phenomenal character of the experience would have to differ as
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well. Let’s call this kind of phenomenal disjunctivism “maximal dis-
junctivism”.

Now, the claim that perceptions of two qualitatively different objects
could not have the same phenomenal character is open to several kinds
of objections. Let me just mention two objections, viz. a twin-earth style
objection and what we might call a common-sense objection.

Let us assume that Alan is taking a stroll at the local zoo. At the zoo,
he perceives a tiger. Twin earth is similar to earth in all relevant respects
except one: there are no tigers. In place of tigers, there are twigers.
Twigers behave like tigers and look like tigers. In fact, in all outward
appearances, tigers and twigers are indistinguishable. Yet they have
different DNA-structures and are animals of different species. At twin
earth, TwinAlan consequently perceives a twiger.

In the case at hand, the maximal disjunctivist would have to claim that
the phenomenal state of Alan’s perception is qualitatively different from
the phenomenal state of TwinAlan’s perception. Yet this claim is open
to an obvious counter objection. Tigers and twigers are literally in-
distinguishable. They do not differ with respect to visible properties. So
why should we assume that Alan’s perception has a different phe-
nomenal character than TwinAlan’s perception?

The same type of argument can easily be made without reverting to
twin-earth cases. Consider Johanna and TwinJohanna, both living
happily on earth and looking at (different) footballs. The footballs are in-
distinguishable except that the ball Johanna is looking at has a red spot
at its rear side. The spot is hence not in Johanna’s field of vision. In this
case we would surely like to claim that the phenomenal state Johanna is
in is qualitatively identical to the phenomenal state of TwinJohanna. But
that option is closed for the maximal disjunctivist.

There are two options for the maximal disjunctivist here, both equally
implausible. First, she could claim that a phenomenal state is quality-
atively dependent of all non-visible properties of the object of percep-
tion. Or, secondly, she could claim that we can literally see entities like
the DNA-structure of biological animals or colours outside the field of
vision. Both claims seem equally implausible to me.

Let us now turn to a position that I will call “minimal disjunctivism”.
According to minimal disjunctivism the phenomenal shape is quality-
atively dependent upon the shape trope (or shape universal if you so
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prefer) of the object of perception. By “phenomenal shape” I mean the
sense we have of being presented in perception with an object with a
certain shape. So this is the property in the phenomenal state responsible
for our experience of shapes. Being presented with perceptual shapes is,
I take it, the basic feature of being presented with a physical object. It
seems at any rate to the present author that a kind of disjunctivism not
attempting to claim that phenomenal shapes are qualitatively dependent
upon shape tropes would be a very modest version of disjunctivism.

In order to see why minimal disjunctivism cannot be correct, let us
first assume that two objects with different shapes can perceptually
appear in identical ways in different perceptions. Let us for example as-
sume that Alan has a veridical perception of a house on earth. TwinAlan
lives on twin earth and has a veridical perception of the counterpart of
the house. Earth and twin earth are exactly alike in all relevant respects,
except that the houses of which Alan and TwinAlan are looking at differ
with respects to the shapes of their rear and unseen sides. Their shape
tropes are in other words different.

In this case, I take it, we would like Alan’s and TwinAlan’s phe-
nomenal shape properties to be instances of the same phenomenal uni-
versal. It would be heroic to deny this, since, from the point of view of
the perceiver, the objects must look exactly alike. Yet this option is not
available for the minimal disjunctivist. For the minimal disjunctivist
must claim that their respective phenomenal properties are qualitatively
dependent upon different shapes, and hence cannot be qualitatively
identical.

At this point the disjunctivist might protest that she is obviously not
claiming that the phenomenal shape qualitatively depends upon the
shape of the object. It is qualitatively dependent upon the shape of the
object in combination with a point of view. Intentionalists presumably
should explain the case in a similar way, viz. by claiming that given a
certain point of view, the object is causally related to certain phenomenal
properties.

But unfortunately, this move is not available for the phenomenal
disjunctivist. For the phenomenal disjunctivist would need to claim that
the phenomenal property qualitatively depends upon the shape relative
to a certain point of view. But then the claim would be that a phe-
nomenal property could only exist given a certain perspective and a
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certain shape. But, as we have seen, the same phenomenal property can
be exemplified when two different shapes are perceived. So the property
cannot be qualitatively based in a shape and a certain perspective. The
modal force of qualitative dependence (but obviously not the modal
force of causal dependence) is quite simply too strong for this explana-
tion.

So the disjunctivist must opt for a different solution. And the only
solution that I can think of would be to claim that in the case at hand
Alan and TwinAlan perceive qualitatively identical parts of the shape.
Hence, the phenomenal property qualitatively depends upon a part of the
shape, but not the entire shape.

So the disjunctivist needs to claim that the right side relatum is
minimally a part of the shape of the object, but it cannot be the entire
shape. If it were the entire shape, there would be no credible explanation
to the twin-earth scenario. The problem for the disjunctivist is that it is
not possible to partition shapes in the way required. Shape tropes are not
composed of other shape tropes. And even if they were, the same
problem would reoccur. For then the minimal disjunctivist would need
to explain why phenomenal shapes are not qualitatively dependent upon
the rear side of the parts. So we end up with the same problem at a dif-
ferent level. If, on the other hand, the minimal disjunctivist were to
claim that shapes are constituted by non-spatial parts, and that phe-
nomenal shapes qualitatively depends on these, it would amount to a
concession of defeat. For then phenomenal shapes are not conceived of
as qualitatively dependent of shapes.'

The problem for disjunctivism has turned out to be that particular
dependence is not a sufficiently strong connection. And there are no
reasons to believe that phenomenal states are qualitatively dependent
upon objects of perception. So the prospects that phenomenal dis-
junctivism can solve our problem are limited.

"'t is possible to argue that phenomenal shapes are qualitatively dependent on
surfaces, but the argument seems fraught with difficulties which we cannot go into
here. For example, you might frequently see a shape, without seeing its surface.
This is presumably the case when you see persons wearing clothes covering their
entire body. Nevertheless, it is not the shape of the clothes you see, but of the
person. It might also be the case when you are perceiving holes or rainbows, both
entities which might plausibly be construed as having shapes but lacking surfaces.
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6. Are Intentional Entities Qualitatively Dependent upon Objects of
Perception?

Let me now return to the idea that intentional states could be existen-
tially dependent upon the object of perception. Insofar as I understand,
this is the position of Kevin Mulligan and Barry Smith (1986). They
explicitly claim that the act of a veridical perception existentially de-
pends upon both the subject having the perception and the object of the
perception. Yet it is not entirely clear if they also make the claim that
intentional content is thus dependent. For example, we find them on the
one hand claiming “[t]hat act » be founded on object b is a necessary
condition for 7’s being a relational act directed towards b, though it is
not by any means sufficient” (Mulligan & Smith 1986:121). In a foot-
note Mulligan and Smith add: “What must be added is, roughly, the con-
dition that b is 7’s object, (and not merely something, for example a
previous act, upon which » happens to depend)” (Mulligan & Smith
1986:128). This seems to indicate that the intentional properties of the
state are existentially independent of the object. For they seem to be
claiming that it is in virtue of the intentional content of the state that the
act is relational, not that the intentional content depends upon the object
of perception. ' Yet later we find them discussing the notion of relational
content, indicating that content can after all be relational. (Mulligan &
Smith 1986:123) Mulligan and Smith would presumably not subscribe
to the kind of disjunctivism criticised in the present section, since their
account of dependence is, as far as I can see, a case of particular depend-
ence. Consequently, I shall in the following leave their theory aside, and
merely discuss the prospects for a theory that posits that an intentional
state is qualitatively dependent upon its object regardless of who might
have defended such a view.

According to intentionalism, perceptual acts have a certain intentional
content. This content has a certain intentional force, in virtue of which it
determines certain conditions of satisfaction. In case an object satisfies
these conditions it figures as the object of the perception. According to
the Searle (1983) — Smith (1979, 1984, 1989) — Recanati (2007) ver-
sion of the theory I prefer myself, intentional content has a certain in-
dexical character, and it is in virtue of this that the right object is picked

"I owe this point to Kristoffer Sundberg.
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out in veridical perceptions and no object in hallucinatory perceptions.
Thus, for example, according to David Woodruff Smith’s account, the
relevant intentional content has the form the “object that is actually now
here before me and causing this very experience” (Smith 1989:207).
Consequently, different perceptions can have the same content yet dif-
ferent objects or no object at all.

The kind of disjunctivism which appeals to intentional state we might
call “intentional disjunctivism”. We can now quickly see that the inten-
tional disjunctivist cannot appeal to indexical elements in perception in
order to explain the reference of an act of perception. If she did, there
would be no difference between hallucinatory and veridical perceptions
and so (NCF) would be violated.

But if the disjunctivist cannot appeal to indexical content, she would
have to claim that the intentional content can refer to different objects in
virtue of a specific kind of singular content which is uniquely correlated
to a certain object. If the disjunctivist is to explain how a perception can
be a perception of a particular object, she cannot claim that the content is
descriptive, or that this content picks out anything but a unique object.
But this raises a problem for the disjunctivist. The disjunctivist will need
to argue that there is a special kind of singular content, which refers to a
particular object of perception, without having an indexical character.

Note here that the disjunctivist cannot appeal to the position that
whereas the singular content itself is not indexical in character, its con-
ditions of satisfaction have an indexical character. For then the singular
content would nevertheless have different references in different con-
texts. And so it would once again be open for the opponent of dis-
junctivism to argue that this kind of singular content could appear as a
constituent of hallucinatory perceptions.

We can put this in another way. Let us say that different instances of
indexical intentional properties can refer to different objects. But it
seems that for all other intentional properties, different instances of the
same property have the same reference. So whereas the particular occur-
rence of an instance of an indexical property does matter with respect to
the reference of the instance, the particularity of a specific instance is
irrelevant in fixing the reference of other intentional properties. They
refer in virtue of their essence, in the sense that different instances can
have the same essence if they are qualitatively identical.
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So the intentional disjunctivist cannot appeal to indexical content, but
must appeal to a unique kind of singular content. But this content must
be such that it is unique for a particular object, and refers to one par-
ticular object. Or else there would be no explanation of why a perception
refers to the particular object it as a matter of fact refers to. The inten-
tionalist disjunctivist would consequently be committed to the position

@1d):
(id) Necessarily, if the intentional property p refers to a particular

object o, then all properties which are qualitatively identical to p refer
to o as well.

It should be noted at the outset that (id) is an extremely strong claim. It
differs from (pd) in that to each particular object of perception there
must correspond a unique psychological property, where all instances of
this property refer to the same object.

It might be thought that (id) is similar to claims made by externalists
about intentional content. But (id) is a quite different claim than the ones
made regularly by externalists. Paul Coates has pointed out that ex-
ternalism offers no refuge for disjunctivism since externalism is a theory
about types of experience and how they are connected to kinds of ob-
jects. What 1s needed here is however a theory of fokens of experience
and how they are connected to particular objects (Coates 2007: 80f).

And here there is a key difference between externalists and dis-
junctivists. Externalists can offer an explanation of why an intentional
property is not fixed by the internal states of the perceiver but rather by
the environment. For according to externalists, a particular instance of an
intentional property (qua universal) /, is about a universal property (or
kind) X, only if instances of [ reliably tracks instances of X. In the
perceptual case, this is normally taken to mean that / must normally be
caused by X.

Whatever the merits of the externalist explanation of intentional
content, no such account is available for the disjunctivist. For the dis-
junctivist is interested in securing reference to particular objects. So
unlike the externalist, the disjunctivist cannot be satisfied by claiming
that instances of the intentional property / are directed to a kind of object
O, only if instances of / reliably track instances of O. What is required
would rather be that instances of / are directed at a particular object o,
only if / reliably tracks o. But this is a very implausible claim. First of
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all, we wish to account for perceptual reference to objects we perceive
only once, but that is left unexplained by the present proposal. For what
is required is that the property reliably tracks a unique object. But if the
object is only seen once, that is obviously not possible. Secondly, it is
hard to see how an intentional property i could be regularly caused by
the presence of a particular object o, but never by any object which is
qualitatively identical to o. But this is required if the intentional dis-
junctivist is to attempt the same explanation as externalists (cf. Coates
2007: 82 for a similar point).

The considerations brought forward so far suggest that there is no
plausible candidate available for the disjunctivist to explain how an
intentional property can be qualitatively dependent on a particular ob-
ject. Appeal to externalism will not help in the present context, since
externalism is not applicable in the present case. The disjunctivist thus
seems to be forced to claim that it is a brute fact that some intentional
properties depend upon some objects and not others.

There is a deeper reason why the kind of disjunctivism under con-
sideration is deeply problematic. For qualitative dependence is actually
too weak a notion of dependence for this kind of disjunctivism. Accord-
ing to qualitative dependence, x is qualitatively dependent upon y, if x
and y are constituents of the same complex and there is a law of essence
stipulating that each object with the same essence as x is a constituent of
the same complex as an object with the same essence as y.

But what is required here is that all instances of the intentional prop-
erty refer to a particular object. We have seen that (id) requires that if a
perception refers to a particular object, it does so in virtue of the essence
of the intentional property which is a constituent of it. So if the object of
reference has a replica which has exactly the same qualitative nature, the
replica and the original can never be referred to by different instances of
the same intentional property. So if i is an instance of an intentional
property I, and a constituent of a veridical perception of o, then all
instances of / must be constituents of a complex having o as another
constituent, viz. a perceptual experience of o.

This means that qualitative dependence is too weak a notion for the
intentional disjunctivist. She requires something far stronger, viz. a con-
nection between an essence and a particular object. But it seems rather
dubious (at least in non-theological contexts) to assume that there is
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anything resembling a law of essence between an essence and a par-
ticular object. But that is what is required by the intentional disjunctivist,
since she needs the intentional property in question to be instantiated
only in experiences of a particular object.

In the case of phenomenal disjunctivism, we saw that the problem was
that there are no reasons to believe that phenomenal states are qualit-
atively dependent upon objects of perception. I have seen no reason to
believe that intentional states are that either. But in the case of inten-
tional disjunctivism, there arise a further problem. Qualitative depend-
ence is not a sufficiently strong connection. But the kind of connection
required is presumably of such a kind that it cannot exist.

7. Conclusions

According to disjunctivism the object of perception is a part of the per-
ceptual experience. This however raises the question what the other con-
stituents of the perceptual experience might be. I have argued that there
is no answer to this question which is not trivial, or which does not
violate another core claim of disjunctivism, viz. that veridical perceptual
experiences are experiences of different kinds than hallucinatory ex-
periences.’
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Is Experience a Reason for Accepting Basic Statements?

Gunnar Andersson

1. Basic Statements in Critical Rationalism

In his dissertation Ingvar Johansson criticizes Karl Popper’s method-
ology, the methodology of critical rationalism. One of the problems
Johansson deals with is Popper’s opinion on basic statements in science.
Such statements are used in order to test general hypotheses and the-
ories. So can for example a basic statement about an observed position
of a planet in the sky be used in order to test general hypotheses about
the movements of planets.

When Popper discussed with members of the Vienna Circle in the
301es, he called such statements ‘basic statements’, but criticized the
view that they provide an absolute and infallible empirical basis of
science. According to Popper basic statements are fallible, among other
things while they use universals, as for example ‘planet’, going beyond
the immediately given experience. Hence basic statements cannot be
verified by any experience and remain fallible also after empirical tests
of them (Popper 1959:§25, 94-95).

Popper requires that basic statements should describe observable
events, that is to say, that they should be testable, intersubjectively, by
observation (Popper 1959:§28,102). So is for example the position of
the planet Venus in the sky at a specific point of time an observable
event, which is intersubjectively testable by observation.

Obviously, the acceptance of basic statement is related to experience.
But how do we choose among all fallible basic statements and accept
some of them with the help of experience? Is this choice reasonable?
Johansson (1975:188) asks: “can experience provide reasons for accept-
ing basic statements?”

According to Popper a statement can only be justified by other state-
ments. Therefore a basic statement cannot be justified by experience:
“Experiences can motivate a decision, and hence an acceptance or a
rejection of a statement, but a basic statement cannot be justified by
them — no more than by thumbing the table” (Popper 1959:§ 29, 105).
The decision to accept a basic statement is causally connected with our
experiences and psychologically motivated by them. However, as
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Johansson asks, can they also provide reasons for this decision? The
problem is whether there can be reasons for the act of accepting a basic
statement, although the content of the basic statement cannot be justified
with the help of other statements.

2. Experience and Basic Statements

In much of the discussion of basic statements it has been taken for
granted that the act of accepting a statement is rational if and only if the
content of the statement has been justified by other statements. This is a
basic assumption of justificationism. However, critical rationalism is a
break with that tradition. According to one interpretation of critical
rationalism, the act of accepting a statement is rational if the statement
has survived serious criticism. The following general principle of
rationality (CR) characterizes critical rationalism: It is reasonable to
claim that a statement is true if and only if it has best survived serious
criticism (Musgrave 1999:324). This principle can be used in order to
answer Johansson’s question.

Basic statements can be tested and criticized with the help of experi-
ence. They describe observable events and can tested by comparison
with experience. If we observe the event described by the basic state-
ment, the basic statement has survived an empirical test. This is a reason
for the act of accepting the basic statement, in spite of the fact that the
test does not verify or justify the content of the basic statement. Thus
experience is not only a psychological motive for accepting a basic state-
ment, but also a reason for doing so.

The situation is similar in the critical discussion of general hypo-
theses. According to critical rationalism the content of a general hypo-
theses cannot be verified or justified with the help of basic statements,
but can only be tested with them. If a general hypothesis has survived
critical tests with basic statements, the act of accepting it is reasonable
according to the principle CR.

This principle can be used in order to evaluate the acceptance of both
general hypotheses and singular basic statements. General hypotheses
can be tested with the help of basic statements; basic statements can be
tested by comparing them with experience. Although basic statement
also can be tested by comparing them with other basic statements, the
most simple and basic form of a test of basic statements is to compare
them with experience (Andersson 2006: 180).
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It is not generally accepted that the principle CR characterizes critical
rationalism. Some critical rationalists (for example Miller 1994:121—
125) think that it is a lapse back into justificationism, perhaps even into
inductivism. When Popper wrote The Logic of Scientific Discovery he
did not use any rationality principle like CR, which explains some of the
problems in the book, among others Johansson’s question whether
experience is a reason for accepting basic statements. Far from being a
lapse back into justificationism or inductivism, CR is part of a creative
further development of critical rationalism. One of its advantages is that
it allows critical rationalists to maintain that experience is a reason for
accepting basic statements. Another advantage is that is shows that it is
to misunderstand critical rationalism to think that it is a sceptical philo-
sophy or a kind of “Logical Negativism”, as for example Haack (2012)
thinks. Critical rationalism is not a sceptical, but a critical philosophy.

Later Popper wrote about the relation between experience and basic
statements in a way that is in agreement with the rationality principle CR
and maintained that experiences are inconclusive reasons for accepting
basic statements (Popper 1974:1114). For this reason Johansson asks
whether Popper still is of the same opinion as earlier (Johansson 1975:
196). Haack does not doubt it and assures us that Popper’s later position
is “flatly inconsistent” with his earlier one (Haack 1993: 100). The
problem of the relation between Popper’s earlier and later ideas on basic
statements will be discussed below with the help of the principle CR and
the distinction between the act of accepting a statement and the justi-
fication of the content of a statement.

3. Discussion of Objections
3.1 Is It Rational to Accept Unjustified Statements?

In Western philosophy an important tradition pursues the quest for cer-
tainty and comprehends knowledge as certain knowledge (episteme), as
justified true belief. In this tradition it is essential that knowledge can be
justified (as true or probable). If a statement cannot be justified, if there
are no sufficient reasons for it, then we do not know that the statement is
true (or probable) and therefore it is not reasonable to claim that the
statement is true (or probable). In this tradition the following principle of
rationality is used: It is rational to claim that a statement is true if and
only if the statement is justified (Principle J of justification). If we
accept this principle of rationality, it is not important to distinguish



45

between the act of accepting a statement, of claiming that it is true, and
the justification of the content of the statement. Those belonging to this
tradition think that it is irrational to accept unjustified statements. When
asked whether experience is a reason for accepting a basic statement,
they must deny it, since experience cannot justify any statement. There-
fore they think that experience lies outside the realm of reason.

Critical rationalists have given up the vain quest for certainty. They
regard our knowledge as fallible and conjectural in contradistinction to
certain, as reasonable conjectures in contradistinction to justified true
belief. Hence they do not try to justify statements (as true or probable),
but to test them seriously. If a statement survives such tests, it is
reasonable to claim that it is true according to principle CR. Thus exper-
ience lies inside the realm of reason. The link between rationality and
justification is broken: it is reasonable to accept a statement the content
of which is unjustified, if the statement has survived serious criticism
and testing.

3.2 Can Statements Be Compared with Reality?

When Popper wrote about basic statements in The Logic of Scientific
Discovery, he discussed with members of the Vienna Circle who wanted
to avoid all kinds of metaphysics. The problem of the relation between
statements and the external world they regarded as metaphysical and
meaningless and tried to avoid it by introducing mere ‘decisions’ and
‘conventions’. In retrospect, this attitude seems to us “cavalier almost to
the point of irresponsibility” (Davidson 1986:327). When Popper wrote
that basic statements are accepted by decisions that from a logical point
of view are conventional (Popper 1959: § 30, 108—109), this sounded
familiar to the members of the Vienna Circle. However, this does not
mean that the decision to accept a basic statement i1s a decision to accept
a convention, only that the decision to accept a basic statement cannot be
justified by a logical derivation from other statements. Today it sounds
strange to call such decisions ‘conventional’.

Philosophers of the Vienna Circle and later Davidson doubted that we
could compare statements with reality. When we perform experiments
and observe, we do not compare statements with reality in any but a
metaphorical sense, they think (Davidson 1986:331). It is true that we
cannot compare statements directly with reality. But as realists, critical
rationalists think that there is a causal connection between reality and
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our experience. Without assuming naive direct realism about percep-
tions, which claims that we can perceive external objects directly as they
really are, critical rationalists assume a sophisticated indirect realism and
claim that external objects are perceived indirectly and not necessarily as
they really are (Musgrave 1993:274-275). Although experience does not
justify basic statement, it allows us to test them and indirectly to com-
pare them with reality. With the help of such tests we can claim that it is
reasonable to accept some basic statements. In spite of the fact that basic
statements that have been accepted in this way remain fallible, experi-
ence does not lie outside the realm of reason.

When Popper wrote The Logic of Scientific Discovery, he did not
know Alfred Tarski’s theory of truth and avoided using the concepts of
‘true’ and ‘false’ and thought that his conception of science could be
developed without using them. Shortly after writing the book Popper got
acquainted with Tarski’s theory and no longer hesitated in speaking
about ‘true’ and ‘false’ (Popper 1959:§84,fn.*1). Had Popper known a
satisfactory theory of truth earlier, his discussion of basic statements
would probably have been free of any traces of conventionalism and de-
cisionism. Basic statements are true or false descriptions of the external
world. Their truth values can be tested with the help of experience, and
the conjectures (rather than ‘decisions’) about their truth values can be
evaluated as reasonable in the light of such tests.

Johansson criticises the view that the epistemologist is only interested
in the logical connection between scientific statements and argues that
the epistemologist should also be interested in the relation between sci-
entific statements and the external world. According to Tarski’s theory
of truth, in any sufficiently rich language we can speak about facts, state-
ments, and the relation between these. Johansson exemplifies Tarski’s
material condition for a truth condition: “‘snow is white’ is true if and
only if snow is white” (Johansson 1975:71).

When we discuss the truth value of the statement ‘snow is white’, we
should investigate whether it is a fact that snow is white, that is, we
should investigate the relation between the statement and the external
world, not only the relation of the statement with other statements. With
the help of experience it can be tested whether snow is white. Such tests
do not give sufficient reasons for the truth of the tested statement, which
remains fallible. But they make it reasonable to claim or conjecture that
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the tested statement is true. Experience can give reasons for the act of
accepting basic statements, although it cannot give reasons for (or
justify) the content of them (Musgrave 1993:281-282; Musgrave 1999:
320-321).

3.3 The Trilemma of Justification

Is the view that we can give reasons for the act of accepting statements
justificationism or inductivism in disguise? Is it open to the same object-
tions as justificationism and inductivism were? Is the distinction
between reasons for the act of accepting a statement and reasons for the
content of a statement so important, that these difficulties can be over-
come? David Miller does not think so and argues that this distinction is
as unimportant as the distinction between mermaids and mermen (Miller
2006:128).

Attempts to justify the content of a statement lead to the trilemma of
justification. The content of a statement can only be justified by other
statements. Are these other statements justified? Obviously, the attempt
to justify these other statements leads to an infinite regress that can be
broken only by introducing a logical circle or by dogmatically accepting
some statements without further justification. The attempt to justify the
contents of statements forces us to choose between infinite regress,
logical circle or dogmatism and thus confronts us with the trilemma of
Jjustification (Albert 1991:section 2; Andersson 2009:22).

However, attempts to justify that the act of accepting a statement is
reasonable do not lead to any trilemma of justification, if we accept the
following principle of experience (E) for the evaluation of basic state-
ments:

It is reasonable to perceptually believe that P (at time ¢) if and only if
P has not failed to withstand criticism (at time [¢]). (Musgrave 1999:
342)

A perceptual belief is a belief caused by perception. Principle E says that
perceptual beliefs are reasonable if nothing speaks against them, if they
have not failed to withstand criticism. Under these circumstances per-
ception (or experience) is a reason for accepting perceptual beliefs.

Principle (E) is a concession to the epistemic primacy of sense-
experience. But it is a concession of quite a different kind than the
traditional empiricist one. It is not that perceptual beliefs are true and
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certain. ... Experience is not a source of certain or even probable

knowledge — it is merely a source of reasonable (reasonably adopted)
belief. (Musgrave 1999:342-343)

If we introduce the principle of experience E, we have to restrict the
principle CR of critical rationalism to non-perceptual beliefs (Musgrave
1999:342). However, these complications are not necessary, since basic
statements can be tested by comparing them with experience, as argued
above (in section 3.2). Such tests can even constitute serious tests of
basic statements, if we observe carefully. Therefore, we can use prin-
ciple CR without modifications in order to show that it is reasonable to
accept basic statements. There is no asymmetry in the epistemic situ-
ation between general hypotheses and test statements such that we need
different principles of rationality in order to evaluate them. The asym-
metry between them consists rather in different types of possible tests:
Basic statements can be tested by comparison with experience, while
general hypotheses can only be tested by comparison with other state-
ments. In this sense sense-experience is primary, and basic statements
constitute a fallible foundation of science.

As critical rationalists we only have to show act of accepting a basic
statement is reasonable, but we do not have to justify that this act is
reasonable. This is another reason why we do not need any special
epistemic principle E.

Only when we have some specific reason to suspect perceptual or
other error do we test a basic statement by comparing them with experi-
ence or with other basic statements. In such cases we can repeat our
observations, ask other people, or derive another and less problematic
type of basic statement. For example, if we regard the basic statement
‘Here is now a glass of water’ as problematic, we can take another look,
ask somebody else, taste whether the liquid in the glass tastes like water,
go to a chemical laboratory with the glass, and so on.

It is an epistemological revolution to abandon justificationism and to
accept the position of critical rationalism. The distinction between the
content of a statement and the act of accepting a statement has been
disregarded in almost all discussions about basic statements. But it is
important in order to understand that the act of accepting a statement
might be reasonable, although the confent of the statement is not
justified.
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When Popper (1959:§29,105) earlier maintained that basic statements
couldn’t be justified by experience, he meant that the content of basic
statements cannot be justified by experience. The content of a statement
can only be justified by other statements, not by experience. When
Popper later (1974:1114) maintained that experience can be a reason for
accepting or rejecting basic statement, this means that experience is a
reason for the act of accepting (or rejecting) a basic statement. If we
accept critical rationalism and principle CR, there is no contradiction
between the view that the content a basic statement cannot be justified
by experience and the view that experience is a reason for the act of
accepting a basic statement. It is important to understand that our
knowledge does not consist in justified true belief, but in reasonable
conjectures. Conjectures might very well be reasonable, although they
have not been justified as true or probable.

3.4 Is it Reasonable to Accept the Principles CR and E?

David Miller (1994:133) has tried to show that the attempt to justify CR
with the argument that it has withstood serious criticism leads to an
infinite regress. He argues that if CR has withstood such criticism, this
does not prove CR, only that it is reasonable to accept CR. But we do
not have to show more when we ask whether CR satisfies its own
demands! We do not ask whether CR can be proven or known to be true.
This would be to ask whether the content of CR could be justified. It is
not surprising that attempts to justify the content of CR lead to an
infinite regress, since all attempts to justify the content of statements by
proofs do so (as the trilemma of justification shows). When discussing
critical rationalism and the principle CR, we should not ask whether the
content of CR could be justified, only whether it is reasonable to accept
CR. (Cf. Andersson 2009:28-30.)

Attempts to justify the content of principle CR or principle E lead to a
trilemma of justification: to an infinite regress, a logical circle, or dog-
matism. However, attempts to show that the acts to accept them are reas-
onable do not. As critical rationalists we do not try to justify the contents
of statements or principles, only to show that the act to accept them is
reasonable.

Is this not a logical circle? Do we not try to prove CR with the help of
CR? No, we do not try to prove the content of CR, only to show that the
act of accepting CR is reasonable. In this way we can show that CR
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satisfies its own demands, that it can be subsumed under itself. (Cf.
Bartley 1984:ch.5; Musgrave 1999:330-331.)

To test whether CR satisfies its own demands is a test of the internal
consistency of critical rationalism. In the critical discussion it would be
an argument against an epistemic principle that it does not satisfy its
own demands. To show that CR fulfils its own demands is to show that
CR survives a specific type of criticism. It is highly problematic whether
traditional epistemic principles demanding justification of the contents
of statements, as for example traditional principles of induction, fulfil
their own demands. That CR satisfies its own demands does not prove or
justify (the content of) CR, but is one of the reasons making the act of
accepting CR reasonable.

There is an important difference between attempts to prove (or justify
the contents) statements and attempts to show that it is reasonable to
accept statements in the light of a critical discussion: attempts to prove
or justify lead to the trilemma of justification, attempts to test and dis-
cuss critically do not necessarily do so.

Evolutionary epistemology shows the gradual development of sense
organs during the biological evolution giving organisms fallible but
often reliable information about the environment (Popper 1974:1112).
Empirical theories of this kind show that it is reasonable to accept
principle E if we use principle CR. However, if we presuppose a prin-
ciple of justification (J) saying that it is reasonable to accept a statement
if and only if the content of it has been justified, then we cannot justify
the acceptance of principle E in this way without being hit by the
trilemma of justification. All attempts to justify the content of a state-
ment lead to this problem. In a fallibilist epistemology we do not get any
justifications of contents of statements, only reasons for the acceptance
of statements. When discussing the principles CR and E and the relation
between them, it is important not to try to prove them or to justify their
contents, but to discuss them critically and to show that the act of
accepting them is reasonable in the light of the critical discussion.'

' “The term “dialectic’ is derived from a Greek word that means ‘to converse’ or ‘to
discourse’, and the dialectic that is ascribed to Socrates is close to this sense. It
refers to his conversational method of argument, involving question and answer”
(Flew 1979: 88). The critical discussion of epistemic principles here has some
similarities with the Socratic dialectic, but differs from the Platonic dialectic that
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4. A Critical Theory of Experience

It is not enough to maintain that basic statements are fallible, as for
example Neurath in the Vienna Circle did. You also have to show when
it is reasonable to accept or reject basic statements in the light of
experience. Otherwise you unwittingly throw empiricism overboard (cf.
Popper 1959:§27,96-97).

According to critical rationalism experience is a critical instance in the
discussion of basic statements. If experience is in agreement with a basic
statement, it 1s reasonable to accept the basic statement and claim that it
is true; otherwise it is reasonable to reject it and claim that it is false.
Basic statements accepted or rejected in this way remain fallible and
conjectural.

This conception of basic statements within critical rationalism avoids
two epistemological extremes: the monster of dogmatism, of an in-
fallible basic statements proved by experience or accepted by pure de-
cisions, and the monster of scepticism, of claiming that there are no good
reasons at all for accepting basic statements. The critical theory of basic
statements argued for here sails through these epistemological extremes
and opens the course to the infinite sea of inquiry.
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Egos & Selves — From Husserl to Nagel”
Brian T. Baldwin (Raphoe)

“How many I’s (Iche), egos or selves are there in the room?” The
question is absurd. “I” and “ego” are not common nouns. Thus answers
such as “There are 15 I’s or ego’s in this room”, “Two I’s beat in this
breast” are absurd. And the same is true of the assertion “There is no I”.
“Self” fares no better. Nor can “myself”, “oneself” and so on, when used
as “indirect reflexives”, help us to understand uses of “I”. In particular,
they cannot help us to understand what a use of “I” refers to, if anything.
For a theory of the indirect reflexives must be based on a theory of “I”.
Thus claims to the effect that there are (no) selves are absurd. If “self-
consciousness” is supposed to refer to consciousness of a self, then uses
of this term are also absurd. There may be sui generis modes of
presentation, conceptual or non-conceptual, associated with uses of “I”
but the existence of such modes of presentation cannot by itself make
the language of egology meaningful.'

Although Husserl was more than familiar with the distinctions be-
tween sense and nonsense, and between sense and absurdity, he seems to
have taken my opening question seriously. In 1901 he allows for an
empirical ego, in 1913 he allows also for a transcendental ego.” In the
1930’s he is said to have allowed for no less than three different types of
ego (Fink 1966:121-123). Entities which play some or all of the roles
often attributed to selves are persons and subjects. Suppose we call

"It is a very great pleasure to contribute to the Festschrift for my dear friend Ingvar
Johansson, a philosopher who has thrown more new light on the ontological make-
up of more parts of the furniture of the world — vectors, quantities, causes, pat-
terns, Gestalten, shapes, determinables, properties, relations, functions, dependence,
tendencies, qualities, pleasure, society and intentionality — than any philosopher
since Roman Ingarden.

"' Cf. Anscombe (1981:22-3, 25-6), Taylor (1980: 134-8). Reinach, who is an ego-
logist, nevertheless says: “In the case of the I itself we cannot speak of plur-
alisability (Pluralisierbarkeit) for the qualitative ground (qualitative Boden) which
could be repeated is lacking” (Reinach (1989:566, Bd. I).

* On the pre-history of this development, cf. Marbach (1974), a monograph I have
found very helpful.
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selves and persons subjects.' Husserl allows for social and non-social
persons and for collective persons (Gesamitperson). He thus quantifies
over subjects of at least six different types. In this respect he by no
means holds the record within the phenomenological movement.
According to Scheler there are selves, social selves, intimate selves,
bodily selves (Leibich), psychological selves (seelisches Ich), persons,
social persons, intimate persons and collective persons, not to mention
finite and infinite persons. As we shall see, Husserl’s 1913 two-subject
theory by no means the only twentieth century version of such a theory.

Suppose the “egological” question — “How many types of ego or self
are there?” — makes sense, however difficult this might be. How does
Husserl answer this question?

1. Husserl’s Egos, Pure and Empirical (1913)

What are the basic predicates — an expression I use in a very wide sense
— of the pure ego according to Husserl in 1913 and later? In answering
this question I shall pay as little attention as possible to the variety of
jobs performed by the pure ego in Husserl’s philosophy.

The pure ego is simple:

The pure ego as such contains no hidden riches, it is absolutely
simple, it lies absolutely before us (absolut zutage), all the riches lie in
the cogito... (Husserl 1952:§24, 105)

The pure ego is empty:

If we disregard the pure ego’s “ways of relating [to objects]”..., it is
completely empty of essential components (Wesenskomponenten), it
has no content to be explicated, it is in and of itself indescribable: pure
ego and nothing else. (Husserl 1950a: §80,195)

Is it an object — a Gegenstand or Objekt? Husserl hesitates:

[T]he experiencing ego [is] not anything which could be taken for
itself and made into an object of investigation. (Husserl 1950a:§80,
195)

"In the following I shall use the term “subject” faute de mieux as a superordinate
for a series of more or less self-like entities. On the archaeology of the concept of
subject, cf. the fascinating investigations of Alain de Libera (2007:ch. 3 in par-
ticular; 2008: ch. 3 in particular).



55

Later he asserts:

[I]t belongs...to the essence of the pure ego that it can grasp
(erfassen) itself as what it is and the way it functions and thus make
itself an object (Gegenstand). The pure ego is, therefore, by no means
a subject which cannot become an object (Objekt), provided we do not
from the start restrict the concept of object... Whatever is in the widest
sense objective (Gegenstindliche) can only be thought of...as what
can be related to a pure ego. This is true of the pure ego itself. The
pure ego can be posited as objective by the very same pure ego.
(Husserl 1952:§23, 101)

But he also says:

[The ego as the identical pole for all experiences] is no “being”, but
rather the counterpart of all beings, not an object (Gegenstand) but an
Urstand for all objectivity. The ego should not really be called the
ego, it should not really be called [anything at all] since it has then be-
come objective, an object. It is something nameless (Namelose)...not
something which stands or hovers above everything, something which
is, but rather a functioning something, which grasps, values etc.
(Husserl 2001:277-8)

Thus although Husserl asks “how can what is not an object become
objective?” (Husserl 2001:278), he often seems to be of the opinion that
the pure ego is an object in the sense that it can grasp itself. Husserl also
very often says things like this:

The pure ego stands over against the world, objects and experiences: I,
the “transcendental ego”, am what “precedes” everything which is
worldly, as the very I in whose conscious life the world as an inten-
tional unity first constitutes itself. (Husserl 1974:§96, 245)

It is “the constant and absolutely necessary correlate of everything”
(Husserl 2001:287). The pure ego and a stream of experiences are
“necessary correlates” (Husserl 1050a: §82, 185).

The pure ego is not anything temporal:

...the ego as the identical pole for all experiences...[is] the pole for all
temporal series and is necessarily ‘“supra’-temporal,...is not itself
temporal. (Husserl 2001:277)
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How can...what is atemporal, supratemporal be grasped — something
which in being grasped can after all only be found as something tem-
poral? (Husserl 2001:278)

How can something atemporal be found “as temporal”? The ego is
identified via its acts:

Every act has an act pole, the ego..., something which has an identical
form, so to speak something ideally identical, that is “localised” again
and again in a temporal way according to its acts, its states, and yet is
not really temporal. (Husserl 2001 p. 280)"

Husserl also denies that the ego has the mode of being peculiar to sub-
stances, endurance (Dauer):

The same thing as a temporal continuant (zeitlich verharrendes) has in
its identical being endurance (Dauer), has in itself an extensive tem-
porality. In this sense the ego does not have properly speaking any
duration (Dauer). (Husserl 1973: 577)

He also asserts that the pure ego can grasp itself in memory “as some-
thing with a temporal duration” (Husserl 1952:§23, 101). He does not
say whether this is a type of ontological illusion.

The pure ego “is not any sort of reality, and thus has no real prop-
erties” (Husserl 1952:Beilage X, 325). To be real is to enjoy the mode of
being of what is causally efficacious (Husserl 1952: §§31-2, 125-7).
Real properties are particularised properties (also known as individual
accidents and tropes). Thus if, as Husserl often claims, mental acts are
non-repeatable “Momente”, and if the pure ego has no real properties, it
seems that mental acts cannot be real properties of the pure ego. Nor
does the pure ego have any dispositions or abilities (Husserl 1952:§24,
104).2

The pure ego is unchangeable (unwandelbar):

[The pure ego] changes in its activities; in its activities and passivities,
in its being attracted and repelled etc. But these changes do not change
the ego itself. In itself it is, rather, unchangeable. (Husserl 1952:§24,
104)

' Cf. the lengthy footnote two pages ahead.
* Husserl also calls the pure ego together with its habitualities a monad (Husserl
1950: §33,102).
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Sometimes Husserl says the pure ego is an “omnitemporal individual”
(allzeitliches Individuum), sometimes that it is “‘eternal’” (Husserl 2001:
284).' He even speaks of the “necessity of the existence of the ego”;
“I...have the self-evidence (Evidenz)...that I necessarily am” (Husserl
1973a:154).”

The pure ego exists and can be grasped, even though it is not given in
the same way as a thing:

It would be absurd to think that I, the pure ego, do not really exist or
am something quite different than the ego functioning in this cogito.
Everything which “appears”...may not exist and I may be deceived
about it. But the ego does not appear, does not present itself in a
merely one-sided ways,...; rather it is given in absolute self-identity
(Selbstheit) and in its unity, a unity which cannot be given as a profile
(unschattbaren), it can be grasped adequately in the reflective turn
back to it as a centre of functions. (Husserl 1952:§24,105)

The pure ego is a transcendence in immanence:

If, after the phenomenological exclusion of the world, there remains...
a pure ego..., then there presents itself with the latter a singular tran-
scendence, a transcendence in immanence, something which is not
itself constituted. (Husserl 1950a:§57,138)

This assertion is perhaps best understood as a claim about the mode of
being of the pure ego. Existence and modes of being are two very things.
There are tables, numbers, virtues, works of art, states of affairs and pro-
cesses. Tables are entities which endure (verharren, dauern). Numbers,
states of affairs and other ideal objects do not endure. Sensations are
“reell”. Processes and events occur. The pure ego, it seems, has none of
these modes of being. Unlike a thing, the pure ego, as we have seen,
cannot according to Husserl be given as a unity with a profile, first from
one side, then from another (Husserl 1952:105), it is neither “reell”, like
a sensation, nor merely transcendent, like a thing (Husserl 1952:106).
What mode of being, then, is enjoyed by a pure ego? Husserl merely
tells us what modes of being it does not enjoy. In the passages where he

"On the relation between the supratemporality and the omnitemporality of ideal
objectivities cf. Husserl (1950: §55, 155-6).
* Cf. Husserl (1950a: §57, 138).
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seems to assert that the pure ego exists necessarily he does not say that it
enjoys the same mode of existence as e.g. a number.'

The pure ego is no “experience amongst other experiences, nor...a
piece of an experience which comes into being with the experience of
which it is a piece and disappears with it” (Husserl 1950a:§57,137).

As we shall see, Husserl thinks that there is a self or soul which is a
unity. But the pure ego, he often says, is not a unity:

To emphasize the substantial reality of the soul is to say that the soul
is a substantial-real unity (as is, in a similar sense, the material thing

which is a living body), in contrast to the pure ego, which is...no such
unity. (Husserl 1952:§30, 120)

Is Husserl’s view that the pure ego is not any sort of unity or that it does
not enjoy the same sort of unity as the soul? If the pure ego is simple, it
cannot be a unity. But Husserl also opposes ‘“the unity of the pure
(transcendent) ego” and the unity of “the real, psychological (seelisch)
ego, the empirical subject which belongs to the soul” (Husserl 1952:§20,
92-3). His view is perhaps that the pure ego is a principle of unity,
something which explains why certain acts — mine — belong together
and others — your acts and mine — do not. On the other hand, in some

"In his later manuscripts Husserl puts forward a curious view about the relation
between “transcendental subjectivity” and time without, as far as I can see, indic-
ating clearly its connection to his view of the pure ego. He says that the basic form
of the being of transcendental subjectivity is the being of the present (Gegenwart).
But adds that “present” here is used in an improper sense, which he also likes to
formulate with the help of the expression nunc stans (Husserl 2006: 6,58 & 93). The
form of the present stands to different present moments in a relation analogous to
that in which the species (eidos, idea) Red stands to different red moments, its
instantiations. But Husserl also thinks that the relation between the eidos Tran-
scendental Ego and different transcendental egos is an exception to the general rule
that an eidos need not be instantiated: “the eidos transcendental ego is unthinkable
without a factual (faktisches) transcendental ego” (Husserl 1973c¢:385). Does “un-
thinkable” here just mean: “cannot fail to have an instance”? Husserl’s general rule
holds only of the species of temporal items — Number cannot fail to be instantiated
by 2; why, then, is it surprising that the eidos transcendental ego must be in-
stantiated? What is the relation between an atemporal ego and the atemporal form
of the present? Between an atemporal ego and the atemporal form of egocentric
space (here-there, left-right etc.)? I have been unable to work out Husserl’s answers
to these questions.
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passages already quoted he says that the pure ego is a unity, rather than a
principle of unity.

How do the basic predicates Husserl ascribes to the pure ego hang
together? As far as I can see, Husserl nowhere answers this question
explicitly. But his view seems to be that the pure ego is no unity because
it 1s simple, that it has no reality and is not “individual” and is not any
experience or piece of any experience because it is atemporal, and is
atemporal because it exists necessarily.

What is the real, psychological ego mentioned in the last quotation?
Husserl says that the “empirical ego” is a person (Husserl 1952:§57,
249). Unlike the pure ego it is a unity, as the following question sug-
gests:

Must I run through my ways of behaving (Verhaltungsweisen) in
reflective experience so that the personal ego, as the unity of these,
can become conscious...? (Husserl 1952:§58, 251)

The pure ego stands over against the world, the empirical ego stands
over against an Umwelt or milieu: “A person [is] the centre of a milieu”,
the “concepts I and milieu are inseparably related to one another”
(Husserl 1952: Hua IV, §50, 185)." In order to understand Husserl’s
empirical (psychological, personal) ego a detour through his account of
the extension of the concept he calls the concept of the “ego-man” (Ich-
Mensch) 1s necessary:

Under the rubric “empirical ego”, a rubric in need of clarification, we
find...the unity “ego-man”, the ego which ascribes to itself not only
its experiences as its psychic states but also its knowledge, its
character properties and other similar constant attributes which
announce themselves in experiences, and also calls its bodily attri-

butes its “own” and thus counts these as belonging to the sphere of the
ego. (Husserl 1952:§20, 93)

The ego-man ascribes various attributes to himself and to others. Husserl
distinguishes two groups of such attributes, psychological and bodily
(leiblich) attributes:

Judges/feels/wills/has character/a choleric temperament/is virtuous/
cheerful/dejected/in love (x)

' Cf. Husserl (1952:§55, 215; §52, 202; §53, 209).
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Dances/does gymnastics/eats/writes letters/is a good dancer/a
mediocre gymnast/defeated/dirty/anaemic/full-blooded/dyspeptic/has
a weak heart (x) (Husserl 1952: §21, 93-4)

The two families of predicates hang together in the following way:

In normal first-person singular speech (or in the normal use of per-
sonal pronouns) the ego...comprehends the “whole” man, body and
soul... If it is correct that the unity of man includes the two com-
ponents not as two realities which merely externally bound to each
other but as two components which are intimately entangled with one
another and in a sense interpenetrated (as indeed turns out to be the
case), then it becomes intelligible that the states and properties of each
of these components count as states and properties of the whole, of the
“ego-man” itself. (Husserl 1952:§21, 94)

Husserl seems to think that this view is compatible with the thesis that
“the psychological (Seelische) [has] priority and is what essentially
determines the concept of self” (Husserl 1952:§21, 94).'

Let us return to our presupposition, that it makes sense to talk of an
ego. It is surprising to find Husserl making this assumption since, in the
course of setting out his pioneering geography of sense, nonsense and
absurdity he sharply distinguishes between common nouns and singular
terms and, within the latter category, between the category of (singular)
proper names and the category of “occasional” expressions, to which “I”
belongs. Although both proper names and occasional expressions such
as “this” and “I” have the function of referring directly to something,
they belong to distinct types. “We easily distinguish certain types such
as E is P (where E may stand as an indicator of a proper name)...[and]
this S is P...” (Husserl 1984a: VI, §42, 664).2 How, then, do “I” and the
pure ego hang together? Husserl says at one point:

" According to Peter Strawson’s account of persons (Strawson 1979:ch. 3) these
have both corporeal (“weighs 10 stone”) and mental predicates (Strawson 1979:
104). Corporeal predicates also apply to material bodies. One of the bodily (/eib-
lich) predicates of persons according to Husserl is a corporeal predicate — “dirty”.

> Cf. LU VI, §5, 555.
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The ego, which I reach in the epoché,...is called “I” only thanks to an

equivocation, although the equivocation is an essential one. (Husserl
1962:188)'

His justification for this claim runs as follows:

In my epoché, humanity as a whole as well as the distinctions between
and the structure of the personal pronouns has become a phenomenon,
together with the preference the ego-man enjoys with respect to other
human beings. (Husserl 1962:188)*

Within the epoché 1 am not “an ego, which still has its you and its we”
(Husserl 1962:188), as is the case in the natural attitude. Husserl thus
concludes that, within the epoché, “I”’ is no substantive or common noun
and that it does not function as a singular term, and that elsewhere “I”
may be used as a common noun. Of these three claims, the first is correct
and the third incorrect, for the reasons given.

What is the relation between the pure ego, the empirical or personal
ego and the ego-man? (We have already noted that Husserl takes the
ego-man to belong to the personal ego. But at one point he identifies
them: “The personal ego is the man-ego (Menschen-Ich)”) (Husserl
1952:250, note).” Husserl says:

Comprehension of the way in which the...“pure ego” relates to the
ego as person is lacking, for the pure ego is also to be called the sub-
ject of all objects. (Husserl 1952: Hua IV, Beilage VII, 319)

He mentions the question

how I, the man-ego which is reduced to what is proper to it, in the
likewise reduced phenomenon of the world, and I, as the tran-
scendental ego, relate to one another. (Husserl 1950: Hua 1, §45,130)

One positive answer to this question is:

" On such equivocations, cf. Husserl (1974:§70(a), 186).

? By “structure” or “order” of the personal pronouns Husserl refers to such (appar-
ent) facts as that “the concepts [-we [are] relative; the ego requires the you, we
requires the ‘other’. And further the ego (the personal ego) requires the relation to a
world of things” (Husserl 1952:§62, 288). At one point, Husserl (Husserl 1954:§ 2,
6-7), like Heidegger and Wittgenstein, doubts whether “I am p” and “he is p” are
instances of the same form, “S is p”. Cf. Mulligan (2011:111).

3 As far as I can tell “ego-man” and “man-ego” are synonymous.
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[E]very pure ego as identical subject of its pure consciousness can be
grasped as a something, which has its definitely constituted ways of
behaving towards its milieu, of being motivated actively and passively
by these; to be mature is to grasp oneself in such a way, to find one-
self to be a person. (Husserl 1952:Beilage X, 326)

Although the pure ego is no part of the world it can nevertheless become
worldly. There is a “Verweltlichung” of the pure ego:

By having constituted and by continuing to constitute the world which
exists for me (as a correlate), I, as this [transcendental] ego, have
accomplished a self-apperception which makes my self worldly
(verweltlichende Selbstapperzeption) in corresponding constitutive
syntheses..... I have accomplished this under the heading ego in the
normal sense, the human-personal ego. Thanks to this mundanization
everything included in the ownness belonging (Eigenheitliche) to me
transcendentally (as this ultimate ego) enters, as something psychic,
into my soul. (Husserl 1950:§45,130)'

In order to understand these dark formulations it is important to bear in
mind that “the pure ego...is also contained in the personal ego” in the
sense that “every act cogito of the personal ego...is an act of the pure
ego” (Marbach 1974:315).> When Husserl asks,

And do I not find my transcendental life and my psychological,
worldly life to have, in each and every respect, the same content?
(Husserl 1974:§96, 245)

we are supposed to reply in the affirmative. But what is it for a pure ego
to become worldly? The pure ego can perceive more than itself (in the
“Selbstreflexion” of the pure ego). It can have as its object all intentional
acts of which it is the bearer (perceptual, doxastic, phantasy, affective,
volitive...) and all their intentional objects, in a narrow sense of the
word (things, creatures, persons) and in a wider sense (states of affairs).
It can grasp all these intentional acts, which belong to the unity of the
personal ego, as such a unity. Each such grasping belongs together with
the acts grasped to the unity of the personal act. Thus the pure ego goes
all worldly when it (a) grasps acts as belonging to the personal ego, (b)

' Cf. Husserl (1959:496 & 76).
* Marbach quotes from Husserl MS A VI 21, p. 21.
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grasps such graspings as belonging to the same unity, and (c) grasps
such graspings as graspings of one and the same pure ego.'

2. Husserl’s Pure Ego and the Ontology of the Empirical Ego (1901)

Husserl’s detailed descriptive accounts of the categories of the empirical
self and of the pure self in the first chapter of the fifth of his Logical
Investigations (1901) are of great interest and not only because they help
us to understand his later views. In 1901 Husserl sketches an account of
the pure ego and asserts that the category is empty. Later, as we have
seen, he persuades himself that the category of the pure ego does have an
extension. Husserl notes in 1901:

We have not so far referred to the pure ego...which is said to provide
the unitary centre of relation, to which all conscious content is
supposed to relate in a wholly peculiar fashion. This pure ego is
accordingly held to pertain essentially to the fact of...consciousness.
(Husserl 1984a:V, §8 A, 372)

This view underlies a number of assertions by the neo-Kantian philo-
sopher, Paul Natorp, which are quoted by Husserl:

The ego as the subjective centre of relations...cannot itself become a
content, and resembles nothing that could be a content of conscious-
ness. It therefore cannot be further described,... [E]ach idea we could
make of the ego would turn it into an object. But we have ceased to
think of it as an ego, if we think of it as an object. To be an ego (Ich-
sein) is not to be an object, but to be something opposed to all objects,
for which they are objects. The same holds of their relation to the ego.
Being-conscious (Bewusst-sein) means being an object for an ego:
such being an object (Gegenstand-sein) cannot in its turn be made into
an object. (Husserl 1984a:V, §8 A, 372-3)

In his critical discussion of Natorp’s claims Husserl follows Hume’s
example:

I must frankly confess, however, that I am quite unable to find this
ego, this primitive, necessary centre of relations. The only thing I can
take note of, and therefore perceive, are the empirical ego and its
empirical relation to its own experiences, or to such external objects

! Cf. Husserl (1952:§56, 244-247).
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as are receiving special “attention” at the moment,... (Husserl 1984a:
V, §8 A, 374)

In the second edition of the Logical Investigations Husserl adds a
famous footnote: “In the meantime I have learnt how to find [the pure
ego]...” (Husserl 1984a:V, §8, 374). It is remarkable that he sees no need
to comment on one lesson some might draw from his change of mind. If
his epistemology and abilities as a descriptive psychologist or phe-
nomenologist led him to find no trace of a pure ego in 1901 and to
“discover” it some years later, does this not throw doubt on his
epistemology? A similar lesson might be drawn from the numerous
notorious disagreements amongst Brentano’s students about the deliver-
ances of inner perception. Again and again one or more of Brentano’s
heirs announces that one or another type of perception has revealed the
existence of Gestalten, states of affairs, conjectural evidence, assump-
tions, meaning that p... — only to be told by another heir of Brentano
that no trace of such things is to be found. It is also worth noting that in
1901 Husserl clearly thinks that “a pure ego” is a meaningful expression.
What exactly is an empirical ego according to Husserl in 19007

The ego in the sense of ordinary speech is an empirical object, one’s
own ego as much as someone else’s, and each ego as much as any
physical thing, a house or a tree etc. Scientific elaboration may alter
the concept of an ego as much as it will, but, if it avoids fiction, the
ego remains an individual [temporal] object, which, like all such
objects, has phenomenologically no other unity than that given it
through its unified properties, and which in them has its own internal
foundation (griindet). If we cut out the ego-body (Ichleib) from the
empirical ego, and limit the purely psychic ego to its phenomeno-
logical content, the latter reduces to a unity of consciousness, to a real
experiential complex, which we (i.e. each for his own ego) find in part
evidently present, and for the rest postulate on good grounds. /¢ goes
without saying that the ego is nothing peculiar, floating above many
experiences; it is simply identical with their own interconnected unity
(Verkniipfungseinheit). In the nature of its contents, and the laws they
obey, certain forms of connection are grounded. They run in diverse
fashions from content to content, from complex of contents to com-
plex of contents, till in the end a unified sum total of content is con-
stituted, which does not differ from the ego itself. These contents have,
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as real contents generally have, their own law-bound ways of coming
together, of becoming fused in more comprehensive unities, and, in so
far as they thus become and are one, the ego or unity of consciousness
is already constituted, without need of an additional, peculiar ego-
principle which supports all contents and unites them all once again.

Here as elsewhere it is not clear what such a principle would effect.
(My emphases) (Husserl 1984a:V,§4 A,272)

In order to understand the claims advanced here about what the nature of
an empirical self is and is not, it is important to bear in mind that these
are applications of the ontological analysis given in the third /nvestiga-
tion of the unity of independent real objects. The central claim of this
ground-breaking analysis' is:

What really unifies...are relations of foundation. Thus even the unity
of independent objects comes about only through foundation. (Husserl
1984a:11I, §22 A, 286)

The unity of a complex real or “individual” object derives from the
different relations of foundation or dependence between the object’s
parts, its abstract parts or “moments” as well as those parts Husserl calls
“pieces”. The unity of such an object is not therefore to be located in
anything outside these relations, their relata and their natures or es-
sences. Foundation or dependence between moments is itself rooted in
the essences or species of these moments. A moment is an instance or
token of its essence or species.’

Husserl’s analysis of unity holds, he claims, for all complex individual
objects, whether these are physical things or empirical selves (LU V §4).
But he qualifies the scope of his analysis by introducing a distinction
between a physical thing and a concretum, a distinction which, we shall
see, has its counterpart in the analysis of empirical selves. A physical
thing is no concretum:

' Cf. Smith (1982).

> It follows that the relations of dependence Husserl has in mind are only relations
of so called generic dependence. It may be thought that Husserl’s analysis requires
also relations of specific dependence. An example of generic dependence: every
colour moment requires some moment of extension. An example of specific de-
pendence: this red moment cannot exist without this moment of extension.
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The concept of a concretum as an independent content, where content
is understood in the widest sense as any object, does not coincide with
the concept of a thing...To the unity of a thing there belongs more
than one isolated concretum; there belongs to the unity of a thing
(ideally speaking) an infinite multiplicity of temporally successive
(succedirender) (in the sense of change and endurance) concreta
which flow into one another continuously and which are of one and
the same form, a multiplicity...spanned by the unity of causality.
(Husserl 1984a:111, §12 A, 261)

In order to get to a thing from a concretum a generalisation of the con-
cepts of independence and dependence which transfers these to the

domain of succession and causality must be possible. (Husserl 1984a:
I, §12 A, 251)

What holds of things and concrete, holds too, Husserl thinks, of the
empirical ego:

Just as the external thing is not the isolated complex of features
(Merkmalcomplexion) at a moment, but is rather first constituted as a
unity which persists through the multiplicity of actual and possible
changes, as what endures through variation, so too, the ego is first
constitued as a subsisting object in the unity which spans all actual
and possible changes of the complex of experiences (Erlebnis-
complexion). And this unity is no longer phenomenological unity but
lies in causal law-likeness. (Husserl 1984a:V, §4 A, 332)

The “phenomenological ego in extended time”, like the “ego as an
enduring object”, stands to the “momentary phenomenological ego” as a
physical thing to a concretum, to a momentary thing (Husserl 1984a:V,
§4 A, 332)." These distinctions, which presuppose that part of Husserl’s

" Husserl immediately qualifies this thesis: “We must of course here leave open the
question whether a nomological-causal link belongs to the mere unified continuity
of contents of consciousness, thanks to which these flow as a unified change into
others and are at every moment unified and continuous, a link which brings about a
thing-like unity in the metaphysical (not a mystical) sense. Indeed we must leave
quite open the question whether and how psychic and physical things...are to be
distinguished. Here only what is phenomenological is important and it is clear that
the phenomenologically reduced ego, the ego with its stock of experiences which
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formal ontology which deals with dependence and parthood, are the
background for the summary of his analysis of the empirical self in
1901:

We excluded the body-ego (Ich-Korper), whose appearances resemble
those of any other physical thing, and considered the mental (geistig)
ego, which is empirically bound up with the body-ego, and appears as
belonging to it. Reduced to what is actually given, the mental ego
yields the complex (Komplexion) of psychic experiences described
above. This complex stands in the same sort of relation to the psycho-
logical (seelisch) ego as the side of an external thing which “falls
within perception” stands to the whole thing. I can only understand
the conscious intentional relation of the ego to its objects in the
following way: there belong to the complex of experiences intentional
experiences and these constitute the essential phenomenological core
of the phenomenal “ego”. (Husserl 1984a:V, §8 A, 342)"

3. Against Husserl’s Pure Ego

On the assumption that it makes sense to assert that there are or are no
egos or selves, should we accept Husserl’s claims about pure egos?
Husserl seems to have been convinced that the honest and unprejudiced
description of what is given suffices to silence those who are sceptical
about his egology (Husserl 1952:§57, 258). But Husserl’s capacities as a
descriptive psychologist were perhaps never so finely honed as when he
wrote the Logical Investigations and declared he could find no trace of a
pure ego. Hume, whose talents as a descriptive psychologist Husserl
admired enormously, came to a similar conclusion. Neither Brentano nor
any of his students other than Husserl “found” a pure, simple ego.
Fortunately, Husserl’s egology may be evaluated from a non-
phenomenological, ontological point of view. There is, after all, an onto-
logical argument in favour of the pure ego, an argument Husserl seems
to accept: what makes Sam’s acts Sam’s acts is that their bearer is Sam’s

develops from moment to moment, bears its unity in itself whether or not from the
causal point of view it counts as a thing or not” (Husserl 1984a:V, §4, 332).

' Husserl‘s category of an ego as a unified complex of experiences at a time and the
further thesis that this is the only sense in which one may speak of an ego are at the
centre of Galen Strawson’s (2009) egology.
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pure ego. There are also, as we shall now see, ontological reasons for
rejecting Husserl’s account of pure egos.

In 1925 the Cambridge philosopher, C. D. Broad, distinguished two
accounts of mind, “Centre-Theories” and “Non-centre theories”. One
version of the first account is “the theory of the Pure Ego”. (Husserl, as
we have seen, uses the metaphor of a “centre” to describe his account of
the pure ego). Every account of the second kind “denies any such par-
ticular Centre, and ascribes the unity of the mind to the fact that certain
mental events are directly inter-related in certain characteristic ways”
(Broad 1947:558). Broad also says:

It is very commonly believed that the characteristic unity of the vari-
ous events in one slice of the history of a self, and the characteristic
unity of the successive slices of the total history of a self, depend on
the presence of a peculiar constituent in every self. This peculiar con-
stituent is called the “Pure Ego”. I do not think that anyone seriously
holds a similar view about the characteristic unity of a physical object.
(Broad 1947:278)

There is, it has been well said, no philosophical view so absurd that it
has not been defended by someone. And the view about physical things
mentioned by Broad is no exception to the rule. There is an ontology of
physical things according to which such things contain a peculiar con-
stituent called a “bare particular”. Thus Gustav Bergmann writes:

The second way of solving the problem of individuation is to make
the further constituent a bare particular. This notion, too, has two
parts. Bare particulars neither are nor have natures. Any two of them,
therefore, are not intrinsically but only numerically different. That is
their bareness. It is impossible; for a bare particular to be “in” more
than one ordinary thing. That is their particularity. (Bergmann 1967:
24)!

A bare particular is a mere individuator. Structurally that is its only
job. It does nothing else. In this respect it is like Aristotle’s matter, or,
perhaps more closely, like Thomas’ materia signata. Only, it is a
thing. (Bergmann 1967:25)

" “Impossible,” is explained as the sort of impossibility indicated by expressions
which are not well-formed.
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Complex physical things or substances, then, contain not only their
monadic and intrinsic properties (tropes or universals) but also a “bare
particular”. A bare particular is a particular which has no essential prop-
erties, other than the property of particularity.

Husserl’s pure ego behaves in many respects just like a bare particu-
lar. As we have seen, it is “completely empty of essential components™.
It is, Husserl sometimes claims, as a matter of essential necessity a par-
ticular object. Husserl’s pure ego differs from a Bergmannian bare par-
ticular in two respects. First, bare particulars are temporal entities,
whereas Husserl’s pure ego is, he sometimes claims, timeless. Second,
bare particulars are components of things. Husserl says, as we have seen,
that a pure ego is “contained” in the personal ego. But this cannot mean
that the pure ego is a part of the personal ego. My mental acts depend
one-sidedly on my pure ego and this dependence cannot be the depend-
ence which connects only temporal entities nor can it be the type of
dependence which connects only atemporal entities. Just what sort of de-
pendence Husserl has in mind is not, as far as I can see, ever explained.

Peter Geach has noted the analogies between the view that there are
pure egos and the view that there are bare particulars:

Many people who have held that we could establish metaphysically
the existence of persons, have held that a person either is, or has as his
ontic core, something called a pure ego; this has no internal structure,
and undergoes no succession of states in time, and so on; it is a sort of
spiritual atom. The temptation to believe in a pure ego is very like the
temptation to believe in other philosophical chimeras...: the temp-
tation to believe in a bare particular, which, as you might say, doesn’t
have any qualities because it is what has them, or in prime matter,
which never has any form at any time, precisely because it is what
underlies the change of form, etc., etc. (Geach 1979:109—10)"

Are there bare particulars? The very idea of bare particulars, I suggest, is
an example of the mistake of logocentrism in ontology. Consider the fol-
lowing two families of ontological categories :

I Object, Property, Relation, State of Affairs, Class, Exemplifica-
tion...

' Cf. Geach (1979:45-7).
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I Thing (Substance, Person), Process, Event, State, Quantity, Space-
time, Fields, Force, Tendency, Disposition, Power, Kind, Instanti-
ation...

The first family contains the categories which, according to Husserl, be-
long to formal ontology. The second list consists of categories which
belong to what he calls material ontology (with the exception of the
relation of instantiation). What is the relation between categories on list I
and categories on list [I? We may distinguish three options. First, list I
categories are ontologically more fundamental than list II categories.
Second, the direction of explanation is the other way round. Third, there
are no such relations of explanatory priority. An example of the first
option is the claim that the category of substance can be understood in
terms of the categories of object and property. Another is the claim that
the category of process or event can be understood in terms of the
exemplification of properties and temporal intervals (cf. Mulligan 2006;
2008). I believe that the second option is the right one because list |
categories, unlike list II categories, are logic-driven. To use a metaphor
employed by both Husserl and Wittgenstein in a similar connexion, list |
categories are shadows of the fundamental logical categories:

0 Individual Concept, Monadic General Concept, Relational General
Concept, Proposition....

The fundamental category of formal ontology is the category of objects.
But to be an object is to be the object of something, of an individual con-
cept, of a proper name, of a mental act. This is not true of the category of
substance or thing. To be a thing or a substance is not to be a thing or
substance of anything at all. Properties are properties of objects and so
inherit the relative nature of objects. Relations are relations between
objects and so inherit the relational nature of objects. Logocentrism in
ontology 1s the misguided attempt to understand list II categories in
terms of list I categories.

The view that physical things contain bare particulars is an example of
logocentrism for it is an attempt to understand the category of things in
terms of the category of objects (particulars). A bare particular is an
object which is neither a thing nor a state nor a process. (Bergmann, it is
true, says that a bare particular is a thing. But it is not a thing in the
sense in which a tree, which is supposed to contain a bare particular, is a
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thing). But there is no such entity. Husserl’s view that a person or man
contains a pure ego is also an example of logocentrism. The pure ego,
Husserl sometimes says, is an object. But it is an object which is neither
a substance, nor a person nor a process, for example a mental act.' It is
true, as we have seen, that Husserl occasionally seems to claim that a
pure ego is an object which is a sui generis type of necessary existent.
But this claim is not prominent in his egology and is, in any case, an
extraordinary claim.

One who thinks that there are no relations of explanatory priority
between list I categories and list I categories may nevertheless well find
the idea that mental acts depend on a purely formal entity, a naked,
empty object (or non-object) unpalatable.’

4. Related Views: Scheler, Wittgenstein, Nagel & Fine

Husserl is by no means the only twentieth century philosopher with a
weakness for two subjects per human being. Within phenomenology,
Scheler distinguishes between a person and that person’s self. Outside
phenomenology, Wittgenstein distinguishes the philosophical ego or
metaphysical subject from what he calls the human soul. Between these
views and Nagel’s distinction between an “objective self” and a person
there lie the views of Mead and of Freud and his followers. Recently, Kit
Fine has investigated one way of distinguishing between a metaphysical
and an empirical ego. The two subjects distinguished by these philo-
sophers are characterised by them in a variety of ways. If there is a red
thread running through two-subject views, it is the idea that there is a
subject which can look down on another subject of a quite different kind.

Two-subject views contrast with the views of, for example,
Gurwitsch, Sartre and Segelberg,’ which allow for just one subject, a self

' On the self as a purely formal entity cf. Delius (1981).

*It is interesting to note that just as Husserl argues both phenomenologically and
ontologically for the pure ego, so too friends of bare particulars argue both onto-
logically and phenomenologically for these. Bergmann and Armstrong argue that
visual perception discloses bare particulars.

3 Cf. Gurwitsch (1929) and Segelberg (1999). Gurwitsch in fact qualifies con-
siderably his rejection of the pure ego: “the legitimate ground for the ego and its
problems [may] be found in the ‘personal acts’, which are opposed to what pertains
to the cognitive (Erkenntnishaften)... It belongs to the sense of these personal acts,
such as remorse, pardoning, love, hate, attitudes towards something (affective atti-
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understood as a unity. Thus Sartre’s self, as he notes, resembles in many
respects, the empirical self of the early Husserl.

In order to locate Husserl’s egology in the space of two-subject philo-
sophies and egologies it will be useful to bear in mind some of the main
options which have emerged from our sketch of Husserl’s view:

- 1s simple vs. 1s a unity

- is temporal vs. is atemporal

- belongs to the world vs. does not belong to the world

- 1s directed towards the world vs. is directed towards an Umwelt
- is an object vs. is no object

As far as I can see, the most developed two-subject view is that set out
by Scheler, closely followed by Husserl’s account. And in almost all
variants of the two-subject view and in almost all variants of the view
that there is only one type of subject, a unity, we find variations on the
distinctions first clearly set out introduced by Husserl in 1901 in his dis-
cussion of neo-Kantian views.

Scheler’s individual person plays many of the rdles played by
Husserl’s pure ego: the “correlate” of each is the real world. Scheler’s
person and Husserl’s pure ego are outside time. But Scheler’s person is
no object, cannot be perceived, and is not simple — as is Husserl’s pure
ego — but a unity (Scheler 1966:382-3, 389). Scheler’s individual per-
son essentially “contains” a social and an intimate person. Husserl’s pure
ego is essentially but not wholly social; it enjoys a sphere of “ownness”
(Eigenheit) (Husserl 1950:§44, 126-9). Scheler’s self and Husserl’s per-
sonal ego are objects, complex unities and parts of the world (cf. Scheler
1966:389, 414; Husserl 1975:128).

Scheler asserts in 1916 that a “person is never a ‘part’ but a correlate
of a world (Scheler 1966:392). In 1921 Wittgenstein says that ‘“the
philosophical ego [is]...the metaphysical subject, the boundary not a part
of the world” (Wittgenstein 1977:5.641)." Nagel says of what he calls
his “idea of the objective self” that it “has something in common with

tudes), championing a cause, that a person is concerned in his very centre. It is part
of the sense of these acts that they refer to a personal centre, to an ego. In them the
ego experiences its personal relation to another ego...” (Gurwitsch 1929:381).

" On the relation between Scheler’s person and Wittgenstein’s metaphysical ego,
and between Scheler’s self and what Wittgenstein calls the human soul, cf.
Mulligan (2009).
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the metaphysical subject of Wittgenstein’s Tractatus 5.641” but that he
“stop[s] short of excluding it from the world entirely” (Nagel 1986:62,
note).

The most striking difference between Husserl’s pure ego and
Scheler’s person is the fact that many of the predicates of Husserl’s ego
cannot be predicates of Scheler’s person. Scheler’s person loves, hates,
prefers, wills, intuits and means this or that with verbal expressions. His
ego sees, hears and fears but cannot love, hate, prefer, will etc. The
“acts” of a person differ absolutely from the “functions” of an ego or
self. Acts are mental, functions are psychological. Acts cannot be objects
although there is a “reflexive knowledge” of them. Nor are they
temporal (Scheler 1966: 386)." All acts and intentional experiences,
according to Husserl, belong to the personal ego as abstract parts and are
temporal.> But Scheler’s view about what is mental and what is
psychological wavers (Scheler 1955:234-6, 219, 248, 230). At the heart
of his account is the idea that relations such as self-love and self-control
are relations between distinct items, a person and a self. A self is the
point of origin of “subjective” time (present-past-future) and space (left-
right-up-down) and of a space of reactions just because it is in part a
bodily self. A person is not a centre in any of these ways since it can per-
ceive such a centre. It has no indexical or demonstrative point of view.

Two contemporary philosophers who distinguish two types of subject
are Thomas Nagel and Kit Fine. Like Husserl, they offer accounts of the
ways in which one of these subjects becomes a worldly item. Nagel dis-
tinguishes as follows:

' Scheler’s account of persons and their acts has much in common with the account
given by his English contemporary, McTaggart. Husserl sometimes flirts with views
like those of Scheler. Cf.: “Every act is consciousness of something, but every act is
also conscious. Every experience is...immanently ‘perceived’ (inner conscious-
ness), although not of course posited, meant (perceiving here does not mean being-
turned-towards in an act of meaning, grasping)...Inner perceiving...is not in the
same sense an ‘experience’. It is not in its turn innerly perceived” (Husserl 1966:
12-7.)

* But Husserl also says: “Subjective time is constituted in absolutely timeless con-
sciousness, which is not an object” (Husserl 1966: 112).
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Each one of us,...in addition to being an ordinary person, is a par-

ticular objective self, the subject of a perspectiveless conception of
reality. (Nagel 1986:63—4)

“The objective self” is “the last stage of the detaching subject before it
shrinks to an extensionless point” (Nagel 1986: 62, note 3):

Essentially I [= the objective self] have no point of view at all but
apprehend the world as centerless. As it happens, I ordinarily view the
world from a certain vantage point, using the eyes, the person, the
daily life of TN as a kind of window. But the experiences and the
perspective of TN with which I am directly presented are not the point
of view of the true self, for the true self has no point of view and
includes in its conception of the centerless world TN and his per-
spective among the contents of that world. (Nagel 1986:61)

Nagels “objective self” is by nature worldly:

As things are, the objective self is only part of the point of view of an
ordinary person, and its objectivity is developed to different degrees in
different persons. (Nagel 1986:63)

But “the objective self functions independently enough to have a life of
its own”, as does Husserl’s pure ego and its transcendental life. Nagel’s
account of the way his objective self becomes worldly (Verweltlichung)
runs as follows:

In some sense I think the same faculty or aspect of us is involved in
the various functions of objectivity, and I think it is something real. ...
[I]t places us both inside and outside the world, and offers us possib-

ilities of transcendence which in turn create problems of reintegration.
(Nagel 1986:65—6)

As we have seen, according to Husserl in some passages, the pure ego
does not really fall under the concept is an ego within the epoché. Nor
can one properly speaking refer there to a pure ego with “I”. Nagel does
not agree:

We can account for the content of the philosophical thought “I am
TN” if we understand “I” as referring to me qua subject of the imper-
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sonal conception of the world which contains TN. The reference is
still essentially indexical... (Nagel 1986:64)'

Kit Fine explores an account of the empirical self and the metaphysical
self according to which the latter but not the former is essentially per-
spectival, has, one might say, an Umwelt. Nagel’s “objective self”, like
Husserl’s pure ego and Scheler’s person, as we have seen, are not per-
spectival. They stand over against the one, real world rather than against
this or that Umwelt. Fine’s empirical self, like Husserl’s empirical ego,
is real:

For one may have a conception of the empirical self in which it is a
real object in the world, standing in a real relationship to its experi-
ences.... Thus the empirical self is in the nature of a substance; and the
‘life’ of an empirical self is given by the relationship between it and
the various experiences which it has. The metaphysical self, by con-
trast, is in the nature of an outlook; and the ‘life’ of the metaphysical
self is simply given by the egocentric facts of which it is the locus.
(Fine 2005:312)

What is the relation between Fine’s empirical self and his metaphysical
self? The way in which Fine’s metaphysical self becomes worldly is
very different from the ways in which Husserl’s pure ego and Nagel’s
objective self become worldly:

We might say that the metaphysical self is ‘embodied’ in a particular
empirical self (without meaning to imply that the empirical self is or
has a body). There would appear to be nothing intrinsic to the meta-
physical self (i.e. to the egocentric facts of which it the locus) which
would require it to be embodied in one particular empirical self or
even in one particular kind of empirical self. But once we have the
empirical link between the two, we can slide between talking about
the one in the same manner in which we talk about the other. Thus we
might say that the metaphysical self is the subject of certain experi-
ences simply because it embodies an empirical self that has those ex-
periences; and we might say that the empirical self is an outlook on
the egocentric facts simply because it embodies a metaphysical self

'Nagel says of his “idea of the objective self”: “It has a great deal in common with
Husserl’s transcendental ego” (Nagel 1986: 62, note).
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that is an outlook on those facts. This makes it seem hard to distin-
guish between the two but, in each of these cases, the properties had
by one are mediated through its link with the other;... (Fine 2005:312—
3.)

Husserl’s pure ego and his empirical ego, on the other hand, are not
“empirically” connected. The acts which constitute the unity of an
empirical ego depend essentially on one and the same pure ego.

What does it mean to say of an ego or person that it has a perspective,
an outlook or is a centre? Or that it is no centre or has no perspective.
Such claims, as we have seen, are very common. It is a striking fact that
friends of egology typically assume that, in some sense, “an ego” and “a
self” inherit from “I” the property of occasionality (indexicality). But
“perspective” and related terms may be understood in different ways.

Three different things may be intended by “perspective”. We may
speak of perspectives when we have occasional (indexical, demonstrate-
ive, egocentric) concepts, modes of presentation or facts in mind.' We
may also call any grasp of some subject-matter which only one person or
subject can enjoy a perspective. A perspective in this sense is peculiar to
a person or ego. Finally, a grasp of some subject matter which is not
completely expressible or communicable may also be called a per-
spective. These three types of perspective can combine in many different
ways. Thus it might be thought that someone who judges “This is a
book” on the basis of visual perception enjoys a perspective of the first
and third kind.

Does Husserl’s pure ego have a non-occasional perspective on the
world? It looks at itself and the world, it seems, in an impersonal way.
But the world is a real object and according to Husserl, all empirical
judgements, judgments about what is real, are to some extent occasional
judgements. So any perspective on the world must be in part occasional.
(Perhaps one or other of Husserl’s “reductions” is supposed to make this
feature of the world disappear).

" Husserl claims: “the structure of acts which radiate out from the ego-centre...is a
form, which has an analogy in the centralisation of all sensory phenomena in
relation to the body (Leib)” (Husserl 1952:§25,105). Since centralisation implies
egocentricity (occasionality) one would like to know how far this analogy is sup-
posed to extend.
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Scheler’s philosophy of persons attributes to every person a unique
non-occasional perspective on the world. For, according to Scheler, there
corresponds to each person his individual personal world, each of which
is part of the world (Scheler 1966:395). But, as we have seen, according
to Scheler, no person is part of any world. Scheler’s individual personal
worlds play some of the roles Husserl attributes to what he calls the
Umwelt enjoyed by each empirical ego.

Since, according to Scheler, every person is intentionally related to the
world via his relation to his world, “the content of the being of the world
differs from person to person”. The world, he thinks, cannot only be the
object of general concepts and propositions. Thus each person’s per-
spective on the world is a perspective of the second and third kind: “the
truth about the world is...in a certain sense a ‘personal truth’” (Scheler
1966:393-394). The point might be put by saying: that my world is a
part of the world cannot be said but shows itself. But this formulation
suggests that a perspective of the first, occasional, kind, is involved.
Scheler’s point is therefore better captured by saying: that a person’s
world is part of the world cannot be said but shows itself.

Wittgenstein, too, distinguishes between the world and a world. But in
contrast to Scheler’s anti-solipsistic personalist realism, Wittgenstein’s
position is egological and solipsistic: “the world [is] my world. What
“solipsism...means, is quite right, only it cannot be said, but shows
itself” (Wittgenstein 1977:5.62).
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Gewirthian Positive Duties Reconsidered
Per Bauhn

1. Introduction

In this essay I intend to raise two objections against Alan Gewirth’s
theory of positive duties:

(1) Gewirth’s comparable cost condition, which is intended to protect
the rights of the rescuer, instead makes the interpersonal duty to rescue
excessively demanding and is also inconsistent with the right to basic
well-being from which the duty to rescue itself derives its justification.
In order for the condition to be consistent with the right to basic well-
being it needs to be reformulated so that it never involves a requirement
that the rescuing agent should sacrifice any part of his basic well-being.

(2) Contrary to his intention, Gewirth’s argument for an interpersonal
duty to rescue and for a civic duty to support a welfare state cannot be
extended to a justification of an international duty to aid famine victims.
The civic duty to support a welfare state, as well as the interpersonal
duty to rescue, depend on citizens’ and individual rescuer’s ability to
control the situation in which urgent needs must be satisfied. But in the
case of famine victims in developing countries the wealthy nations that
are supposed to provide the required relief normally do not have the
ability to control the structural conditions that cause and maintain the
famine in the first place. Moreover, rescuing people from starvation
requires kinds of intervention that are very different from the ones that
figure in interpersonal rescue operations or in the workings of a civic
democracy. Hence, if there is a duty of wealthy nations to aid the
starving in developing countries, it has to be justified in a different way
than the one suggested by Gewirth.

2.1 Gewirth’s Theory of Agency and Rights

Alan Gewirth famously stated that all rational agents must, on pain of
contradicting themselves, claim rights to freedom and well-being. While
freedom is about the agent’s ability to control his actions in accordance
with his own choices, well-being is about the various abilities and con-
ditions needed for the agent to be able to act and to be successful in his
actions. According to Gewirth, freedom and well-being, being the



82

necessary conditions of successful agency, must be considered as
necessary goods by all agents. Given that all agents, by definition, want
to be successful in their purpose-fulfilling agency, any agent who holds
that she can do without freedom and well-being, would contradict her-
self. Accordingly, no agent can accept that other agents deprive her of
freedom and well-being. Hence, because of the equivalence of holding
that other agents should not interfere with one’s having freedom and
well-being and claiming rights to freedom and well-being, all agents
must hold that they have rights to freedom and well-being:

Therefore, if the agent were to deny that he has rights to freedom and
well-being, he would again be caught in a contradiction: he would be
in the position of both affirming and denying that his freedom and
well-being are necessary goods, that is, goods that he values as the
necessary conditions of all his actions and that must hence not be
interfered with or removed from him by other persons. (Gewirth 1978:
80-81)

Gewirth concludes that since being an agent is the sufficient reason for
any agent’s rights claim, every rational agent must also accept the pro-
position that all agents have rights to freedom and well-being. Once
again, the agent who denies this conclusion will be caught in a contra-
diction, since he is both holding that being an agent justifies his claiming
rights to freedom and well-being, and that being agents does not justify
other persons’ rights claims. Hence, all agents must accept an “egalit-
arian universalism”, according to which “all prospective purposive
agents have these rights” (Gewirth 1978:127). Hence, all agents must
refrain from interfering with their recipients’ freedom and well-being.
They should not kill nor coerce them, assault them, steal from them, lie
to them, slander them or in any other way deprive them of their freedom
and well-being.

2.2 Gewirth on Positive Duties

However, Gewirth also makes clear that the rights of all agents to free-
dom and well-being imply more than just duties of non-interference.
Speaking of the agent’s duties to his recipients, he notes that “positively,
he ought to assist them to have freedom and well-being whenever they
cannot otherwise have these goods and he can help them at no com-
parable cost to himself” (Gewirth 1978:135).
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Agents’ positive duties regarding their recipients’ freedom and well-
being play an important role in Gewirth’s later discussion of the inter-
personal duty to rescue as well as the civic duty to support a welfare
state and the international duty of wealthy nations to aid starving people
in developing countries.

Regarding the duty to rescue, Gewirth’s conclusion is that “whenever
some person knows that unless he acts in certain ways other persons will
suffer basic harms, and he is proximately able to act in these ways with
no comparable cost to himself, it is his moral duty to act to prevent these
harms” (Gewirth 1978:217). Hence, “when acts of rescue are possible,
with the realistic expectation that the rescuers are not risking their own
lives, those acts are morally mandatory positive duties” (Gewirth 1996:
o1).

Discussing the ideal of the fully developed welfare state — the “com-
munity of rights” — Gewirth argues that this state, by providing work
for unemployed members of the community, “enables its other members
to fulfill positive duties that, in principle, are incumbent on all persons
who can provide the needed help” (Gewirth 1996:219). All agents have
a positive duty to support a welfare state that removes various structural
threats to agency-related well-being. This is so, because “the argument
for positive rights applies also to situations where threats to freedom and
well-being arise from social or institutional contexts, such as where eco-
nomic or political conditions make for unemployment, homelessness, or
persecution” (Gewirth 1996:41).

In accordance with the criterion of degrees of needfulness for action,
which stipulates that in the case of a conflict between two rights that
right should be upheld which protects the good most needed for action,
taxation of the more affluent members of society for the sake of
financing welfare rights is justified. This is so, since “the right to free-
dom in the use of one’s surplus property is not absolute; it may be over-
ridden by other rights such as the basic rights to life, health, or sub-
sistence, since the objects of the latter rights are more pressing because
more needed for action” (Gewirth 1996:46). And “[s]ince freedom and
well-being are necessary goods of agency, their provision should not be
made contingent on the optional choices of persons or groups”, but
should be considered as objects of positive rights, implying “strict
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‘oughts’” that are “directly translatable into legal enforcement, in a way
that the looser ‘oughts’ of charity are not” (Gewirth 1996:79-80).

At the global level, Gewirth argues that there exist positive duties
between states similar to the ones existing between individuals and
between citizens. Hence, “Nation A has a strict duty to give food to
Nation B where Nation A has an overabundance of food while Nation B
lacks sufficient food to feed its population so that sizeable numbers are
threatened with starvation” (Gewirth 1982:207). Gewirth also applies
this idea of global duties to the problem of poverty in a later paper,
published posthumously, where he introduces the concept of the agency-
empowering government which “provides basic assistance for the
impoverished persons in countries other than its own” (Gewirth 2007:
233) and so fulfils the human rights of the poor.

3.1 Two Approaches to the Comparable Cost Condition

According to Gewirth, we have a duty to rescue a person from mortal
danger if we can do so at no comparable cost to ourselves. To illustrate
what it means to fail to fulfil that duty, he gives us the example of Carr
and Davis:

Suppose Carr, who 1s an excellent swimmer, is lolling in the sun on a
deserted beach. On the edge of the beach near him is his motorboat, to
which is attached a long, stout rope. Suddenly he becomes aware that
another person, whom I shall call Davis, is struggling in the water
some yards away. Carr knows that the water is about thirty feet deep
at that point. Davis shouts for help; he is obviously in immediate
danger of drowning. Carr sees that he could easily save Davis by
swimming out to him, or at least by throwing him the rope from his
boat. But Carr simply doesn’t want to bother even though he is aware

that Davis will probably drown unless he rescues him. Davis drowns.”
(Gewirth 1978:217-218)

Now, most people would probably agree that Carr had a duty to rescue
Davis, and one reason for this shared intuition is that Carr does not risk
anything in saving Davis’s life. It is not only that Carr’s cost is not com-
parable to the one that Davis will have to pay should Carr not intervene,
but Carr’s rescuing of Davis does not bring with it any costs at all for
Carr. Not a bruise, nor a broken finger, not a torn shirt, nor a ruined pair
of shoes — nothing. That is why it is so easy to agree with Gewirth’s
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conclusion regarding Carr’s duty here. Obviously, if Carr stands to lose
nothing and Davis stands to lose everything, and there is no other
relevant justification for Carr not to rescue Davis (such as, for instance,
Davis having threatened to kill Carr, should he ever get a chance to do
it), then Carr is morally obligated to rescue Davis. But from this we
learn nothing about what costs Carr should be ready to accept for him-
self, according to the comparable cost condition.

The implication of the comparable cost condition as regards the agent,
according to Gewirth, is that “he is not required to risk his own life or
other basic goods in order to save another person’s life or other basic
goods, and similarly with the other components of the necessary goods
of action” (Gewirth 1978:218). Now, this statement could be interpreted
in two different ways, namely, in terms of a strictly symmetrical ap-
proach or in terms of a level of well-being approach.

According to the strictly symmetrical approach to the comparable cost
condition, an agent is not required to risk his own life in order to save
another person’s life, nor risk to break his own leg in order to save
another person from having his leg broken, nor risk to suffer a frost-bite
in order to save another person from suffering a frost-bite, and so on.
However, according to this approach, the agent would be morally
required to sacrifice less important parts of his basic well-being when
this is necessary to protect more important part of another person’s basic
well-being. Hence, an agent may have a moral duty to risk breaking his
arms and legs and even to risk a life in a wheel-chair or in coma if that is
necessary to save another person’s life. In short, when another person’s
life 1s at stake, the rescuer is required to risk everything except his own
life to save that person.

According to the levels of well-being approach the comparable cost
condition only compares levels of well-being instead of individual
objects of well-being. Then the agent would not be expected to risk any
part of his basic well-being for the sake of maintaining any part of
another person’s basic well-being. According to Gewirth, physical integ-
rity is a component of basic well-being, and not only killing, but also
maiming “and other sorts of physical injury” constitute attacks on basic
well-being (Gewirth 1978:212). Hence, according to the levels of well-
being approach to comparable costs, the agent should not be required to
risk any kind of physical injury, not even a broken finger, for the sake of
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saving another person’s life. However, the agent could still be required
to sacrifice other goods that do not belong to his basic well-being for the
sake of saving another person’s life. For instance, if an agent has food
and clothes in abundance, he may well be morally required to provide a
homeless and starving person with a coat and a meal if that is necessary
to save the latter’s life.

If we opt for the strictly symmetrical interpretation of the comparable
cost condition, the duty to rescue will be extremely demanding. If some-
one is about to lose his life unless you intervene, you are morally
required to intervene even if your intervention will cause you to break
every bone in your body and leave you permanently crippled, as long as
you at least will remain alive. But certainly this is asking way too much
of our solidarity with our fellow humans.

Granted, parents may be willing, and perhaps even morally obligated,
to risk their physical well-being for their children, and lifeguards and
bodyguards are sometimes supposed to risk even their lives for the sake
of protecting other people’s lives. But these kinds of extremely de-
manding duties derive from special relations and contractual obligations.
They require a particular justification, based on a particular background
story of voluntary commitments. They do not apply to human agents in
general, and they are not justified by any universal duty pertaining to all
agents.

3.2 Ambiguities in Gewirth’s Position

Sometimes Gewirth appears to accept that agents cannot be required to
accept bodily harm for the sake of saving another person’s life. In a later
work he criticizes the idea of a “utilitarianism of rights”, according to
which even rights to basic well-being can be weighed against each other,
so that one person should have to give up one of his eyes to provide a
blind person with sight on one eye, or so that one person should have a
healthy kidney removed for the sake of saving another person’s life. The
question that Gewirth addresses here is whether this would be an
acceptable application of the criterion of degrees of needfulness for
action, the purpose of which is to solve conflicts between rights.
According to this criterion, which has obvious similarities to the com-
parable cost condition, it is, for instance, worse to kill or physically
maim a person than to steal from him or tell a lie to him, because killing
and maiming tend to cause a greater loss of capacity for action than
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stealing and lying. However, Gewirth rejects that such a weighing of
goods should take place at the level of basic well-being, that is, the most
fundamental level of well-being without which we either cannot act at
all or can act only with a generally reduced chance of success. Accord-
ing to Gewirth, there are limits to the applicability of the criterion of
degrees of needfulness for action:

These limits are especially set by the physical integrity which is an
essential part of basic well-being. The policies cited above, removing
healthy persons’ kidneys or eyes to prevent the death or blindness of
other persons, are attacks on the former persons’ physical integrity. As
such, they pose serious threats to their continued agency. Persons can
indeed survive with one kidney or one eye; but, apart from their vol-
untary consent, the criterion of degrees of needfulness cannot justify
such inflictions of basic harms. (Gewirth 1996:51)

Here it would seem as if Gewirth opens up for an interpretation of the
comparable cost condition in terms of the levels of well-being approach
presented above, which would allow any agent to refrain from inter-
ventions that are likely to bring with them some kind of physical injury
to the agent, even if that injury is not lethal. If we are not allowed to
physically injure another person for the sake of saving a third person’s
life, it would be only reasonable to expect that we should be permitted to
refrain from exposing ourselves to physical injury in order to save
another person’s life. But this does not seem to be Gewirth’s inter-
pretation. Only ten pages after the paragraph just quoted, he discusses
our duties as potential rescuers:

The lives of the possible rescuers are as needed for their action as the
lives of the threatened persons are for theirs. But by the same token,
when acts of rescue are possible, with the realistic expectation that the
rescuers are not risking their own lives, those acts are morally
mandatory positive duties. (Gewirth 1996:61)

Here it is clearly implied that we are morally required to risk everything
except our own lives for the sake of saving another person’s life. This
means that we are required to risk aspects of our physical integrity that
we would not be permitted to remove from other persons even when it
would be necessary to save a third person’s life. And it means that we
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must be prepared to sacrifice aspects of our basic well-being that others
would never be justified in depriving us of.

This is also how Gewirth has been interpreted by some of his
followers. Deryck Beyleveld, for instance, in his analysis of Gewirth’s
ethical theory, concludes that we have a duty to save another person’s
life even “at the risk of (nonfatal) injury” (Beyleveld 1991: 344).
Another Gewirthian, Edward Spence, while noting that it might be
difficult to ascertain the risks involved in a rescue situation, still takes it
for granted that the risks to be calculated by the potential rescuer are
“the potential risks to his own life” — nothing else (Spence 2006:151).

Now, agents’ most basic rights concern their basic well-being,
including their physical integrity, and nowhere in Gewirth’s work is it
suggested that we have a right to physically maim another person, not
even for the sake of saving our own life. And, as we have seen, he
explicitly tells us that we are not allowed to interfere with the physical
integrity of another person for the sake of saving a third person’s life.
But when it comes to inflicting physical injury on ourselves, there seems
to be no such limitation. On the contrary, we are morally required to
sacrifice everything except our lives for the sake of saving another
person’s life. Hence, there seems to be an inconsistency in Gewirth’s
account of what it means to have a right to basic well-being.

On the one hand, no other agent is permitted to interfere with our
physical integrity, nor are we morally permitted to interfere with other
agents’ physical integrity, not even for the sake of saving a third
person’s life. On the other hand, we are supposed to have a duty to risk
everything except our own life when this is necessary to save another
person’s life. This makes no sense. If we want to remain within the
framework of Gewirth’s moral theory, we need an interpretation of the
comparable cost condition in terms of the levels of well-being approach.
Otherwise the comparable condition will be both excessively demanding
and inconsistent with that very right to basic well-being from which the
duty to rescue itself derives its justification.

4.1 Control and Positive Duties

In the interpersonal rescue situation the potential rescuer controls the
fate of the person in need of being rescued. In the example of Carr and
Davis, “Carr plays a determining role in Davis’s undergoing a basic
harm ... his intentional failure to come to Davis’s rescue is a necessary
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and sufficient condition of the drowning” (Gewirth 1978:220). The
potential rescuer enjoys freedom not only in the sense that he controls
his own actions, but also in the sense that he controls whether the person
in need of being rescued will be able to maintain his basic well-being or
not. It is this extended freedom that makes the potential rescuer morally
responsible for the person in need of being rescued. Carr knows about
Davis’s plight and he can easily intervene to save Davis, if he only
chooses to do so. Davis’s survival now becomes a matter of Carr’s
choice and in this sense Carr controls Davis’s fate.

A similar argument can be made for the duty of citizens of a
democracy to support a welfare state. As citizens of a democracy, being
entitled to elect our legislators, we share at least an indirect political
responsibility for the laws and institutional practices that govern our
community, and whatever legitimacy these laws and practices have is
derived from our consent. Democracy itself derives its justification from
the individual citizen’s right to freedom. By exercising this right as
voters and as participants in political life in general, citizens collectively
take part in controlling each other’s conditions of life. Hence, it could be
plausibly argued that if certain laws and institutional structures are
necessary to provide members of our community with education, health
care, and other vital aspects of well-being, and we, as a collective of
citizens, have the freedom and power to see to it that such laws and
structures come into being, then we also have a duty to do so. We
control, at least indirectly, the fate of our fellow citizens, and with this
control comes, just as in the interindividual rescue situation, responsib-
ilities and duties. As Anna Stilz has argued, “the fact that my acts con-
tribute to the public coercion of other people through the state ... gives
rise to important responsibilities to these other people” (Stilz 2009:201).

However, the argument from control cannot so easily be extended to
justify international duties to aid famine victims in developing countries.
Of course, it could be argued that rich nations “control” the fate of poor
nations, by having the power to decide whether or not to buy their export
products, whether or not to invest in their industries, and so on. In this
sense, then, there would be a certain similarity between citizens’ demo-
cratic control of their political community and wealthy potential donor
nations’ control of the economic conditions of developing countries. But
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there are also significant differences between the national and the inter-
national cases.

4.2 The Problem of International Positive Duties

In the case of the democratic nation state, citizens have the right to
control what laws and institutional structures should govern their lives as
members of a certain political community. It is because citizens have
both the political right to participate in the decisions of their political
community and the duty to obey these decisions that they also acquire a
positive duty to create, maintain, and support laws and institutional
structures that protect the right to well-being of all members of that com-
munity. Once again, to the extent that we have the freedom to control the
fate of other people, we also have a duty to protect their well-being.
However, this duty of mutual civic support do not extend to the laws and
institutional structures of other nation states, since the principle of
political sovereignty limits the civic right to political participation to
one’s own political community. Hence, it cannot be a strict duty of
distributive justice for the citizens of wealthy nation state 4 to provide
for the citizens of poor nation state B. The United States is under no
obligation to finance schools and health care in Sweden, even if the
United States could afford it and Sweden and could not. Nor is Sweden
under any obligation to finance schools and health care in Ethiopia or
Eritrea, even if Sweden could afford it and Ethiopia and Eritrea could
not. This point has been made by Thomas Nagel in his argument for a
political conception of justice:

Every state has the boundaries and population it has for all sorts of
accidental and historical reasons; but given that it exercises sovereign
power over its citizens and in their name, those citizens have a duty of
justice toward one another through the legal, social, and economic
institutions that sovereign power makes possible. This duty is sui
generis, and is not owed to everyone in the world, nor is it an indirect
consequence of any other duty that may be owed to everyone in the
world, such as a duty of humanity. Justice is something we owe
through our shared institutions only to those with whom we stand in a
strong political relation. It is, in the standard terminology, an
associative obligation. (Nagel 2005:121)
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We have established that the context of international famine relief is dif-
ferent from the contexts of interpersonal rescue and civic support for a
national welfare state when it comes to the question of control and the
moral responsibility implied by that control. Since we cannot control the
fate of starving people in another sovereign country, neither as indi-
viduals nor as citizens of our political community, we do not have the
kind of moral obligation to aid them that is involved in the interpersonal
rescue context or in the context of mutual support among citizens of one
and the same country.

4.3 The Singer Principle

Of course, the fact that the condition of control cannot do the job of
justifying a duty to provide international humanitarian aid does not
imply that no such justification can be given at all. After all, there are
other possible ways of justifying the duty to rescue as well as the duty to
aid starving people in developing countries. Peter Singer, for instance,
has famously argued that “if it is in our power to prevent something very
bad from happening, without thereby sacrificing anything morally
significant, we ought, morally, to do it” (Singer 1972:231). According to
Singer, this moral principle — known as the Singer Principle — justifies
a duty to save a drowning child in front us as well as a duty to send
money to help the victims of a famine in a far away country, assuming
that we in both cases only have to sacrifice things that are morally
insignificant, comparatively speaking. For instance, we may have to
sacrifice our new shoes when we step into the pond to save the child,
and we may have to abstain from a fine dessert at the restaurant in order
to spend some money on famine relief. These sacrifices are, however,
morally insignificant compared to the alternative option, namely, that we
let the child in the pond and the famine victims die.

According to the Singer Principle, “[i]t makes no moral difference
whether the person I can help is a neighbor’s child ten yards from me or
a Bengali whose name I shall never know, ten thousand miles away”.
Moreover, “the principle makes no distinction between cases in which I
am the only person who could possibly do anything and cases in which I
am just one among millions in the same position” (Singer 1972:231-
232). Hence, the important thing is not whether or not we control the
fate of a starving stranger, but whether or not we in fact can do some-
thing to help him. If we can do something to help him without sacri-
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ficing anything “morally significant”, then we have a moral duty to do
SO.

However, the Singer Principle incurs moral problems of its own. One
problem has to do with the fact that the principle ignores questions of
personal and institutional responsibility. It requires of us that we help a
person in need just because it is relatively easy for us to do it, even if
that person with some effort could take care of himself. It also requires
of us that we send money to relieve the starving of a distant developing
country, although the government of that country has the means to
provide for its own citizens but prefers to spend its resources on the
military instead. Hence, the Singer Principle invites the good-hearted to
be exploited by the idle and the ruthless. This is so, because the principle
is based on reasons of sufficiency rather than on ones of necessity. We
are required to help because we can do so, not because it is necessary
that we do so.

For the same reason, the Singer Principle may well require of us that
we ignore the ones that only we can save for the sake of saving those
that could be helped by others, too. For instance, the principle may well
prescribe that I let a child in front of me drown for the sake of getting to
the post office in time to transfer a sum of money that will save the lives
of five starving children in a distant country. The fact that I am the only
one who can save the child in front of me and that there are others who
can supply the money needed to save the five distant children counts for
nothing here. But this way of reasoning ignores the difference between
morally indeterminate situations in which persons have a right that
someone helps them, and morally determinate situations in which
persons have a right that / help them. And the necessity involved in a
morally determinate situation — unless I help you, you will die — is
also central to the idea of control that has played an important part in our
discussion of the interpersonal duty to rescue as well as the civic duty to
support a welfare state. However, in the case of famines in developing
countries questions of necessity and control become much more
complex.

4.4 International Responsibility and the Promotion of Democracy

To end a famine is very different from rescuing a drowning child. Once
you have pulled the child out of the water, he is saved and your rescue
operation has been successfully completed. But in the case of famines,
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the problem is seldom just lack of food but rather the presence of corrupt
political and economic institutions that do not work for the benefit of the
citizens. It has been pointed out that “poor countries suffer not so much
from insufficient aid as from the poor quality of their governance”
(Werlin 2005:517). In fact, foreign aid might make things worse by
constituting yet another source of income for a corrupt government and
by encouraging that government to stop caring about the social needs of
its citizens, since foreign donors are already shouldering that respons-
ibility. Instead that government might spend its resources on the army
and the security police to prevent democratic parties from challenging its
rule. Hence, it should come as no surprise that a recent study of the
impact of foreign aid on democracy in developing countries between
1975 and 2000 concluded that “no evidence is found that aid promotes
democracy” (Knack 2004:251).

However, promoting democracy in developing countries is important
if we want to end famines, since “no substantial famine has ever
occurred in any independent country with a democratic form of govern-
ment and a relatively free press” (Sen 1999:152). Promoting democracy
might be done by non-military means, for instance, by various economic
sanctions against states that do not respect human rights (and, of course,
by supporting and encouraging states that move in the direction of an
increased respect for the human rights of their citizens). To the extent
that it is true that a particular wealthy nation has the capacity to exercise
economic control over a developing nation, it can be plausibly argued
that it also has a positive duty to apply economic pressure to make the
government of that nation accept its responsibility to provide for its
citizens. Here the question of control once again becomes important.
More obvious is that wealthy nations have at least a negative duty not to
support undemocratic regimes. Hence, wealthy nations should refrain
from selling them arms, surveillance technology, and other means neces-
sary to their staying in power.

What if it turned out that it is impossible to end a famine in a devel-
oping country without launching a military intervention that removes the
undemocratic government of that country? Assuming that this will bring
with it death and bodily harm not only to the enemy but also to the
invading soldiers, any government contemplating such an intervention
may come to the conclusion that this goes well beyond their inter-
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national duties. Of course, soldiers are supposed to risk their lives in
war. Hence, a government can ask for a higher degree of sacrifice from
their soldiers than from their citizens in general. However, it is one thing
for a government to ask of its soldiers that they should be willing to risk
their lives when this is necessary to protect their own country. It is quite
another thing for a government to ask of its soldiers that they should be
willing to risk their lives for the sake of making another country more
democratic when that country does not constitute a threat to one’s own
country.

Of course, a government whose soldiers are contracted rather than
conscripted could make it a contractual requirement that all soldiers
should be prepared to serve in international humanitarian missions. But
do governments have a duty to set up contract armies for the sake of
being able to contribute to humanitarian missions? If they do, to whom
to do they owe this duty? Once again, we find that the justification of
international duties is much less clear than interpersonal and civic duties.

5. Conclusions

To sum up: The comparable cost condition plays an important part in
Gewirth’s argument for positive duties by protecting the rescuing
agent’s rights to basic well-being. However, in order for the condition to
fulfil this function it needs to be interpreted in accordance with the levels
of well-being approach. Gewirth’s argument for an interpersonal duty to
rescue can be extended to justify civic support for the welfare state. This
1s so, since in both cases much of the force of the argument comes from
the fact that the rescuing agent and the collective of citizens are able to
control whether the rights to well-being of persons in need of help will
be maintained or not. However, Gewirth’s argument cannot so easily be
extended to justify international duties to aid famine victims. Here the
problem is that at least an important part of the control of the famine
victims’ effective right to well-being is not in the hands of the potential
donor countries, but is instead exercised by undemocratic local govern-
ments that often are responsible for the outbreak of the famine in the
first place.
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Quasi-Realism, Absolutism, and Judgment-Internal
Correctness Conditions™

Gunnar Bjornsson

Abstract

The traditional metaethical distinction between cognitivist absolutism,
on the one hand, and speaker relativism or noncognitivism, on the other,
seemed both clear and important. On the former view, moral judgments
would be true or false independently on whose judgments they were, and
moral disagreement might be settled by the facts. Not so on the latter
views. But noncognitivists and relativists, following what Simon
Blackburn has called a “quasi-realist” strategy, have come a long way in
making sense of talk about truth of moral judgments and its in-
dependence of moral judges and their attitudes or standards. The success
of this strategy would undermine the traditional way of understanding
the distinction, and it is not obvious how it can be reformulated. In this
paper, | outline the difficulty posed by quasi-realism, raise problems for
some prior attempts to overcome it, and present my own suggestion,
focusing on correctness conditions that are internal to the act of moral
judgment.

1. Some Traditional Distinctions, and Why They Seemed Important

Metaethicists have traditionally distinguished between absolutist cogni-
tivism (sometimes called “objectivism™), relativist cognitivism (often
called “appraiser relativism™), and noncognitivism. Both the distinctions
and their importance seemed clear enough.

First, if some form of cognitivism were correct, moral opinions and
statements could be true or false, correct or incorrect. If noncognitivism
were true, on the other hand, there would be no such correctness or in-

" Earlier versions of this paper were presented in 2007 at seminars at University of
Gothenburg and Uppsala University, and at ETMP 2008. I thank the audiences on
those occasions as well as Caj Strandberg, Ragnar Francén Olinder, Stephen Finley,
and two anonymous referees for helpful comments. The topic of this paper seemed
a good fit for the occasion, as Ingvar Johansson’s manuscript Is Ought? from 1994
explores metaethical issues from an internal perspective in ways resembling quasi-
realist strategies.
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correctness and no truth or falsehood: only different moral opinions and
different moral claims. Moreover, moral claims would not express
propositions and would not be describing actions, characters or political
institutions, and moral opinions would not be beliefs about, or repres-
entations of, states-of-affairs. Instead, they would be desires, or conative
or emotive states of approval or disapproval, or commitments to act or
not act in certain ways. Consequently, there could be no fact of the
matter as to whether an act is morally wrong.

Second, if relativist cognitivism were true, then if one person thought
that an act was morally wrong while another thought that it wasn’t, they
could both be correct, or both incorrect, if their judgments were made
relative to different moral standards. And if they were, there would be no
real disagreement about the facts: even if the two judgments shared the
same character — the same function from contextually given standards
to content or truth-conditions — they would have different truth-con-
ditions. If absolutism were correct, on the other hand, the judgment that
one person accepted and the other rejected would be subject to the same
appraiser-independent standards of correctness. If one were correct, the
other would be incorrect.

Given this map of the metaethical territories, it was quite clear why
these distinctions mattered for normative ethics. My impression is that
most normative ethicists have assumed some form of absolutist cognit-
ivism, and it is easy to see why. On absolutism, there would be correct
answers to the moral questions that are being asked and the answers one
person suggests would be directly relevant to others who are thinking
about the same question: if my answers are correct, they will be correct
for others too, and vice versa. Consequently, there can be what I will call
a “moral science”: a collaborative enterprise aiming at the accumulation
of correct answers to shared moral questions. Assuming the importance
of correct moral beliefs, and assuming that answers to moral questions
are not hopelessly beyond our ken, normative ethics would have a
straightforward rationale.

Weak forms of relativism would also be capable of sustaining a moral
science, although of a slightly parochial sort. These are the forms that lie
closest to absolutism and take moral standards to be either widely shared
— shared by most or all people in liberal societies, say — or quite
similar although not strictly identical. But the stronger and more judge-
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dependent the relativism — the more it takes moral standards to vary
widely from individual to individual — the more moral agreement and
disagreement would have to be the kind of agreement or disagreement in
attitude that noncognitivists say they are. There would be room for
moral enquiry, but as versions of relativism approaches subjectivism,
such inquiry would increasingly be a matter of finding out what the
investigator herself likes or accepts. The collective aspect of moral
science would be gone.

On noncognitivism, finally, there could be no moral science because
there could be no correct or incorrect answers to moral questions. The
room for systematic investigation into correct answers would be re-
stricted to investigations concerning the non-moral assumptions on
which some moral claims are based. Moreover, noncognitivists stand-
ardly think that in many cases, moral disagreements are fundamentally
based on disagreements in attitude: in such cases, the way the world is
wouldn’t support one of these claims in favor of the other.'

This is not to deny that both noncognitivism and strong relativism
allow for a pursuit of a coherent system of attitudes or norms, or a
mutual adjustment of attitudes through discussion of the sort that can
help cooperation through the coordination of attitudes and expectations
(Gibbard 1990; Lenman 2007). But, as traditionally understood, neither
takes the content of our moral questions to determine any one correct
answer independently of who is asking the question.

My concern here is with what I have just discussed: the straightfor-
ward consequences of the basic metaethical positions for the possibility
of a moral science. Given this concern, the important distinction seems
to be that between absolutist cognitivism and weak relativism, on the
one hand, and noncognitivism and strong relativism, on the other: under
the former, a moral science might be possible; not so under the latter.’

' The old distinctions were not always clear-cut. For example, since prescriptions
seem incapable of truth or falsehood, prescriptivism is usually understood as a form
of noncognitivism. But Richard Hare’s (1981) form of prescriptivism took know-
ledge of the relevant non-moral facts to determine what the correct moral judgments
would be and thus seems to leave room for a moral science.

? By contrast, the distinction between strong forms of relativism and noncognitivism
doesn’t matter for the possibility of a moral science: it is mostly stressed by people
in the noncognitivist tradition (e.g. Horgan and Timmons 2004) who think that
relativism is obviously false and that opponents of noncognitivism (e.g. Shafer-
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Admittedly, matters might be more complicated. Further information
can give us reason to expect absolutism to have different consequences.
Suppose, for example, that the only form of absolutism that has any
chance of being true were one given which moral knowledge i1s outside
our epistemic reach. Then absolutism would render moral science im-
possible. Or suppose that moral truths would lose all authority or norm-
ative force if we came to believe in some form of relativism or non-
cognitivism, however weak (Smith 1994:172, e.g.). Then the important
distinction would seem to be that between absolutism and the other
positions: weak relativism would not undermine moral science, but
would undermine our interest in it almost as much as strong relativism
and noncognitivism. To focus the discussion, however, I will ignore
these complications, and take for granted that the traditional distinction
that matters for a moral science is that between absolutism and weak
relativism, on the one hand, and noncognitivism and strong relativism,
on the other. The difficulty that I will be concerned with here is that this
distinction has seemed to dissolve in light of work by people in the
noncognitivist tradition: people have been at loss pinpointing the real
difference between an absolutist cognitivist such as Russ Shafer-Landau
and an heir of the noncognitivist tradition such as Allan Gibbard. If my
way of explaining the distinction and deal with this difficulty is basically
sound, complications can be added afterwards.

Landau 2003:33) tend to equate or conflate the two and therefore think that non-
cognitivism must also be false.

A number of interesting points about can be raised concerning the relation
between relativism and noncognitivism. For a recent discussion of combinations of
cognitivist and noncognitivist views, for example, see Ridge (2006a) and Schroeder
(2009), for a defense of the distinction between relativism and expressivism, see
Horgan and Timmons (2004), and for recent discussion of the relation between
judgment and expression, see Joyce (2002), Ridge (2006c), and Schroeder (2008a).

A further complication is the introduction of assessor-relativism, according to
which the truth-value of a judgment or claim is relative to circumstances of evalua-
tion determined by the context of assessment. Applied to moral judgments, this
view might imply that a moral judgment is true relative to my circumstances of
evaluation, but not to yours. I ignore this complication, as the difference between
assessor-relativism, noncognitivist expressivism and speaker relativism seems
largely notational. (See e.g. Dreier 2009; Bjornsson and Finlay 2010:24-5; Bjorns-
son and Almér 2010:43 note 26, e.g.).
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2. The Difficulty: Quasi-Realism and Quasi-Absolutism

The difficulty I have in mind, and that I would like to circumvent, stems
from the promise of what Simon Blackburn dubbed ‘“quasi-realism”.
Under this banner, Blackburn and others have famously attempted to
show how phenomena characteristic of paradigmatically absolutist cog-
nitive thinking and discourse are just what we should expect given only
make assumptions that noncognitivists would be happy to endorse. Such
ambitions were part of the noncognitivist tradition in ethics from early
on (Stevenson 1937; 1963:214-20; Hare 1970) but have been especially
prominent in recent work by people such as Blackburn himself (1984,
1993, 1998), Mark Timmons (1999) and Allan Gibbard (1990, 2003),
and I have contributed in small ways to this recent trend myself (Bjorns-
son 2001, 2013; Bjornsson and Finlay 2010).

Quasi-realism responds to what might be the major problem for non-
cognitivism: that it seems to go against the common sense understanding
of moral thinking and discourse. No category mistake seems to be in-
volved in saying that some moral claims are true or correct, or that some
people believe that suicide is morally wrong, or that someone’s conduct
was described as morally objectionable. Moreover, moral predicates can
figure in various unasserted contexts, just as ordinary descriptive pre-
dicates: in negated claims, questions, antecedents of conditionals, and in
characterizations of objects of mental states such as fear or hope. Such
embedded occurrences, it seems, would not be straightforwardly intelli-
gible if moral claims were simply expressions of conative and non-
cognitive states of mind. Why, for example, would we make negative
moral claims, expressing negative moral judgments, unless they rule out
states-of-affairs represented by their positive counterparts? To make a
negative judgment isn’t just to not make, or event to refuse to make, the
positive counterpart: the agnostic rejects both a claim and its negation.
And why would we make conditional statements with moral antecedents
if moral terms express desires rather than represent facts? Saying that it
might be right to punish someone only if she has done something wrong
seems to presuppose that it is a real matter of fact whether she has done
something wrong, a fact that something can be conditional on. A further
problem — shared by noncognitivists and relativists — is that it has
seemed to many that when one person believes that an act is morally
wrong and another believes that it isn’t, then if one person is correct, the
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other must be wrong: they have a real disagreement about the correct-
ness of the claim that the act is morally wrong.

Defenders of noncognitivism or relativism can reply in three ways to
these problems. The first is to deny or qualify the alleged evidence. This
might be most promising when it comes to intuitions about agreement
and disagreement, where quite a few people — philosophers and laymen
— deny that moral disagreement must be factual (but see Goodwin
2008). The second is to try explaining away the phenomena as based on
widespread mistakes about moral thinking and discourse. But the third
and probably most popular kind of reply is quasi-realism. It takes seem-
ingly cognitivist or absolutist phenomena for granted and tries to show
how they can be accommodated by noncognitivism. Various approaches
have been attempted, but what follows, in brief outline, is one that I find
comparatively plausible (Bjornsson 2001, 2013; cf. Blackburn 1993,
1998; Gibbard 1990, 2003; Timmons 1999; Schroeder 2008).

First, let a thought be something that is formed in an act of judgment
and can be subject to negation. Given the practical importance of the
moral attitudes that noncognitivists take to constitute our basic moral
thoughts, and the complexity of grounds on which such attitudes can be
based, it makes sense that we should have a “faculty of judgment” gov-
erning such attitudes, letting us accept some attitudes — putting them in
position to govern us in normal ways — while rejecting others — dis-
qualifying them from so governing us (Bjdrnsson 2001:90-93).' Now
understand the negation of a thought as the psychological item the
function of which is to prevent a given thought from governing us, an
item added to a thought when we make a negative judgment. Since we
can suspend judgment — consider a thought and try on an attitude with-
out either fully disqualifying it from or putting it in position to have its
effects — it is possible for the agnostic to accept neither a thought nor
its negation (Bjornsson 2001:94; cf. Sinclair 2011).

Second, non-cognitivists can understand the application of predicates

29 (13 29 (19

such as “correct”, “wrong”, “true” and “false” to moral thoughts and

"It is of course true that we can prevent the expressions of thoughts that we do
accept, and allow expression of thoughts that we reject: perhaps we are acting, for
example. But acceptance and rejection in judgment could be seen as what governs
the sincere and spontaneous effects of our thoughts, rather than our play-acting. Cf.
Gibbard (1990: ch. 4).
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claims, building on the following two assumptions: (1) “True” and
“false” attribute conformity to or violation of some fundamental stand-
ard for accepting or rejecting a thought, or for accepting or rejecting a
syntactically declarative claim expressing such a thought. (2) “Correct”
and “right” more generally attribute conformity to some relevant stand-
ard; “incorrect” and “wrong” attribute violation of such a standard. What
the relevant standard is typically varies with the object of assessment:
we say that a move in chess is correct, having in mind its adherence to
the rules of the game, or say that a map correct, having in mind that its
elements correspond to relevant elements in the are mapped. In applying
any of these six predicates to ordinary representational thoughts, the rel-
evant standard is that he world is at it is represented by the thought. In
applying them to moral thoughts, however, non-cognitivists can say that
we relate to whatever standards fundamentally govern our acts of moral
judgment, i.e. the standards that ultimately determine whether we accept
or reject the attitude constituting the moral thought under consideration
(Bjornsson 2013).

Third, it seems that in everyday parlance, to believe something just is
to take it to be true, so noncognitivists can say that our thought that wan-
ton cruelty is wrong is a belief insofar as we take it to accord with our
standards for attitudes constituting such thoughts, i.e. insofar as we
accept the thought, or are disposed to accept it, in an act of judgment.
Relatedly, to describe something seems to be to say something about it
that can be true or false. If so, we describe wanton cruelty when we say
that it is wrong. Furthermore, it seems that something is a representation
if 1t 1s the kind of thing that can be true or false. So beliefs or claims that
wanton cruelty is morally wrong are representations. Similarly, we can
say that our belief that wanton cruelty is wrong is true if and only if it
corresponds to the facts in the sense that things are as it says they are,
that is, if and only if wanton cruelty is wrong. Since we accept the claim
that wanton cruelty is wrong, we can also say that it corresponds to the
facts. (Cf. Dreier 2004.)

Fourth, since we typically assume that fundamental standards for
accepting or rejecting moral thoughts have universal scope, applying to
thoughts independently of whose thoughts they are, we will think that if
one party of a moral disagreement is correct, the other is not (Bjornsson
2013). Noncognitivists can explain the assumption of universal scope
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with reference to the general function of moral thinking and moral dis-
course, namely to coordinate attitudes: such coordination requires that
attitudes satisfy the same standards, independently of whose attitudes
they are.

Fifth, noncognitivists might say that to accept a conditional thought is
to accept the consequent under supposition of the antecedent, thus mak-
ing sense of conditional thoughts, such as the thought that if he didn’t do
anything wrong, he shouldn’t be punished. To accept something under
the supposition that someone didn’t do anything wrong is to accept it
while reasoning as if accepting the thought that he didn’t do anything
wrong, which on noncognitivism is to reason as if accepting a negative
moral attitude towards what he did (Bjornsson 2001).

Sixth, and finally, noncognitivists can deny that moral facts depend on
our attitudes. For example, for me to accept that torture would have been
right even if I had not disapproved of torture would be for me to accept
that torture is right when reasoning as if accepting that I do not disap-
prove of torture. Since my grounds for accepting that torture is wrong
make no reference to my disapproval of torture, but instead to its disre-
spect for and effects on the victim and society, such reasoning would not
involve any changes in these grounds, and thus no changes in my judg-
ment that torture is wrong (Blackburn 1993:chs.8-9, 1998:ch.9).

It is still an open question to what extent quasi-realism is successful,
and absolutists in particular tend to be unimpressed (see e.g. Shafer-
Landau 2003:ch.1; Huemer 2005:ch.2). Nevertheless, the quasi-realist
program is clearly rich and promising enough to warrant an interest in its
consequences. The most obvious, and intended, consequence of its suc-
cess would of course be that noncognitivism becomes more plausible, as
it would avoid the seemingly implausible metaphysical, epistemological
and semantic commitments of absolutist cognitivist positions, while
respecting the many similarities between morality and paradigmatically
cognitive domains that seem to afford knowledge of objective facts.'

But our concern here is with a difficulty recognized by a number of
authors, namely that the success of quasi-realism would undermine stan-
dard ways of understanding the difference between absolutism and non-

"Intriguingly, Street (2011) argues that quasi-realism will face epistemic problems
inherent in taking moral facts to be entirely independent of our views about such
facts. For criticism, see Vavova (2013).
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cognitivism (Wright 1985; Boghossian 1990; Divers and Miller 1994;
Dworkin 1996; Rosen 1998; Dreier 2002; Gibbard 2003; Dreier 2004;
Harcourt 2005; Street 2011). If successful, quasi-realism would let non-
cognitivists say that moral thinking ensues in moral beliefs that can be
true or false depending on whether they correctly represent how things
are, and whose truth-value is independent of whose beliefs they are, and
further say that in moral disagreement, both parties cannot be correct.
Employing similar explanatory strategies, strong relativists might try to
adopt and adapt some of these explanations, defending a form of quasi-
absolutism with reference to the practical function of moral thinking,
discourse, and criticism (Bjornsson and Finlay 2010; Bjornsson 2013; cf.
Wong 1984: 73; Finlay 2004). Traditionally, noncognitivists have of
course also rejected more specific positive theses often associated with
substantial forms of both absolutist and relativist cognitivism, denying
that moral predicates come with analytic constraints substantial enough
to provide truth-conditions for moral judgments, or that standard natur-
alist theories of reference determine the referents of moral predicates.
But so have metaethical non-naturalists (Shafer-Landau 2003; Huemer
2005; Enoch 2011).

3. Some Attempts to Retain the Old Distinctions

Drawing on earlier proposals (O’Leary-Hawthorne and Price 1996; Fine
2001; Gibbard 2003), Jamie Dreier (2004) suggests that the real bone of
contention between contemporary heirs of noncognitivism (“express-
ivists”) and non-naturalist absolutist cognitivists (“realists”) is this:
realists, but not expressivists, think that fundamental explanations of the
nature of our moral beliefs will make reference to moral facts.' In a
similar vein, James Lenman (2003) suggests that what distinguishes cog-
nitivists from a quasi-realists is that the former takes moral statements to
have truth-conditions irreducibly, rather than in virtue of their practical
function. The proposals remain somewhat unclear in the absence of
constraints on the relevant kind of explanation, and this difficulty is
somewhat compounded by the fact that quasi-realists have argued that

" The explanation in question is not a causal explanation of why we form moral
beliefs, but an account of the truth-makers of attributions of such beliefs. Realists
can deny that moral facts are causally efficacious without thereby ceasing to be
realists.
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they too can accommodate explanations of moral beliefs in terms of
moral facts (e.g. Gibbard 2003:partIV). Of course, Gibbard (1990:ch.5;
2003:20) denies that “robust normative facts” play a role in explaining
the nature of moral judgments, but the question here is what that denial
amounts to — as Gibbard (2003:20) notes, this denial is shared by some
non-naturalist realists. More importantly for our purposes, however, it is
unclear why the difference in explanatory commitments matters for the
possibility of a moral science. Such differences are of course theoretic-
ally interesting. But as long as moral truth is independent of the attitudes
of individual judges, the correctness of judgments made by one party of
a moral disagreement excludes the correctness of judgments made by
another, and the correctness is determined by judge-independent facts,
why does the order of explanation matter for the possibility of a col-
laborative enterprise aiming at the accumulation of correct answers to
shared moral questions?

Another way to try drawing the relevant distinction is to understand
belief in terms of the function or direction of fit of the act of moral
judgment. This looks promising, because noncognitivist from Stevenson
(1937) onwards have stressed that the function of moral claims is to
produce a desire-like state, a state the psychological function of which is
to bring about certain emotional states and behavior: disapproval of
actions taken to be wrongful, say, and the avoidance of such actions. In
other words, they have stressed that the function of moral thinking is to
make the world fit the judgment (Stoljar 1993; Horwich 1994; O’Leary-
Hawthorne and Price 1996).

Unfortunately, this is not enough in itself to make the distinction,
since cognitivists can take moral beliefs to have exactly that function or
direction of fit in addition to their cognitive function (cf. Dreier 2004:
33; Fine 2001:8). What needs to be added, it seems, is that noncognitiv-
ists take the act of moral judgment not to have the direction of fit of
belief-forming mechanisms: moral beliefs are not to be adjusted to the
world; the function of moral judgment is not to adequately map moral
reality; and moral beliefs are not parts of such a map. The problem is
that the quasi-realist strategies might seem to force the non-cognitivist to
say that the act of moral judgment is to adjust moral beliefs to fit the
facts. After all, if quasi-realism is successful, we are justified in saying
that if it is a fact that wanton cruelty is wrong, then judgments to the
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effect that wanton cruelty is wrong are correct and judgments to the
effect that it isn’t wrong are incorrect; conversely if it is a fact that
cruelty isn’t wrong. In order to be correct, moral judgments need to be
adjusted to fit the facts, just as do ordinary non-normative beliefs (cf.
Sinclair 2005:255-56).

A possible way around this problem is to take the relevant kind of
function to be a biological or more broadly etiological function. Such a
function can be defined not in terms of when the judgments produced
are correct or incorrect, but in terms of what the judgments have tracked
such that this explains why, in general, we keep making the judgments.
The noncognitivist would then deny that moral judgment have as their
etiological function to track features of the world (cf. Ridge 2006b: 637—
8), and the relativist could deny that your moral judgment and mine have
as their function to keep track of the same features of the world. But
there are problems with this suggestion too. One is that the proposal
would be rejected both by some self-professed noncognitivists or ex-
pressivists who have thought that moral judgment has as its biological
function to produce thoughts that correspond to certain (judge-relative)
facts (e.g. Gibbard 1990:117-18), and by others, who are more sceptical
about this biological claim, but nevertheless deny that its truth would
undermine expressivism (Blackburn 1998: 121).' Another problem is
that at least non-naturalist cognitivists also want to deny that the content
of moral judgments is determined by whatever function such judgments
might be said to have from an etiological or biological point of view.

The last problem points to yet another way of understanding functions
and direction of fit. Here 1s Neil Sinclair (2006:257-58):

Our beliefs determine the means we take to pursue our ends — this is
why the truth conditions of a belief can be plausibly thought of as the
condition under which the action it prompts would be successful in
pursuit of those ends it is coupled with. Since the successful pursuit of
ends depends on the state of the world, the best explanation of why
beliefs affect the way we pursue our ends is that the system responsi-
ble for them is taken to produce representations whose content

' What Gibbard denies (1990: ch. 6) is that these facts are substantive normative
facts, such that believing that they obtain is ipso facto to form a normative belief.
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matches the state of the world. That is, the function of beliefs ... is to
have their contents match the state of the world.

I have already pointed out problems with an appeal to tracking based on
etiology. But Sinclair’s suggestion is designed to allow that the repres-
entations in question can be given the role of beliefs by agents because
they take the system to produce representations whose content matches
the state of the world. This might seem like a very sensible move.
Whatever biological or etiological function something has, what matters
seems to be what function we give it: perhaps the primary biological
function of perception of human beauty is to select a healthy spouse, but
human culture have given this perception and our reactions a much
larger role, in many ways disconnected from that function. Similarly,
even if moral judgments have as their etiological or biological function
to track facts pertaining to how well a moral thought would promote
beneficial cooperation, agents might rely on them for other reasons.

Unfortunately, this move to agent-selected function does not seem to
help, if we assume that noncognitivists have successfully explained why
we would take our moral beliefs to be correct representations, or to
correspond to the facts, or match the state of the world. Given that
assumption, it seems overwhelmingly likely that we do let our moral
judgments govern our actions because we take our faculty of moral
judgment to be fairly reliable in producing correct representations. For
suppose that we had constantly found our judgments to be in conflict
with our standards of correctness for such judgments, because the
deliverance of our faculty of moral judgment were seriously unstable, or
because we somehow kept being seriously mistaken about what our own
moral beliefs are. Then we would very likely not be relying on our moral
beliefs to guide our actions. If we wanted to help people do what is
morally right, for example, we would not rely on our judgments of moral
rightness, and if we wanted to do some good, we would not trust our
judgments about what is good. So it seems that we do rely on our moral
judgments in guiding our actions because we take our faculty of moral
judgment to reliably produce correct moral beliefs.

In this section, I have briefly raised various problems for attempts at
preserving the cognitivist-noncognitivist distinction. I do not presume
that my discussion has been conclusive: there might well be ways of
finessing these attempts to overcome the problems. However, instead of
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exploring these attempts further, I will suggest that we can sidestep all
these difficulties if we put to one side the distinction between cog-
nitivism and noncognitivism and focus on the distinction between, on
the one hand, absolutism and weak relativism, and, on the other, non-
cognitivism and strong relativism. The trick is to spell out the sense in
which a moral science is made possible by the former because, accord-
ing to them, people who are trying to answer moral questions have a
common goal, or are concerned with answering the same questions.

4. Judgment-Internal Correctness Conditions

Intuitively, absolutism makes room for what I have called a moral
science because if we are all asking the same questions, then we can
share the answers. (Weak relativism approximates the result by having
large groups being concerned with the same question, or nearly the same
question.) What I want to capture is the sense that only absolutism takes
everyone who judges whether an act is morally wrong to be concerned
with the same question.

The difficulty is that, assuming the success of quasi-realist and quasi-
absolutist strategies, talk about “being concerned with the same
question” can be understood even from a noncognitivist or relativist
starting point. You and I can plausibly be said to be concerned with the
same question when I would be correct in thinking that the act is wrong
if and only if you would correct in thinking so, and incorrect in thinking
that the act 1s wrong if and only if you would be. And, as outlined in
section 2, noncognitivists or relativists can let us say this because they
take assessments of whether the judgments of others are correct or
incorrect to be based on whether they satisfy our standards for moral
judgment.

What is striking about this quasi-absolutist move is that it lets us say
that the correctness conditions of two moral judgments coincide on the
mere ground that they involve the same non-cognitive attitude. It is on
this ground that we can proceed to assess the correctness of the moral
judgments of others by whatever standards we assess our own moral
judgments, in effect projecting an external standard of correctness onto
their judgments. My plan, then, is to recover the important metaethical
distinctions with reference to judgment-internal — rather than projective
or external — correctness conditions. So let me explain what these are.
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Start with the following trivial observation: human beings engage in a
wide variety of goal-directed mental and physical activities. We try to
win wars, have coffee, express our innermost feelings, remember a
password, or hurt someone. Goal-directed activities come with their own
success conditions and their own correctness conditions. Suppose that
Jill wants to hurt Joe, and manages to do so by telling him that she has
always seen him as a loser. We can judge her action as a mistake by
various standards, but relative to the goal that defines her effort to hurt
Joe, it is a success, and her way of trying to hurt Joe is a correct way.
The action satisfies its internal success and correctness conditions.

Among goal-directed activities, we find acts of judgment: we try to
determine whether British Marmite is tasty, whether Brussels is the
capital of Belgium, whether increasing the number of troops will win the
war, or whether it was wrong to go to war in the first place. In making
such judgments, we are trying to get something right. Exactly how to
best think about what we are trying to get right when making a judgment
is debatable. In the first instance, it might seem that we should go by the
agent’s fundamental criteria for a correct judgment, the ones that we take
to trump all others if there is a conflict. If there are no clear fundamental
criteria, but rather a tangled cluster of criteria, we should perhaps go by
whether the object judged has whatever property best fits this cluster
well enough and better than other properties, or he property that makes
best sense of the practice of relying on the concept. Alternatively, the
requirement might be that the object should have whatever property the
concept is counterfactually responsive to, or has as its etiological func-
tion to track. A fully worked out theory of moral judgment will take a
stance on these issues, telling us what exactly determines internal suc-
cess conditions to acts of judgment. But independently of what that
account might say, my suggestion is that we should understand the dis-
tinction between absolutism and the other metaethical positions in terms
of such judgment-internal correctness conditions, rather than in terms of
truth conditions. Here is how it would let us define absolutism about a
concept C:

ABSOLUTISM: For any object A, and any two acts of judgment, J and
J’, about whether A is C, if J would be internally correct (incorrect) if
yielding the verdict that A is C, then J° would also be internally
correct (incorrect) if yielding the verdict that A is C.
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To illustrate: If you and I are both judging whether Brussels is the
capital of Belgium, then if my judgment would be internally correct
yielding the verdict that Brussels is (not) the capital of Belgium, then
your judgment would be internally correct if yielding the same verdict:
ABSOLUTISM holds for C = the capital of Belgium. By contrast, if you
and I are both judging whether British Marmite is tasty and if my
judgment that it is tasty is internally correct, that doesn’t mean that your
judgment that it is tasty would be internally correct: ABSOLUTISM does
not hold for C = tasty, because you and I judge taste in relation to differ-
ent standards, i.e. our different palates.'

In this context, the most important advantage of defining absolutism
in terms of judgment-internal correctness conditions is that it provides a
straightforward answer to the worry raised by the prospect of a success-
ful quasi-realism, the worry articulated by Wright, Gibbard, Dreier and
others. The crucial difference between absolutist cognitivism and a form
of noncognitivism that lets us affirm the very sentences that used to
define absolutism, is simply that the latter denies ABSOLUTISM about our
various moral concepts.

This denial, I take it, is no less part of Gibbard’s and Blackburn’s
views than it was part of Stevenson’s. Noncognitivist analyses of moral
judgments in terms of attitudes, decisions or the acceptance of norms or
plans leave it conceptually open that two judges applying the same
moral concept to the same action perform acts with different internal
success and correctness conditions. Moreover, these analyses suggest no
internal success conditions other than whatever ultimate criteria that
moral judges employ in the application of moral concepts, criteria that
seem to vary from judge to judge (cf. Fine 2001:23—4). Indeed, I suspect
that it is at least in part because noncognitivists have thought that some-
thing like ABSOLUTISM is implausible for moral predicates that they have

"I am not denying that some tastiness-judgments have more intersubjective ambi-
tions. However, I take it that most of our tastiness-judgments are different: we make
our judgments knowing fully well that others might make different judgments, and
without thinking that our resulting beliefs will map onto some standard independent
of our own palate. The example is intended to involve judgments of this latter kind.
For further illustration, see the case of nearby, in section 5.



111

thought that moral disagreement often is best understood as disagree-
ment in attitude rather than cognitive or factual disagreement.'

Redefining absolutism in terms of judgment-internal correctness con-
ditions not only lets us uphold the distinction between cognitivist abso-
lutism and quasi-realism or quasi-absolutism, but also preserves what
was important about the distinction between absolutism and weak relat-
ivism, on the one hand, and noncognitivism and strong relativism, on the
other. If absolutism or weak relativism were true about moral concepts,
the internal correctness conditions of our moral judgments would be
coordinated in just the way needed for a moral science. According to
absolutism, everyone who asks what acts are wrong, and what societies
just, etc. would be performing acts with the same internal success condi-
tions, thus opening prospects for collaboration in achieving that success;
according to weak relativism, the same would be true about large groups
of people. Not so for noncognitivism or strong relativism: we would be
voicing different concerns when asking moral questions, and common
enquiries would have to be preceded by the establishment of common
objectives for these efforts through a prior convergence of attitudes. This
wouldn’t necessarily be a less worthy task, but more akin to politics than
a normative enquiry or a normative science.

Understanding absolutism in terms of judgment-internal correctness
conditions also makes perfect sense of mainstream metaethical inquiry.
For example, the search for conceptual rules for or platitudes about
moral concepts seems entirely appropriate if such rules or platitudes are
understood as our fundamental criteria for the application of these con-
cepts in acts of judgment. Similarly, standard arguments for and against
different metaethical positions are perfectly intelligible. Our sense that
two people are in real disagreement when one thinks that an act is wrong
and another thinks that it is right can certainly indicate that in thinking
about the issue they are engaged in acts of judgment with the same
goals, and thus support absolutism (Brink 1989:29-35; Smith 1994:34—
5; Bjornsson 2012: 372-6). This support is of course problematic if
relativists and noncognitivists can explain this sense with reference to

" Blackburn (1998:ch.9) is concerned to reject of various forms of relativism, but
nothing he says in his criticism of relativism contradicts our new characterization of
absolutism, as its truth or falsity would have no direct implications of the sort
Blackburn is concerned to reject.
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kinds of disagreement that do not presuppose a common goal of judg-
ment, as they have tried to do (Gibbard 2003:268-87). Conversely, the
deep and widespread disagreement that seems to plague normative
theory and has been taken as evidence for noncognitivism or neighbor-
ing forms of relativism is well understood as prima facie evidence that
we have different goals when we are trying to decide whether an act is
wrong: we use different criteria, and disagree systematically about par-
ticular cases (Wong 1984; Blackburn 1984:168; Harman and Thomson
1996: 8—14; Loeb 1998; Tersman 2006; Bjornsson 2012, 2013). This
evidence, in turn, is problematic if it can be made plausible that there is a
common goal behind these criteria and that disagreement is due to a
variety of mistakes (Brink 1989:197-210; Huemer 2005: ch. 6).

If my proposal here is on the right track, quasi-realism can be what
most have taken it to be: not a threat to the most important metaethical
distinctions, but an attempt to show that various embedded moral claims
as well as everyday talk and thinking about moral truth, facts, disagree-
ment, and so forth are intelligible given noncognitivist (or strongly rela-
tivistic) starting-points. If successful, quasi-realism undermines object-
tions to noncognitivism based on apparently cognitivist phenomena, and
objections to both noncognitivism and strong relativism based on appar-
ently absolutist phenomena. But it leaves noncognitivism and strong
relativism as much of a threat to the idea of a moral science as it used to
be. Convergence in moral belief would still depend not only on better
methods to find correct answers to our questions, but also, crucially, on
the convergence of these questions.

5. Questions and Answers

Question: Quasi-realists like to say that the function of moral judgment
and moral discourse is to achieve coordination of attitudes. Doesn’t that
suggest that moral judgments have absolutist correctness conditions:
they are correct if they are such as to achieve successful coordination
(under suitable circumstances)? Reply: If they have, then for our pur-
poses quasi-realism would indeed be a form of absolutism. But there is
no reason to think that whatever correctness conditions are provided by
that function would be the same for every moral judge. The function of
moral judgments is not simply to coordinate attitudes in some judge-
independent way, but plausibly to coordinate attitudes in ways beneficial
to the moral judge, and to determine with whom she coordinates. What
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counts as successful coordination of the relevant sort is thus likely
relative to the moral judge (Gibbard 1990:117-18; Bjornsson 2012:382—
83; cf. Wong 1984).

Question: Doesn’t the quasi-realist story presuppose that judges are
committed to an intersubjective standard of correctness for attitudes,
applying equally to all moral judges? And doesn’t that show that under
quasi-realism, ABSOLUTISM is satisfied for moral concepts? Reply: There
are numerous different possible intersubjective standards. To say that
judges are committed to the intersubjectivity of standards of correctness
because this is required for coordination is not to say that they are com-
mitted to the same intersubjective standard.

Question: According to quasi-realism, everyone who is judging
whether an act is wrong is trying to decide whether it is wrong, and
every moral judge thinks that she would be successful if and only if the
act is either wrong and she judged that it is wrong, or the act isn’t wrong
and she judged that it isn’t wrong. Why, then, isn’t ABSOLUTISM satis-
fied for C = wrongness? Reply: Assume that we can naturally say that
two judges are both trying to determine whether A is C, and that each is
thinking that she would be successful if and only if either A is C and she
judges that it is, or A isn’t C and she judges that it isn’t. This doesn’t
show that if the first judge would be successful in judging that A is C,
the second would be successful in making the same judgment. For
example, suppose that both Laura and Liz are in London, each trying to
find out whether Regent’s Park is nearby, and each thinking that she will
be successful if and only if either Regent’s Park is nearby and she judges
that it is, or it isn’t nearby and she judges that it isn’t. It doesn’t follow
that if Laura would be successful in her endeavor if she concluded that
Regent’s Park is nearby, Liz would also be successful if she came to the
same conclusion. For if Laura and Liz are at different locations, or have
different amounts of time or means of transportation at their disposal,
what areas they count as nearby might be quite different. Similarly, sup-
pose that both Laura and Liz want to find out whether British Marmite is
tasty. If Liz i1s successful in her endeavor by coming to think that
Marmite is tasty, that doesn’t mean that Laura would be successful in
her endeavor if she came to think that Marmite is tasty: perhaps it is
tasty for Liz, but not for Laura.
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6. A Complication: The Pragmatics of Goal-Attribution

Before closing, I want to mention what I take to be a more serious worry
about the appeal to judgment-internal success conditions, a worry relat-
ing to the pragmatics of goal-attributions.

The basis for the worry is that our grounds for attributing judgmental
goals to a moral judge might be conflicted. She might in effect lean on
conflicting criteria for judgmental success, and what criteria she takes as
overriding might vary with the circumstances; with whether she is con-
sidering the matter in abstract or concrete terms, say, or with the order in
which she considers various considerations. She might also be conflicted
about which way of considering the matter is the right way, leaning one
way or the other depending on what considerations are brought up. Or
she might express a consistent view about which criteria are overriding,
but in practice nearly always relies on the other set. Moreover, her judg-
ments might perhaps be seen as tracking either of two kinds of fact, de-
pending on what one takes to be ideal or normal conditions for tracking.
And perhaps considerations of interpretative charity points in different
directions depending on how much weight is given to different aspects
of rationality.

Perhaps grounds for attributing judgmental goals are conflicted in one
or more of these ways for most of us. Suppose in addition that the con-
stitutive rules of goal attribution fail to determine what weight to give to
these conflicting grounds and so fail to determine what we should say
that the goals are. On this view of goal attribution, related to Quine’s
view of the indeterminacy of translation, it could be a fundamentally
pragmatic or political move in moral discourse to say that everyone who
is deciding whether an act is wrong has the same goal, and will be suc-
cessful under the same conditions." And if that were the case, the choice

' Compare what goes on when we say that, at heart, someone means well, even
though some of her actions and intentions are malicious. Though she is disposed to
do evil and endorse malice under some circumstances, she might very well also be
disposed to do good and to reject malice under other circumstances. What disposi-
tions should we take to show her innermost intentions, her fundamental nature,
whether she means well at heart? That, it seems, could be a matter of what disposi-
tions are best integrated with other dispositions, or most stable under normal or
privileged circumstances. But it could also be a matter of what dispositions we have
reasons to stress. Her friends are perhaps likely to stress one aspect, her enemies
another, a moral reformer a third, a social engineer a fourth, and she might herself
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between absolutism, forms of relativism, and noncognitivism could be a
fundamentally political choice, and one in which the quasi-realist might
come down on the absolutist side, thus again eradicating the proposed
distinction.' After all, on standard noncognitivist or relativist accounts,
we engage in moral discourse because it helps us coordinate our
expectations and actions so as to be able to live together and cooperate.
Coordination might be much helped by treating each other as having a
common goal and working together to both clarify that goal, and to find
ways of achieving it.

This, then, is the worry that I want to address very briefly before
closing: the politics of goal attribution could give us strong enough
reasons to endorse ABSOLUTISM for moral predicates on grounds that
seem perfectly acceptable given a picture of moral thinking that non-
cognitivists and relativists have been happy to endorse.

Suppose that this worry is well founded. If so, we might try to distin-
guish absolutism from its rivals with reference to the grounds on which
ABSOLUTISM 1is accepted. Metaethicists, in particular those in the non-
cognitivist and relativist traditions, have been concerned mainly with
explaining various puzzling aspects of moral thinking and moral dis-
course, in part guided by a wish to let us participate in normative dis-
cussion with a clearer grasp of what is going on (cf. Wong 1984:ch. 8).
Their concern has not been to paint the most agreeable or pragmatically
useful picture possible, but the one that is most revealing and accurate.
For that reason, we might understand absolutism as the claim that in
contexts where we are primarily interested in politically disinterested
explanation, it is correct to ascribe the same judgment-internal success
conditions to everyone who is judging whether something is C.

Much more can be said about taking absolutism and its rivals as
explanatory claims. It is not clear that shared explanatory standards are
determinate enough to settle the issue here in all cases, nor entirely clear
that explanatory virtues can be entirely independent from the very practi-
cal concerns that noncognitivists and relativists are eager to stress. But

stress different aspects in different situations. But the mere recognition of her vari-
ous dispositions, unguided by a definite interest might point in no definite direction.
' Complicating the picture somewhat is the possibility that the attribution of judg-
ments of moral wrongness might also be a pragmatic affair (cf. Bjornsson and
McPherson 2013).
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understanding the metaethical positions as claims with a primarily ex-
planatory import offers a perspective that should appeal to those who
take a pragmatic view of goal-attribution and for whom the worry raised
in this section will seem especially pressing. For those who think that the
pragmatics of goal-attribution has little to do with what the judgmental
goals we actually have, ABSOLUTISM itself would seem to capture what
absolutism was all about.
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Towards a Formal Representation of Document Acts
and the Resulting Legal Entities

Mathias Brochhausen
Mauricio B. Almeida
Laura Slaughter

Introduction

Documents are pervasive through the entirety of social life. They are
crucial entities for all organizations. We will focus on the use of docu-
ments in the medical domain in this chapter. Looking at medical stan-
dards, Health Level 7 (HL7) is a good example to illustrate the multi-
plicity of documents required to carry out an ordinary activity in health-
care organizations such as a blood donation. In this everyday situation,
the person’s willingness to donate blood triggers a cascade of processes
in a blood bank. Throughout the whole process, forms are filled in,
reports are filed and labels are created. In this example case, most of the
documents primarily serve the function of recording data.

Some documents are bearers of additional properties beyond record-
ing data, as in the example above. They give rise to new sorts of com-
mitments. Through a document, one can create rights or obligations to
others, as in the case of a consent form to a blood donation, or induce the
adoption of certain technical procedures, as in the case of mandatory
procedures demanded by legislation.

Even though our analysis is triggered by the use of documents in
medicine, ultimately our aim is to provide a generalizable, formal rep-
resentation of documents, their use, and the entities resulting thereof. To
achieve this aim we rely on document act theory as proposed by Barry
Smith (2012:183) to explain the social impact of documents. We begin
by referring to Adolf Reinach’s earlier work, which was the basis of
Smith’s document act theory. A review of Reinach will be presented in
order to explain the way in which document acts create socio-legal
entities like claims and obligations. In section 1 of this paper, we present
the theoretical background of document acts ontology (d-acts). In section
two, we provide an overview over the initial implementation of d-acts in
Web Ontology Language (OWL). In section 3, we discuss the scope and
the usability of our ontology for our use cases. Besides the blood
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donation use case already mentioned above, we are working with a use
case that stems from an ongoing project on clinical guidelines: the
Evicare Project. We demonstrate how data from these two domains can
be annotated using terms from d-acts. The latter enables using the formal
description of the classes in the ontology to computationally query the
data or reason over it.

1. Ontological Analysis of Document Acts
1.1 Introducing Document Acts

Since Aristotle, the study of language has mostly been viewed as per-
taining only to uses of language to make statements. The development of
speech act theory in the 20th century was triggered by the recognition
that we can use language to do other things beyond merely describing
reality. In specific contexts, sentences like “Mr. Harris is allowed to
purchase 10 tablets containing 5 mg of lorazepam”™ or “I promise, I will
take you to the prom” do not merely make statements, they create claims
and obligation. Austin, the founder of speech act theory, holds that
sentences like the ones above do not describe anything in the world at
all. They are neither true nor false. Instead, these types of sentences
enable something to be done; that is, they are performances of acts of
certain kinds. J. L. Austin (1962:6) calls these sentences performatives,
in contrast to sentences in which something true or false is being stated,
which he calls constantives (Austin 1962:3). Austin was not the first to
uncover the role of language in the performance of social action. In
1913, Adolf Reinach undertook the initial efforts in this field (Reinach
2012:181).

Smith added the notion of document acts to Reinach’s initial efforts
on defining social actions and the resulting socio-legal entities. Speech
acts are events existing only in their execution, but documents are ob-
jects that endure through time retaining a history of changes. Document
acts, just like speech acts, can serve to create new kinds of social and

organizational orders, but they transform them into an enduring form
(Smith 2012:182).

(...) I proposed a theory of document acts supplementing the tra-
ditional Reinach-Austin-Searle theory of speech acts with an account
of the ways in which, by doing things with documents — whether
made of paper and ink or of patterns of blips in computers — we are
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able to change the world by bringing into being new types of owner-
ship relations, of legal accountability, of business organizations, and
other creatures of modern economies, including mortgages, stocks,
shares, insurance protection, and financial derivatives. (Smith 2012:
183)

In order to fully understand the deontic power of document acts, we
need to examine Reinach’s theory of social acts and declaration. Their
ability to create socio-legal entities is inherited by the fact that document
acts are based on declarations (Smith 2012:184).

1.2 Reinach on Social Acts and Declarations

Reinach’s approach, unlike speech act theory, is not centered around
language as such, but is rooted in a phenomenological inquiry into social
activity. Reinach focuses on experiences that involve spontaneous
internal activity of the subject (i.e. the originator of the act) and he refers
to these specific acts as “spontancous acts.” Examples of these types of
experiences are deciding, forgiving, asking, and commanding (Reinach
1989:189).

Reinach distinguishes two types of spontaneous acts: internal acts and
social acts. The former are acts like deciding and forgiving. Unlike
social acts, internal acts do not need to be communicated. The example
of forgiving makes this obvious: Even though forgiving is directed
towards a second person, it is not necessary to communicate that act. It
can remain purely internal (Reinach 1989:190).

What sets apart social acts from internal acts is the necessity of being
perceived (Vernehmungsbediirftigkeit). A social act can only be com-
pleted if a second party perceives it. Reinach clarifies that carrying out
the act externally is not essential. We can imagine a society where the
members are able to perceive each other's experiences immediately, for
instance, without language as a medium. Social acts would still exist in
such a society even so there are no external acts going on (Reinach
1989:192f).

For our present purpose, we focus on a specific type of social acts:
declarations (Bestimmungen) (Reinach 1989: 302, 315f.). We follow
Smith (2012:184) in assuming that Reinach’s Bestimmungen are ident-
ical with John Searle’s declarations, and we do not translate Bestim-
mungen as enactments, which has been proposed by Crosby (Reinach
2012). However, we think that Reinach uses this term in two different
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ways: referring to legally issued norms (Paulson 1987:148) and referring
to declarations. Reinach’s point is that legally issued norms are declara-
tions of what ought to be (Reinach 1989:316). We focus on declarations
in general for now. Declarations are neither true nor false since they are
not judgments (Reinach 1989:300). Reinach states that declarations
create or demolish reality (Reinach 1989:333). This is not to be under-
stood in the way that one declaration could create the entirety of reality,
but it adds one entity to reality. Every declaration aims for the realiza-
tion of whatever it posits as the state of affairs that ought to be (Reinach
1989:306).

Reinach holds that the origin of legal entities lies in declarations
(Reinach 1989:299f). Once the declaration has been made, the resulting
claim or obligation is an actual entity; it is not merely an unrealized pos-
sibility. Stanley L. Paulson puts Reinach’s position in a slightly sim-
plified form:

Introducing an idiom that will be helpful in underscoring the chal-
lenge Reinach puts to the normative reductionists, we might say that
legal structures are products, and social acts, the corresponding pro-
ducts. (Paulson 1987:145)

Paulson stresses that using the process-product dichotomy would be mis-
leading, since Reinach’s thinking is based on the fact that the types of
things, for instance the type claim, already exists. What is brought about
by the social act is one instance of that type (Paulson 1987:145f). It is
sufficiently clear that declarations bring about legal entities.

We have seen that, for Reinach, legally-issued norms are declarations
(Reinach 1989:316); now we want to consider whether declarations
bring about claims and obligations, even where the law is not involved.

We hold that this is obvious from Reinach’s inquiry into the nature of
claim and obligation. He develops his ontological theory of claims and
obligations using the example of a person’s promise to join another
person for a walk. For the person giving the promise, it creates the ob-
ligation to join the receiver of the promise for a walk. Simultaneously, it
creates a claim for the receiver of the promise to be joined for a walk by
the giver of the promise (Reinach 1989:175f,180). Reinach makes it
very clear that regardless of the fact that this example lies outside of the

law, the existence of the obligation brought about by the promise is
undeniable (Reinach 1989:177f). We hold that this shows that the act of
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a promise outside the sphere of a law i1s a declaration of how things
ought to be.

According to Reinach, claims and obligations need a sufficient reason
(Reinach 1989:185), namely the declaration. However, social entities,
like an obligation, differ greatly from purely natural entities such as in
physics (e.g. the movement of a ball). Natural entities can be perceived
without the need to go back to the cause of the entity. Reinach stresses
that this is not the case for social entities. In order to perceive a social
entity, we always need to trace it back to its cause (Reinach 1989:185f).
This is of interest for our inquiry since documentation of the cause for
claims and obligations is one of the driving forces in the development of
documents and, accordingly, their use in document acts. Documents are
the means that allow social relations based on social acts to become
enduring entities (Smith 2012:183).

The effect is that private memory traces inside human brains are pros-
thetically augmented by publicly available documents and associated
document technologies. (Smith 2012:182)

In his inquiry into the ontological status of declarations based on Searle,
Ingvar Johansson (2008: 84) mentions that documentation of declara-
tions by means of perduring entities can provide grounding of the result-
ing obligations. The mere speech acts are not able to provide this kind of
lasting grounding.

1.3 Formal Ontology of Claims and Obligations

In the previous subsections, we presented material regarding the onto-
logical status and significance of social acts, declarations, and document
acts. We have seen how declarations bring about claims and obligations
and why document acts are a necessary means towards endurance of the
causal history of both. Now we need to look into the ontological status
of claims and obligations. Reinach asserts that they are certainly not
non-entities (Reinach 1989:175f), so in social ontology we should not
deal with them by providing physical proxies. This is an important point
in current debates about social ontology. Smith’s critique of Searle’s
social ontology is based on Reinach’s realist approach towards social
and legal ontology, which regards social entities as real, bona fide en-
tities. Smith holds that Searle’s position that social reality “must in every
case be made up by physical parts” (Smith 2008:41) is wrong. Smith’s
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theory of document acts is one more contribution towards explaining the
ontological status of those entities; an endeavor that started with
Reinach’s efforts.

Both claims and obligations necessarily presuppose the existence of a
person whose claims and obligations they are (Reinach 1989:179), so
claims and obligations are dependent entities. Like the content of Oliver
Twist or the color of my shirt, they cannot exist independently of the
existence of another entity, namely the copy of Oliver Twist on my desk
and my shirt. Considering the color of my shirt, it is clear that it depends
on my shirt. The two entities are individually dependent according to
Johansson (1989:182): this instance of color depends on this instance of
a shirt. What makes claims and obligations different from the color of
my shirt is that they are transferable, just like the content of Oliver
Twist. The content of Oliver Twist does not depend on my copy of
Oliver Twist. It is borne by multiple carriers like books, ebooks, PDF
files, etc. Once my copy of Oliver Twist vanishes, the entity that is its
content still exists. In the next section, we will see how both a specific
claim and the content of Oliver Twist are generically dependent. The
latter means they depend on the existence of some bearer of a specific
type, but they are not depending on one particular bearer (Mulligan &
Smith 1986:124; Smith 1993:312).

1.4 Claims and Obligations in Applied Ontology

In order to further pursue the formal ontological analysis, we want to
introduce a framework of formal ontology providing the basis for the
categorization of entities on which we build. In terms of Applied Onto-
logy, we are going to present an upper ontology.

An upper ontology is limited to concepts that are meta, generic,
abstract and philosophical, and therefore are general enough to
address (at a high level) a broad range of domain areas. Concepts
specific to given domains will not be included; however, this standard
will provide a structure and a set of general concepts upon which
domain ontologies (e.g. medical, financial, engineering, etc.) could be
constructed. (SUO WG 2003)

Basic Formal Ontology (BFO) is an upper ontology that recognizes a
basic distinction between two kinds of entities: substantial entities or
continuants, and processual entities or occurrents. Corresponding to
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these two kinds of entities are two distinct perspectives that can be
applied on the world: these are the SNAP and SPAN perspective. The
SNAP perspective of BFO represents continuants: entities that endure
through time while maintaining their identity. Examples of such entities
include a human individual, the color of a ripe apple, and the Berlin
Wall. Furthermore, the SNAP ontology recognizes three major cat-
egories of continuants: independent continuants, specifically dependent
continuants, and generically dependent continuants. The SPAN per-
spective of BFO represents occurrents: entities that happen, unfold, or
develop in time. Examples of such entities include the process of
respiration, a whole human life in the 19th century, and the functioning
of a heart. The characteristic feature of occurrents, or processual entities,
is that they are extended both in space and also in time. (Spears 2006:
39). In addition to what is argued for in Spear's manual, the current
implementation of BFO in Web Ontology Language (OWL), BFO 1.1,
represents generically dependent continuants. The following definition is
given for these entities:

A continuant [snap:Continuant] that is dependent on one or other
independent continuant [snap:IndependentContinuant] bearers. For
every instance of A requires some instance of (an independent con-
tinuant [snap:IndependentContinuant] type) B but which instance of B
serves can change from time to time.'

BFO also represents realizable entities, which are a subtype to dependent
continuant (Spear 2006: 52f).

The exhibition or actualization of a realizable entity is a particular
manifestation, functioning or process that occurs under certain cir-
cumstances. (examples: the role of being a doctor, the function of the
reproductive organs, the disposition of metal to conduct electricity).
(Spear 2006:53)

Notably, generically dependent continuants are not realizable entities.’
This seems to lead to an inconsistency between BFO and Reinach’s
social ontology, since Reinach asserts that claims and obligations are
realizable (Reinach 1989:179f). We hold that the contradiction between

' Retrieved October 22, 2012, from http://ifomis.org/bfo/1.1
? Retrieved October 22, 2012, from http://ifomis.org/bfo/1.1
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these positions can be overcome by taking into account the ontological
theory of generically dependent continuants and their effects as repress-
ented by the Information Artifact Ontology (IAO).

Extending BFO, IAO encompasses several types of entities: 1) in-
formation content entities, such as report, journal article content, narrat-
ive object, specifications, and serial numbers; 2) processes that consume
or produce information content entities, such as writing, documenting,
recording, measuring, and encoding; 3) bearers of information materials,
such as books, journals, photographic prints, and CDs; 4) relations
involved with information content entities including is_about, denotes,
is_measurement of, encodes, is_topic_of, and is_rendering of.'

IAO extends what we have said about generically dependent con-
tinuants (GDCs) by adding that GDCs depend on specifically dependent
continuants (SDC), which depend on independent continuants. All indi-
vidual GDCs need to be concretized as individuals of the type SDC.
Notably, IAO does not restrict concretized as to only hold between
GDCs and qualities (for instance, a pattern of ink on paper that con-
cretizes the content of Oliver Twist), but allows concretization of GDCs
as realizable entities.

As an example, let’s assume Punch claims a piece of land that was
unclaimed before. This act creates Punch's claim to the specific piece of
land. This claim is concretized as Punch's role as claimant of the land.
Punch's claimant role can be realized in multiple ways, for example in
the process of leasing the land to a third party. Another way that his
claimant role can be realized is in the process of selling the land. Once
Punch sells the land to Judy, his claimant role goes out of existence and
now the claim 1s concretized in a new role, Judy’s claimant role. With
respect to what we said in section 1.3, it becomes clear that the claim is
not individually or specifically depending on its bearer, or more exactly,
on the bearer of its concretization. However, the dependence here is
generic: there is no claim without a bearer of its concretization. Claims
and obligations are, in the terminology of BFO, generically dependent
continuants.

We assume that claims and obligations are subtypes of a type we call
socio-legal, generically dependent continuants (SGDC), which is a

! Retrieved October 22, 2012, from http://purl.obolibrary.org/obo/iao.owl
? Retrieved October 22, 2012, from http://purl.obolibrary.org/obo/iao.owl
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subtype to generically dependent continuants (GDC). Regarding pre-
existing ontologies using BFO as upper level, so far the only subtype to
GDC has been information content entity (ICE). How are LGDCs differ-
ent from ICEs? Obviously, the way in which SGDCs migrate from one
person to another is quite different from the migration of ICEs. While
ICEs often migrate by being concretized as qualities that inhere in ma-
terial information bearers (which can be copied, thus creating multiple
copies of one particular ICE at one time), this is not the case for SGDCs.
In our example, we have seen how Punch’s claimant role goes out of
existence in the process of selling the land to Judy, and it is replaced by
Judy’s claimant role.

Reinach points out that the transferring of claims and obligations
requires another social act; however, the fact that Reinach stresses t one
cannot transfer more extensive claims and obligations to someone than
one bears oneself, clarifies that there is no creation of new claims and
obligations in the act of transferring (Reinach 1989: 264).

1.5 Different Types of Document Acts and their Participant’s Roles

The example of Punch transferring his claim to Judy shows that not all
declarations create LGDCs. There are three relations between a docu-
ment act and LGDCs. Besides the already discussed situations — that a
document act creates an LGDC and that a document act transfers an
LGDC — there are document acts which revoke LGDCs. The first is a
case, once a judge or an official signs and stamps the divorce papers
previously filled in by a couple. This document does not create a new
LGDC, but rather revokes existing ones. The latter is the case in the
example of Punch’s piece of land, the claim of which is transferred to
Judy. In this case, there is a new relation that comes into existence,
namely Judy’s claimant role, while another one ceases to exist, namely
Punch’s claimant role. Obviously the claim as such is not altered. It only
gets concretized in a new entity.

In order to represent document acts in our medicine-related use case it
1s not enough to keep track of document acts and the LGDCs created,
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revoked, or transferred. It is necessary to be able to track specific roles
and their bearers involved in the document act:'

1. the creators of the document template,

2. the users of the document,

3. the target bearers of the concretizations of the LGDCs created by
document acts.

2. Outlining Document Act Ontology (d-acts)

In order to provide immediate implementability of document act theory,
its formalization in a computable format is necessary. Our aim is to
provide an implementation of document act theory in Web Ontology
Language (OWL) (W3 Consortium 2004) based on the theory of
document acts presented above. We will reuse pre-existing ontologies
developed on the basis of the Open Biological and Biomedical Onto-
logies (OBO) Foundry principles (Smith et al. 2007:1252). The repres-
entation is based on TAO, which was imported in its entirety. Besides
[IAO, we imported selected classes and object properties from Ontology
of Biomedical Investigations (OBI),” National Center for Biotechnology
Information (NCBI) Taxonomy’ and the Ontology of Medically Related
Social Entities (OMRSE)* using a plug-in that was developed at the
University of Arkansas for Medical Sciences and the University of
Arkansas of Little Rock and is based on the “Minimum information to
reference an external ontology term” (MIREOT) methodology (Courtot
et al. 2009).
The following entities were imported from pre-existing ontologies:

= organization (http://purl.obolibrary.org/obo/OBI 0000245)

= organism (http://purl.obolibrary.org/obo/OBI 0100026)

= realizes (http://purl.obolibrary.org/obo/BFO_0000055)

= Homo sapiens (http://purl.obolibrary.org/obo/NCBITaxon 9606)

' This list is inspired by a presentation by Barry Smith: “Ontology of Documents”,
http://ontolog.cim3.net/file/resource/presentation/BarrySmith 20051013/Ontology
of Documents-Ontolog--BarrySmith 20051013.ppt

> Retrieved July 4, 2012, from http://www.berkeleybop.org/ontologies/obo-
all/obi/obi.owl

3 Retrieved July 4, 2012, from http://www.berkeleybop.org/ontologies/obo-
all/ncbi_taxonomy/ncbi_taxonomy.owl

* Retrieved July 4, 2012, from http://www.berkeleybop.org/ontologies/obo-
all/omrse/omrse.owl
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= aggregate of organizations
(http://purl.obolibrary.org/obo/OMRSE_00000033)
= collection of organisms
(http://purl.obolibrary.org/obo/OMRSE 00000022)
= collection of humans
(http://purl.obolibrary.org/obo/OMRSE 00000023)
= is-aggregate-of
(http://purl.obolibrary.org/obo/OMRSE_00000020)
All other classes and object properties we refer to in document act
ontology (d-acts) have either been created specifically for d-acts or are
represented in IAO.'

The following entities are implemented in the initial version of the
Document Act Ontology (d-acts), which can be downloaded from
http://purl.obolibrary.org/obo/iao/d-acts.owl. (The following notation is
being used: classes are written in bold, object properties are written in
italics, and OPERATORS are written in capital letters.)

socio-legal generically dependent continuant

Def.: Socio-legal generically dependent continuants are generically de-
pendent continuants that come into existence through declarations and
are concretized as roles. They differ from information content entities in
that they are not about something, but exist as quasi-abstract social
entities. In addition, their concretizations are not qualities inhering in in-
dependent continuants, but roles borne by an organism or an aggregate
of organisms. Each socio-legal, generically dependent continuant can
only be concretized once at each given time.

Equivalent class: is_specified output of SOME declaration

Superclass: generically dependent continuant

Examples: the claim of a piece of land, the obligation to pay rent to the
owner of a rental property

! Retrieved July 4, 2012, from https://purl.obolibrary.org/obo/iao.owl



131

bfo: dependent Legend
continuant

Basic Formal Ontology

\|/ \l/ Information Artifact Ontology
bfo: generically bfo: specifically
dependent dependent
continuant continuant Document Acts Ontology
iao: information socio-legal generically
content entity dependent continuant
bfo:role
dsciaration document act

template creator

performer role
role

Figure 1. Classes of d-acts ontology and the dependent continuant branch of BFO

social act

Def.: A process that is carried out by a self-conscious being and is spon-
taneous, directed towards another conscious being, and needs to be per-
ceived.

Equivalent class: -

Superclass: processual entity

Example: Colonel Klink giving Sergeant Schultz an order, Jake promis-
ing Jill to take her to the junior prom

declaration

Def.: A social act that brings about, transfers, or revokes a socio-legal,
generically dependent continuant. Declarations do not depend on words
spoken or written, but sometimes are merely actions, for instance the
signing of a document.

Equivalent class: (legally revokes SOME socio-legal generically
dependent continuant) OR (legally transfers SOME socio-legal
generically dependent continuant) OR (has_specified output SOME
socio-legal generically dependent continuant) AND has_agent SOME
((Homo sapiens OR organization OR collection of humans OR
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aggregate of organizations) AND bearer of SOME declaration per-
former role) AND realizes SOME declaration performer role
Superclass: social act

Examples: my consenting verbally to buy a used TV set for $500, Jane
Doe’s signing of the divorce papers, John Robie’s taking of Mrs.
Steven's jewels

legally revokes

Def.: d socio-legally revokes s if s participates in d, and at the end of d, s
no longer exists.

It 1s important to note that this going out of existence of s is complete
and unlike the going out of existence for material entities, which basic-
ally always are transformed into something else. After the declaration
nothing is left of the socio-legal, generically dependent continuant in
question.

Domain: declaration

Range: socio-legal generically dependent continuant

Super property: has_participant

Characteristics: Functional, Asymmetric, Irreflexive

legally transfers

Def.: d socio-legally transfers 1 if | participates in d and d has specified
input (concretization of 1) and specified output (concretization of 1),
where (concretization of 1;) and (concretization of 1;) are not identical.
Domain: declaration

Range: socio-legal, generically dependent continuant

Super property: has_participant

Characteristics: Functional, Asymmetric, Irreflexive

document act

Def.: A declaration that is made using a document to temporally extend
the effects of the declaration.

Equivalent class: (legally revokes SOME socio-legal, generically
dependent continuant) OR (legally transfers SOME socio-legal,
generically dependent continuant) OR (has specified output SOME
socio-legal, generically dependent continuant) AND has agent
SOME (Homo sapiens OR organization OR collection of humans OR
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aggregate of organizations) AND has specified input SOME docu-
ment AND has specified output SOME document)

Superclass: declaration

Examples: filling in an immigration form, a judge signing and stamping
a court order

bfo: occurrent

L |

bfo: processual bfo: temporal bfo: spation
entitiy region temporal region

|

social act

Legend

it Basic Formal Ontology

Document Acts Ontology

document act

Figure 2. Classes of d-acts ontology and the occurrent branch of BFO

declaration performer role

Def.: A role inhering in a human being or an organization or an aggreg-
ate of any of the aforementioned that is realized by the bearer being the
agent in a declaration.

Equivalent class: -

Superclass: role, inheres in SOME (Homo sapiens OR organization
OR aggregate of organizations OR collection of humans) AND
is_realized by ONLY declaration

Examples: a judge’s role of signing a court order, a hospital committee’s
role to sanction conformance to a specific guideline for hospital em-
ployees

declaration target
Def.: The human being or organization or aggregate of any of the afore-
mentioned that is the bearer of a concretization of a socio-legal, generic-
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ally dependent continuant brought about by or transferred in a specific
document act.

Equivalent class: (Homo sapiens OR organization OR aggregate of
organizations OR collection of humans) AND bearer of SOME
((is_concretization of SOME socio-legal, generically dependent
continuant) AND participates in SOME declaration)

Superclass: material entity

Examples: me as bearer of a spouse role who participates in a document
act, John Doe as bearer of a debtor role who participates in a document
act

document act template creator role

Def.: A role that inheres in a human being or organization or aggregate
of any of the aforementioned that prepares a document that is the
specified input to a document act and is the input document of a docu-
ment act.

Equivalent class: -

Superclass: role, inheres in SOME ((Homo sapiens OR organization
OR aggregate of organizations OR collection of humans) and
is_realized by ONLY (process AND has specified output SOME
(document AND participates_in SOME document act)))

Examples: the role of the U.S. Citizenship and Immigration Service
realized by the creation of an immigration form being filled in, the role
of a national professional association realized by the creation of a
clinical guideline to be certified
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Figure 3. Classes of d-acts ontology and the independent continuant
branch of BFO

3. Discussion: Using d-acts

The aim of d-acts is to provide an ontological representation of docu-
ment acts to be used for data integration in information systems. There
are several scenarios in which d-acts can be used. We are presenting
examples of annotating data regarding 1) blood transfusion services and
2) clinical guideline management.

In blood transfusion services, we find a multitude of document acts.
One example is the consent letter that legally enables the blood donation
process. Its effect within a blood transfusion service can be annotated
using d-acts. A consent letter is the specified input of the document act
of the patient's consenting to the blood donation procedures. The clerk
responsible for the blood donation process is the bearer of the document
act template creator role. The blood donation candidate is the bearer of
the declaration performer role. A nurse is responsible for the medical
procedures enabling the patient to donate blood, for instance drawing
blood from the patient’s arm. She is the declaration target since she
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becomes endowed with the right to perform the aforementioned pro-
cedures.

The second use case is the use of d-acts to enable data integration in
the Core Clinical Protocol Ontology (C2PO),' which deals with clinical
guidelines, their authorship, and their distribution. The C2PO is an
application ontology built to support various prototypes within the
Evicare Project. Evicare concerns promoting the use of clinical guide-
lines through better searches of these documents and by making them
available in connection with records in the electronic health record;
therefore, the purpose of C2PO is to provide semantic interoperability
between guidelines and other health information systems. This involves
the representation of the generic content of guideline documents (for
example, the content of the basic part of a guideline, the “recommenda-
tion™).

The document act ontology has been imported in its entirety into
C2PO and extended for the purpose of representing document acts
related to guideline authorship, management, and certification. In the
following paragraph the entities represented in d-acts are applied in a
guideline-related example.

Guidelines in general are instances of directive information content
entities (http://purl.obolibrary.org/obo/IAO_0000033). > This class is
imported to C2PO from IAO. A guideline is the specified input to the
document act of certifying or sanctioning the use of the aforementioned
guideline. The group authoring the guideline is the bearer of the docu-
ment act template creator role. The entity certifying or sanctioning a
specific guideline is the bearer of the declaration performer role. If, for
example, the responsible committee in a hospital sanctions the use of a
specific guideline, this document act creates an obligation for all medical
personnel in the hospital to follow this guideline in the cases covered by
it. Thus, the medical professionals are the declaration target since they
are the bearers of the concretization of the obligation; however, it is
important to note that along with the obligation mentioned above, a
claim is created: the claim of a patient with the condition, which is
targeted by the guideline. She is to be treated in accordance with said
guideline; therefore, this patient is also a declaration target of the docu-

! RetrievedFebruary 5, 2012, from http://code.google.com/p/c2po/
? Retrieved October 22, 2012, from http://purl.obolibrary.com/obo/iao.owl
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ment act in question. Notably, claims and obligations often come into
existence simultaneously and are mutually dependent. For example, a
physician performing a treatment according to the clinical guidelines
under the obligation created by his hospital would thus realize his role as
an obligator in that respect. The latter role is the concretization of the
obligation mentioned above.

However, there are cases in which a guideline does not only create
new obligations, but also creates two alternative relations between a spe-
cific guideline and a specific obligation. 1) Sanctioning a guideline can
revoke existing obligations based on standard treatment or previously
established protocols. 2) Sanctioning a guideline can transfer the obliga-
tion to perform a specific procedure from one department of the hospital
to another.

In addition, within the scope of C2PO we find examples in which
document acts give rise to new document acts, for instance in the case of
drug orders being filled in based on guidelines or specific treatment
protocols created as a result of guidelines.

Summary and Conclusions

We present document act ontology (d-acts) and demonstrate its possible
usage for annotating data in the healthcare domain. The basis of our
approach is ontological literature regarding social acts and legal entities.
In order to provide a state-of-the-art implementation we choose to follow
criteria for developing a formal ontology proposed by the OBO Foundry.
By creating an OWL implementation, we allow systems developers to
use our ontology as a consistent basis that supports reasoning over data
representing document acts, the different roles and participants involved,
and the socio-legal entities they bring about.

As mentioned above, we can see from the formal ontology perspective
that further development is required regarding the nature of socio-legal
entities.

The 1nitial version of d-acts does not take into account the impact of
singular statements within a guideline and how these statements affect
actions based on the obligation created through sanctioning the guide-
line. These 1ssues need to be tackled, and we assume that in order to
achieve this, IAO needs to represent statements or propositions instead
of just representing documents as a whole.
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Information and Encoding

Giovanni Camardi

1. Introduction

Information theory is a mathematical theory introduced in 1948 by
Claude Shannon, a few years after the presentation of the theory of com-
putability. At the time, leading mathematicians were involved in the con-
struction of a computing machine, while the philosophical community
was still dominated by the neo-empiricist paradigm. Shannon’s theory
was highly appreciated in the Fifties and Sixties and was credited for
having contributed substantially to the process of the discovery of gen-
etic code (Kay 2000). After that, information theory was overshadowed
by the development of computational techniques that supported com-
putational science, while philosophers of science and epistemologists did
not care so much for it. Dretske (1981) is a notable exception. In the first
years of this century, the concept of information has been boosted by
Luciano Floridi’s “philosophy of information”. Over the years, Floridi
has pushed information away from Shannon’s model,' up to a full (and
problematic, I think) identification between information and knowledge
(Floridi 2011: XIII). T will stick with Shannon’s theory and I will
compare it with the neo-empiricist philosophy of science, in order to
extract his potential. Let me explain how this plan should work.

In recent years, the neo-empiricism has lost part of its strength.
However, it is still popular. Scientific research goes increasingly com-
putational and is supported by a computational philosophy that has
grown out of computability theory. Neo-empiricist and computational
philosophy have experienced so far a kind of peaceful coexistence. The
latter holds a formal character that does not interfere with the empirical
approach to scientific research. The formal character of computation
places it among the disciplines and theories — logic, mathematics, set
theory — that were considered the theoretical foundations of science.
Such disciplines do not endanger the indispensable cornerstone of neo-
empiricist philosophy, namely the empiricity of science. They do not put
any ad hoc theory or theoretical screen between the scientist and the

"In recent years, Floridi has devoted less and less attention to Shannon’s theory
(compare Floridi 2009 and 2011).



141

empirical objects of his investigation. Quite the contrary, they legitimate
the empirical approach to data precisely by means of their ideal
character. Their foundational role and ideal nature place them in a sort of
Platonic' realm and grant them a kind of epistemic neutrality. The weak
point of such philosophical construction is the semantic output. Formal
systems of the kind I have just described, can only be expanded in
purely arbitrary semantic models, populated only by endogenous and
fictitious objects. These models cannot be applied to real exogenous data
but by using further semantic and computational tools, whose legit-
imation cannot be carried out by the system at hand. I may say they pro-
duce unreliable simulations rather than reliable models.

Does there exist a theory that may claim to deal reliably with extra-
theoretical data? Should it be a formal theory, gifted with general
applicability in various fields and yet adaptive enough to accommodate
external objects? If such a theory exists, it should have a different
structure with respect to computability theory, although the adaptive
character just mentioned suggests it should be implemented in a cellular
or nondeterministic finite automaton.

I argue that such a theory does exist and it i1s Shannon’s theory of
information.

It has contributed a new mathematical method, namely entropy
measurement, to analyze statistical data, and a transmission pattern for
understanding the developments of information. But the most important
feature of information theory, a groundbreaking novelty with respect to
the theory of computation, is the encoding relation that characterizes
every kind of communication. Basically, any representation of the
external world consists in encoding objects, in various ways and stages.
This is quite a binding postulate! Shannon argues for a formal “system”
that “correlates” “messages” to “physical or conceptual entities” and
“must be designed to operate for each possible selection of messages”
(Shannon 1998:31). A communication system that transmits information
incorporates different codes: a “source code” that represent physical
entities through messages, one or more than one “channel code” that
transforms messages into ‘“‘signals” transmitted over a channel, and a

"1 am aware that Platonism was not an essential character of mathematical and
logical philosophies in the last century. But I believe it was the foundational role
that pushed them, so to say, to this extreme.
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“receiver code” that “reconstruct” the message from signals (Shannon
1998:33-34). I will show later that encoding represent a common and
unique model for both computation and causation processes.

The structure of the theory has been conceived to be strictly inter-
twined with computability theory' and, as a matter of fact, information
theory has teamed with it in computational practice for the purpose of
dealing with the empirical content of scientific research. Unfortunately,
its contributions have been widely overlooked.

In order to get rid of the confusion shrouding the relations between the
theories of information and computability, and discover the full potential
of information theory, we must come to grips with the formal character
of information theory. In other words, we must carefully assess the
meaning of the word “formalism” when is referred to the theory of
information, or understand what kind of formalism can be ascribed to
Shannon’s work.

2. Information as a Formal Theory

At the risk of being pedantic, I will list five senses in which information
theory can be said to be a “formal” theory. Three will be in the negative,
two 1in the positive.

1) Insofar as it 1s a formal theory, information theory does not explain
straightforwardly physical phenomena. Shannon has provided a math-
ematical theory, a metalogical scheme that can be used to analyze the
structure of any causal process and deal with its irregularities, statist-
ically. However, in doing so he does not provide a causal analysis of any
specific physical process. Information theory has been crafted to account
for the phenomenon of telecommunication, and it relies on relevant
physical theories such as the theory of sound-wave transmission and
Maxwell’s electrodynamics. Those first-order theories carry the explan-
atory weight.

2) However formal it may be, information theory is not to be assim-
ilated to logic. Actually, Carnap and Bar-Hillel (1964) seem to suggest

! Shannon is credited with having introduced as early as 1938 one of the two
algebraic methods for “documenting” the implementation of a computer’s logical
structure (Shannon 1938; see also Davis 1988:319; Blaauw & Brooks 1997:9).
Shannon stressed the relations between propositional logic and binary digital cir-
cuitry and used Boolean algebra to the effect of representing an open circuit as a
true statement and a closed circuit as a false one.
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this assimilation, when they discuss the informational content of tauto-
logies and complain it amounts to zero. Rather, I believe logic and
information have different purposes. The business of logic — at least of
its most popular fragments, the “natural deduction” and the First Order
Predicate Logic — consists in computing formulae that are assumed to
be certain' (whether they are so, or not). Hence, in logic, the degree of
certainty or uncertainty of well formed formulae is not an issue. Quite to
the contrary, information theory deals with the manipulation and trans-
mission of uncertain data. Its purpose is the minimization of uncertainty,
namely the warranty of an optimal transmission, under a given set of
uncertain conditions. The method for reaching this aim is the analysis of
the reduction of uncertainty that can be attained using specific types of
encoding systems.

3) Information theory is not a syntactic structure, as it has been argued
(Bremer 2003). The logical design of an information source has not been
conceived as a free, arbitrary formal system. It depends on its own back-
ground knowledge. Common sense, prescientific and linguistic codes
accumulate in various layers. All of them have to be revised, updated
and fitted into the encoding system of the informational source at hand.
As a consequence, a hypothetic and axiomatic encoding system cannot
claim a benchmark role. It cannot be assumed as the ultimate scheme of
a scientific enquiry, one that is to be equipped with a semantic model of
its own. Thus, the complex stratification of encoding devices I sketched
above replaces the abstract duality of syntactic system and semantic
model.

4) The formal character of information theory is positively expressed
in the metalogical choices that define the pattern of both the trans-
mission process and the activity of an information source. A source is
formalized as a finite state automaton (Hankerson et al. 2003); the trans-
mission of information is treated as a causal process of signal manipula-
tion, which produces an “effectively computable” reduction of un-
certainty. Thus, information theory carries a metalogical character that
comes close to metalogical theories of causation such as Salmon’s or
Woodward’s.

5) The fifth reason for considering information a formal theory is the
fundamental role of encoding in it. The matter is worth a whole section.

" In informational terms, this means that encoder and decoder share the same code.
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But in order to get a full appreciation of such a role I have to provide
first a somewhat detailed description of information theory.

3. Information

Is it possible to have a definition of information? A popular textbook
(Cover and Thomas 2006: XVIII) sceptically declares “the apparent
impossibility of capturing the intangible concept of information”
Dretske (1981:X) argues information is “an objective commodity”, a
measurable physical quantity, a “raw material”. Floridi (2011) defines
information “true meaningful data”. Developing the semantic account of
Carnap and Bar-Hillel (1964), Floridi has argued for a “theory of
strongly semantic information”, in conflict with Shannon’s conception.
Shannon, for his part, does not provide any explicit definition. He says
that “information theory is concerned with the discovery of math-
ematical laws governing systems designed to communicate or manip-
ulate information.” Information can be treated as a “physical quantity
such as mass or energy” and “messages need not be meaningful in any
ordinary sense” (Shannon 1968:212-213).

I will assume that rather than an object, information is better rep-
resented as a process (Cole 1997), a set of encoding and transmission

processes, accounting for random phenomena (Hankerson et al. 2003:
25).

3.1 Transmission

Transmission is the most intuitive concept of information theory. The
idea of transmission as a physical displacement of encoded information
from one space-point to another is immediately familiar to everyone. |
will take advantage of such an intuitive character, in order to introduce
the subject. But the whole complexity of the concept will appear later,
once we take information transmission as a calculus and link it up to the
theory of causation.

Shannon has carefully crafted his theory as a mathematical theory,
sorted in a rigorous network of theorems and derivations concerning an
information source, a discrete noiseless channel and a noisy channel. A
communication system consists of five parts: 1) a “information source
which produces a message or sequence of messages to be communicated
to the receiving terminal”; 2) a “transmitter” or “transducer” which en-
codes the message or “operates on the message in some a way to pro-
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duce a signal suitable for transmission over the channel”; 3) a “channel
[which] is merely the medium used to transmit the signal; 4) a ’receiver
[which] ordinarily performs the inverse operation of that done by the
transmitter” and 5) a “destination [which] is the person (or thing) for
whom the message is intended” (Shannon 1998:33-34). As we learn
from current information theory (see Cover & Thomas 2006), before
being transmitted a message must be first encoded in a source-code and
then recoded as a signal included in a channel-code.

=]

34 The Mathematical Theory of Communication

INFORMATION
SOURCE  TRANSMITTER RECEIVER  DESTINATION

Y

P
C o

SIGNAL RECEIVED
SIGNAL
MESSAGE MESSAGE
NOISE
SOURCE
Fig. 1. — Schematic diagram of a general communication system.
3.2 Encoding

A code is a set of signs and combination rules. Signals and messages are
combined by means of choices, made out of a alphabet (a set of
variables) according to a set of rules. Encoding a message consists in
choosing a set of symbols among other possible sets, according to the
structural conditions of an alphabet and a communication system. This
choice is a resolution procedure that has a computable information
content: “How is an information source to be described mathematically
and how much information in bits per seconds is produced in a given
source? The main point at issue is the effect of statistical knowledge
about the source in reducing the required capacity of the channel, by the



146

use of the proper encoding of information” (Shannon 1998:39). Shannon
goes on saying that the proper encoding depends on the information
system having a “statistical structure”. In order to be transmitted or
further computed, the information content has to fall into the channel
capacity. The choices made in a given time span are operated “according
to certain probabilities depending, in general, on preceding choices” as
well as the particular symbols in question. When we have to telegraph a
message using English language as a source-code and Morse alphabet as
a channel-code, we recall statistical knowledge tells us that the letter
sequences in a natural language are not random. Hence, in order to
optimize the transmission so as to save “time or channel capacity”
(Shannon 1998:39), we better encode the most frequently occurring
letter of the English alphabet — the “e” — by the shortest symbol of the
Morse alphabet, the single dot. Human beings use a variety of codes —
natural languages, first of all — for the purpose of representation and
communication. In painting, for instance, perspective is employed as a
(visual) code, based on descriptive geometry. We obviously update and
rewrite codes, in order to improve representations and communications.
We transmit or translate information from a code into another code and
re-write encoded formulae and sub-formulae by means of “conversion”
rules. All the above transformations can be called calculi. A transmission
channel is a system of equivalences or a “decision rule” (Abramson
1963:150) to transform a code into another code. 4 channel is basically
a code (Abramson 1963: XIII-XIV). Now, the channel is a code but also
a physical device that performs physical transmissions through causal
processes. But, once again, whether we must perform a physical trans-
mission or a formal computation the channel consists in a recoding
process. Therefore we can assume that there is a common procedure, a
unique model, possibly a sort of isomorphism — the physical process of
causal transmission and the formal process of computation. Such an iso-
morphism may be similar to the one that Shannon discovered between
true and false statements on the one hand, and open and close circuits on
the other hand (see the second footnote above).

Thus, whatever the physical or technical device employed to perform
the transformation, the core of a channel is a logical code or a calculus in
the above sense. One portion of transmission (transformation) rules is
based on the structural conditions of the alphabet in use. Another portion
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is based on the logical rules of functional analysis that control the trans-
formation. I submit that the core of Information theory is a incomplete
set of algebraic' or meta-logical rules for performing calculi, i.e. trans-
mitting data, structures and operations from one code to another. Thus,
calculus 1s the basic tool for the transformation of information. The rep-
resentation of an equation as a curve on a Cartesian plane is an example
of a calculus. The physical transformation of the sound of our words in
electromagnetic pulses by means of a telephone is an example
(Shannon’s example) of a communication process, based on translations
from one code to another and, therefore, on a calculus.

In general terms, information is any sequence of signals” and informa-
tion theory concerns every kind of sign, symbol, signal. Many commun-
ication processes, such as neuronal and genetic ones, do not consist in
conveying sentences encoded in human ordinary language. Genes and
neurons do communicate with one another but do not argue about truth.
Computers also use a language of their own.

I will call a code concerning formal matters (logic, mathematics, com-
puter programming) logical code, while a code concerning the domain
of a specific science will be assigned the name of physical code. Indeed,

"In classical algebra, “the central technique of the formulaic approach is the use of
combinatorial methods — changing variables, rearranging terms and the like - in
order to obtain an equation of simpler form” (Cooke 2008:22-23). However, a real
progress over classical algebraic methods can be obtained only by means of new
computational tools that go beyond the pure reduction to the simplest. The history
of algebra has produced such novelty: Galois’ theory of groups (see Cooke 2008: 76
and 125ff). Information theory has provided such new tools as information meas-
urement (that can be used in recoding operations alongside merely combinatorial
methods) and integration of probability into the construction of mathematical/
computational models.

* Following Shannon’s path, we would better distinguish between “sign” and
“signal”. Shannon does not consider signs directly, but it is easy to infer from his
text and diagram that signs constitute the “source code” that primarily encodes
physical entities into a “information source” (Shannon 1998: Introduction). He does
not deal with the problem of the primary origin of information. If we assume that
information is any set of signals, we may switch the basic problem of origin back to
the concept of “sign”. Then, we may recall Port Royal Logic, where a first meta-
physical distinction is made between objects that represent a material thing and
objects (signs) that represent another object. We may assume this distinction as our
bottom line concerning a primary view on information.
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Shannon’s theory, which had been crafted to account for tele-
communication, relied on well-established physical codes: Maxwell’s
electrodynamics, along with the theory of sound-wave transmission,
provided effective channel-codes. Information theory connects those
physical codes with natural languages whose digital alphabets were
ready-made source-codes. This apparatus of natural languages, math-
ematics and physical theories provided a background that primarily
allowed information theory to be set up in a mathematical form.

A transmission from a logical code to another is still a calculus while
a transmission from a physical code to another is a communication
process.' The transportation of information from one code to another by
means of logical morphisms is the basic condition for information being
transmitted. Prima facie, a communication system carries out the causal
process of telecommunication, the kind of information transmission that
made Shannon’s name popular.

The theory of information provides a quantitative evaluation of con-
ditions for processing knowledge. Once we have encoded a message, it
can be formally transformed (calculus), transmitted in space or time
(communication) or stored (memory). The transmission or transforma-
tion produces effects (reduction of uncertainty) or results (decisions).
Transformations turn out to have a cost/advantage trade-off (entropy)
and so has storage (complexity). Those phenomena can be measured and
formally manipulated by means of logical-mathematical calculations.
Also, a logical procedure can be applied to itself. Therefore, information
theory can compute the power of a calculus. This operation is no longer
encumbered by the paradoxes of set theory. In the framework of the
computability paradigm “a theory can prove things about itself in a quite
legitimate way, by the use of suitable codings™ (Cooper 2004: 62; Potter
2004). A code can apply a logical operation to itself. Following
Church’s invention of lambda calculus, programs that can treat data and
procedures at the same level have been created: “Modern programming
languages such as LISP, Scheme and ML permit procedures to be en-
capsulated within data in such a way that they can subsequently be

" Hintikka (1988) has written that the logic development in the twentieth century
has replaced the grand idea of language as “the universal medium” with the idea of
language as a “calculus”.

* See also Godel (1983).
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retrieved and used to guide computations. [...] For these reasons these
languages are said to allow for higher-order programming. [...] [These
languages ...] permit a-terms to be used in constructing the descriptions
of syntactic objects such as programs and quantified formulas and it
allows computations to be performed on these descriptions by means of
r-conversion rules and higher-order unification” (Nadathur & Miller
1998:500,586). To sum up, information theory is about a quantitative
evaluation of the circumstances of knowledge transmission. It is just a
quantitatively evaluated knowledge (aiming to produce further
“modelled” knowledge). In other words, information “is concerned with
the problem of measuring changes in knowledge” and “the effect of
information is a change in a representational construct” (MacKay 1969:
42 and 162).

The primary measure of information in a communication system is
very simply the number of possible messages that can be combined out
of the elements of the system. “If the number of the messages in the set
is finite then this number or any monotonic function of this number can
be regarded as a measure of the information produced when one mess-
age is chosen from the set, all choices being equally likely” (MacKay
1969:32). Let us take a quotation from Shannon as a guideline: “A phys-
ical system or a mathematical model of a system which produces such a
sequence of symbols governed by a set of probabilities, is known as a
stochastic process. We may consider a discrete source [of information],
therefore, to be represented as a stochastic process. Conversely, any
stochastic process [...] may be considered a discrete source” (Shannon
1998:40). Information and probability seem to be mutually inherent and
this implies that algebraic analysis of information has straightforward
epistemic consequences. Gardenfors (1994:57) has argued that informa-
tional states can be associated to changes of belief and his information
analysis is based on a “connectionist”, associationist and non-symbolic
view of propositions, which corresponds to the combinatorial analysis
we are trying to carry out. In other words, once information has been
transmitted, our uncertainty is reduced and therefore our beliefs are
revised. Indeed, probability and information theories have focused on
the algebra of the measurement of uncertainty.'

' The management of uncertainty has always been an issue in mathematics. Gauss’
theory of error was devised precisely for quantifying the incompleteness of
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4. Concluding Remarks

Information theory centers on a elementary scheme that reveals un-
expected philosophical implications. Shannon, an accomplished math-
ematician and communication engineer, did not state them, explicitly.
Such a scheme regards the priority of encoding. Entities and events are
thoroughly represented by many different codes. A “source code” made
out of signs encodes physical entities. A “channel code”, related to the
source code and convertible in the latter, transforms signs into signals,
to be transmitted from a source to a receiving terminal. One easily infers
natural languages and arithmetic are the basic source codes used by
human beings, and encoding is absolutely the primary and most pervas-
ive activity in human evolutionary culture.' Encoding is what informa-
tion is all about. If this is so, the unexpected consequence of encoding
primacy is that Shannon’s transmission scheme does work for both com-
putational and causal transformations. Indeed both causation processes
and calculi are represented by codes.” Wesley Salmon (1984: 126)
grasped a part of the trick when he said that transmission of causal in-
fluence and information are equivalent. If we assume that transmission
of information consists in computational rules for transforming a code
into another, then we can conclude that the rules for transmitting causal

measurement process. Random errors could be possibly reduced by increasing the
number of measurements and using some form of statistical mean. Later, a statist-
ically determined parameter was associated to the dispersion of measured values
and uncertainty was mathematically represented in the frame of probability theory
(Salicone 2007). The rise of information theory has contributed further tools (the
channel theorem and the concept of signal-noise ratio) to the mathematical manage-
ment of uncertainty up to the development of a computational approach to nearly all
the fields of scientific research.

! Following David Lewis’ path (Lewis 2002), Bryan Skyrms (2010) has treated
information as based on conventional signaling games played by a population,
obviously involved in a evolutionary history of its own. Skyrms view properly
deflates the “mystery” of the origin of information and I believe it brings balance to
the philosophy of information.

* The pervasiveness of encoding is not equivalent to the claim that a unique deter-
ministic encoding system, managed by a sort of omniscient intellect. In addition, we
hardly need to say that any encoding system can assume or manipulate as its object
a body of external data encoded in another system. The overall encoding phenom-
enon is pluralistic, by definition.
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influence are equivalent to the rules for transforming a code into another,
1.e. the rules for computing.

What is precisely the pay-off of the existence of a unique encoding
system for causation and computation? It is that information theory can
handle a comprehensive set of rules for building computational models.
These are scientific constructions that can very much reliably coordinate
and arrange the computational structure, the statistical data and the up-
dating mechanisms and algorithms of a scientific theory. I have argued
that computability theory is not enough to do this (Camardi 2012). The
encoding tools of information theory, namely types resulting from the
convergence of computational and statistical types (Cover & Thomas
2006:chap.11) may possibly be built in such a way to reduce the tradi-
tional discrepancies between formal and material, syntactic and se-
mantic, ideal and real constructions. My idea is that encoding tools of
information theory may take us out of the strictures of the neo-empiricist
era.

Let me add a final point: in order to be part of a scientific research,
information theory must and can provide #yped transmission mech-
anisms that appropriately encode the causal transformations which are to
be represented in the research project in question. Information theory
must provide (as I just said) statistical types that may represent credibly
the entities involved in the causal processes of the theory on hand. In
other words, information theory has to provide computaional models
based on a proper computational semantics. And this has to be an
adaptive semantics, one for which mathematical and statistical revision
schemes are available (Henkerson et al. 2003).

Thus, from the point of view of a philosopher of science, information
theory becomes the fundamental theory, even prior to computability.
Encoding grants to information theory a way for gaining ground on com-
putability theory. Computability theory has been silent on the possibility
that computing activity may imply a prior encoding of its own objects. It
has never claimed to “encode” anything and has confined itself to a
purely formal (hence more traditional) status, as I suggested above.
Therefore computation has never be seen as “encoding” but rather using
and manipulating available codes. Encoding is the business of informa-
tion theory.
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On the Money
Staffan Carlshamre

1. Introduction

According to common sense, money is a kind of thing. You can carry it
in your pocket, take it in your hand and give it to someone else; it can be
an object of desire, for which some people have more taste than others; it
can be hoarded or lavishly consumed. But at the same time, we all know
that it is a very peculiar type of thing. It may come into being and go out
of existence in the blink of an eye — bits of paper and metal can gain or
lose the status of being money at the whims and fortunes of govern-
ments. This is the kind of peculiarity that Searle’s theory of social facts
was made to account for: that a piece of metal is a coin is a social fact
that unsurprisingly varies with social circumstances.' But the coin is still
a thing and even the same thing as before the transformation, namely
that very piece of metal that has now taken on a specific social role. A
natural enough idea, to be sure, if we look at the historical development
of money, from kinds of valued objects being used as intermediaries of
exchange, through various stages of standardization and political
backing, to the present day bills and coins that we stuff into our wallets.
Except, of course, that there are very few bills and coins in our wallets
these days, and we feel none the poorer for that. Money floats in and out
of our bank accounts without any stuff moving around at all. When I pay
for lunch with my credit card I get to eat the lunch, but I give nothing
tangible in return. There is a corresponding change having to do with
money, of course, but it is just a piece of accounting stored on the com-
puters of the bank — as the amount in my account is decreased there is a
proportional increase in the account of the restaurant. So where’s the
money now? Shall we say that in addition to metal money and paper
money, there is electronic money inside computers, traveling hither and
thither along the wires of the Internet, sometimes transforming into

" Searle has discussed money on many occasions, and given several different
accounts. Here I just allude to the original version in Searle (1995). I think that later
versions of his theory (if they are still versions of the same theory) are much closer
to the account that I will present below, but I will make no attempt to discuss this in
detail.
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modulations of radio waves? And suppose that there were no computers,
but that we had a lot of human resources to spare, so that we did the
same thing by telephone, alerting an army of clerks to note the trans-
actions with ink — would there be ink money then, and perhaps voice
money as we talk into the phone, having whispered our secret passwords
to the clerk?

Clearly, such a proliferation of kinds of money is out of place, and the
solution lies near at hand. What used to be in the old-fashioned bank-
book, and is now in the memory of the bank’s computer, is not money
but only representations of money. Or rather, it is representations of
money related to a certain structure of claims and commitments: com-
mitments on the part of the bank to pay a specified amount of money
when presented with the corresponding claim. What happens when I use
my credit card to pay for something is that I transfer a part of my claim
on the bank to the seller, and what the computer contains is just a record
of these ever-changing claims and commitments.

I will come back to the claims and commitments, but let us focus on
the representations first — the numbers in my bank book, for concrete-
ness. What are they representations of? Well, that’s easy: they represent
money, of course! Thinking this way we get a two-tiered structure. At
the bottom level there is real money, for which Searle’s original analysis
holds good, and at the second level there are representations of money,
or, more precisely, representations of monetary claims and commit-
ments, supposedly possible to “cash in” with real money should the need
arise.

Again, we may try to support this account with a historical narrative,
about the days of the gold standard, when something like this was
supposed to be literally true. Except, of course, that the bottom level of
that hierarchy was something that was taken to have real value, in-
dependent of monetary systems, and the second level, that was supposed
to need the grounding, was not that of monetary representations, but that
of money itself.

But just as the gold standard quickly became hollow, as there simply
was not enough gold to honor but the smallest fraction of the money that
was needed to keep the economy going, the idea that monetary rep-
resentations represent real money founders on the dual recognition that,
first, there simply is not real money enough to cash but the smallest
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fraction of monetary representations, and, second, that this does not
matter one bit. In fact, most of us take it as a foregone conclusion that
we are quickly approaching a state where there will be no “real” money
anymore.

This is where Johansson (2005) steps in. Representations of money
should represent money, and if there is not enough real money around to
be represented, the next logical step is to take them as representing
fictional money. His development of this idea is subtle, and I will not
argue against it on the level of detail. In fact, interpreted in a certain way
I take it to be quite convincing, namely as a representation of what may
be called the phenomenology of money. In some sense, most of us most
of the time take it for granted that money is something real, while in
reality it is not — in that sense we perform our monetary transactions
within the fiction of money. Fittingly enough, for those who know him,
Johansson’s analysis may be taken as an elaboration of Marx’ famous
description of the fetishism of commodities in the first volume of Das
Kapital. The fetishism that Marx talks about consists in taking what is
really a social relation (namely exchange value) as being a real property
of a thing. The fiction of money takes this a step further, treating what 1s
really a codification of exchange value (i.e. of a social relation) as if it
were itself a thing.

In the terminology of meta-ethics we may conceive of the fiction
theory of money as an error-theory. Just as J. L. Mackie (1977) sug-
gested that moral discourse works its magic through the mistaken
assumption that there really are moral properties and relations, so
Johansson can be taken to suggest that our monetary transactions work
on the mistaken assumption that there really is money.1

But an error theory cannot do it alone. The error theory of moral
discourse should be supplemented with a theory of how the fiction of an
ethical realm has a real use, in regulating people away from socially
harmful behavior, for example, and inspiring them to do things that are
socially beneficial. The same thing goes for the fiction theory of money:
we want to know how the fiction serves us in real life. And in this case, I
think, the real story takes the form of a rational reconstruction, explain-
ing not only the usefulness of the fiction but also how we could do the

" Do I expect Ingvar to accept this description of his theory? I suppose not, but then
we will have something to talk about the next time we meet...
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same thing without it, and perhaps even be better off without the illu-
sion. So, as a supplement to the story of what money seems to be, here
comes the story of what it really is.

2. Representation All the Way Down

Standard theories of money distinguish between representative money
and fiat money. Representative money is so called because monetary
units are supposed to represent fixed quantities of something that has
real value — most often gold or silver. Fiat money, on the other hand,
has no such backing but is created by the decree of governments and
central banks. Searle’s theory of money as a social fact seems primarily
made to suit fiat money, where monetary status depends on the backing
of specific institutions within a monetary system.' In a way, the theory is
that money itself, in the form of legal tender, takes the role previously
played by gold or silver, that of being the primary carrier of exchange
value, while the “money” in a bank account, in Johansson’s extension of
the theory, takes the role of representative money, deriving its value
from being (seen as) cashable in real money.

I started by saying that common sense views money as a kind of thing.
Searle and Johansson develop this side of common sense, right to the
point where it is seen to be built on a fiction. The fiction theory is a way
to provide an ontological underpinning to naive money metaphysics. But
common sense also has another way to look at money, namely as some-
thing that has no value at all, that is so to speak illusory through and
through. Excessive greed, the tendency to hoard money without limit, is
seen not only as an moral aberration, but as a deep and tragic misunder-
standing, an inability to see money for what it is, namely nothing.

If there 1s no real money, what would the alternative be? Simple: all
money is representational. Let us go back to when I pay for my lunch. I
happen to have enough cash in my wallet, so I decide to use that instead
of my card. According to the tiered story, this should make a world of
difference to the nature of the transaction: now the seller really gets
something in return, this is not just a manipulation of representations of

! Representative money depends on someone who takes responsibility for the
conversion of the representative currency to the underlying real monetary goods,
and this role, of course, has usually also been taken by governments. But as long as
the guarantee is in place, the value of the currency is determined by the real value of
the underlying goods.
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fictional entities, real money change hands. Funny that it feels no dif-
ferent!

Representational money is nothing but a socially recognized claim to
a part of a certain resource, gold in the case of the gold standard, real
money in the Johansson story. But once stated in that way, the same
thing is obviously true of all money. The “cash value” of the bills in my
wallet is whatever real goods and services I can buy with them. By
handing over a large enough sum to the seller I realize a part of my out-
standing claim to a share in a social pool of resources, and I compensate
the seller by transferring that claim to her. I forego the coffee, the haircut
and all the other alternative ways to realize my claim, exchanging a
potentiality for an actuality, while the seller is content to go the other
way, giving up something actual in order to gain something potential, to
increase her power, so to speak.

The reality of money is a social relation, just like Marx said about
value — it is a structure of claims to parts of a common pool of re-
sources, and of corresponding commitments to honor other people’s
claims. What happened when we gave up the gold standard was not that
we relinquished the idea that money must correspond to something real,
but only the idea that the correspondence must be mediated by one
particular type of commodity. Fiat money is the democratic form of
representational money, where all goods and services are created equal.
Bills and coins are nothing but cheques written by society and made out
to the bearer, representations of claims and commitments, just like the
numbers in the bank accounts. Or, to switch the analogy, money is like
the shares of a joint-stock company — you prove your ownership with
the help of a certificate or some other trusted record of ownership, but
what you own is not the certificate but, precisely, a share in the com-
pany.

I hope the basic idea is clear enough, and I will use the rest of the
paper to discuss some details and draw out a few consequences, some of
which may even be a bit surprising.

3. The Transformations of the Pool

I have said that money is like shares, and that what they are shares of is a
socially accessible pool of resources, i.e., goods and services. But what
goes into the pool? In fact, that is a bit indeterminate — a fact that
makes the value of money indeterminate in the same way — but it is
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determinate enough to work. The basic part of the pool, that part that
makes an economy ripe for the institution of money, consists of goods
and services made for and offered to the market. When I go into a shop I
encounter a wealth of items that are there to be bought and sold, and
when I present my legitimate claim to them (my money, that is) it may
even be illegal for the shopkeeper to refuse it. For my own part, [ have
earned my claim in a way that is less directly related to the market — I
get paid for doing what philosophy professors do. My services and their
products are not available for everyone to buy at any time, but they are
still considered enough of a contribution to the common good to allow
me a claim to a part of the pool. I may also bring private things to the
pool, as in a garage sale, hoping that others will be willing to exchange
them for some of their claims. Other things are not for sale, and so do
not belong to the pool, although cynics will hold that it is just a question
of the price.

There are also questions about the geographical boundaries of the
pool, so to speak. The paradigm case is a national economy, where the
national currency is accepted for all transactions within the borders of
the land. Complications abound, of course, as with foreign trade, and
with border trading where the currency of one country may be accepted
as compensation for goods from the pool of another. I will take it as
clear enough that such difficulties are solvable, to the extent that they
need to be solved, and leave the details to the reader.

But the value of a share does not only depend on the size of what is
shared, but also on how many shares there are. Ideally, one may think of
monetary values as numerators of implicit fractions, with the total
number of extant units as the denominator, but in practice it is less clear.
Not all claims are ready to be realized at all times, but some of them are
stuck away out of sight, so to speak, so that they do not count in the
implicit negotiation that is a part of every transaction — think about
what would happen if all the dollars that are touring the world would
come home together, to be claimed against the US pool.

One group of interesting questions regarding money concerns time
and the temporality of transactions. When I pay for my lunch, I immedi-
ately take the food out of circulation and soon enough I eat it — I con-
sume what I buy, and, as a result of the realization of my claim, the pool
is smaller than before. But my claim is not consumed, it is transferred
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intact to the seller (if we disregard taxation, which we will). If the pool
was otherwise static, it would be depleted with each transaction, and the
claims transferred would be correspondingly less and less valuable, and
people would be less and less willing to give up their present real
holdings in exchange for future claims. In practice, of course, we trust
that the pool will be filled again even quicker than it is drained, but the
asymmetry between the consumption of goods and services and the
preservation of claims, in economic activity, points to some important
facts of economic life. First, it points to the inherent uncertainty of
“saving” money. The word saving seems to indicate that something is
preserved, put aside for future use, but saving money is nothing of the
sort. Of course, I can hide my cash in the mattress, but what I am really
interested in is what I will be able to claim from a future pool of
resources, and that will depend not only on what will then be in the pool
but also on what competing claims will be accepted for the same pool —
provided, of course, that my claims will still be honored at all.

Another interesting observation concerns the notion of waste and
wastefulness. In a strict sense, money cannot be wasted. As far as money
1s concerned every transaction is zero-sum; each claim that I realize is
acquired by somebody else. Suppose that I spend a fortune on building a
house that then has to be immediately teared down on account of severe
mildew problems. There will be a lot of waste involved, of labor and
material, but one thing that will not be wasted is the money I have spent
— it will just not be mine anymore.' This, of course, is the basis of the
distinction between the real and the financial economy: the financial
economy is not concerned with useful resources at all, but only with the
recording and redistribution of claims. Again, there are complications
that I will only mention in passing. Claims may be given up voluntarily,
they may become impossible to assert through the loss of the relevant
records, and so on.

! Among other things, this casts a peculiar light on how to judge the lavishness of
the rich. The more inherently worthless the luxuries are on which billionaires spend
their money, the better it is — as it will transfer as much as possible of their claims
on the common pool to others, while consuming as little as possible of the real
resources. (Taxation and charity are even better, of course, as they will, at least
ideally, transfer the claims to those who need them better without any waste at all.)
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Connected to questions about saving and spending, are the phenomena
of lending and borrowing. If I lend you my car, you get to use it for a
time and then I get it back. But if I lend you a sum of money, there is
nothing of mine that you will keep for a while and then return to me.
Whatever you buy for the money, you will keep or consume yourself —
my turn will come but it will involve no tangible thing moving back to
me from you. What really happens, of course, is that I commit myself
not to realize some of my claims on the pool for the time being, in order
to let you claim what is originally due to me, while you undertake to
make the corresponding sacrifice at some later time.

One odd thing about this essentially symmetric transaction is the
financial and even moral asymmetry that is usually attached to it — in
both respects with the lender ending up in the better position. Seen from
a neutral perspective they need each other just as much. The reason this
is not immediately obvious is, precisely, that money is perceived as a
kind of thing, and even as an indestructible thing. The lender is supposed
to have the alternative of just keeping her money, and use it later. But
think about what would happen if this is done on a grand scale so that a
sizable part of the pool would not be claimed. The important underlying
fact 1s that there are no indestructible things: left unclaimed everything
in the pool is subject to decay. For some things, like most foods, the
decay is quick, and unused parts of the pool turn to waste within days.
For other things, decay is slower, depending on factors like rust, erosion,
fashion changes and technological aging — buying a computer or cell
phone now and storing it for future use is not a good idea.

The point is, of course, that future claims must be realized in an ever
renewed pool, and the renewal depends on the actual use that is made of
the present pool. If I want to save my own claims for the future, I depend
on somebody else making good use of the present. And it is not enough
that some present resources are invested in future production — if [ want
consumer goods to be available for my old age, the infrastructure to
produce it must be preserved and developed, which it will only be if its
products are continually in demand. It would be just as reasonable to
have to pay a fee for being allowed to postpone one’s claim, as to re-
ceive one for not using it now.

Are these just idle thoughts with no practical bearing? To the contrary,
a failure to see through these simple connections is behind much of the
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popular and political perception of the present financial crisis. Deficits
are taken to be economically and morally bad, as they imply irrespons-
ible consumption over the limits of once actual resources. But why is
there money to lend in the first place? Because of the symmetry between
production and consumption. Those who want to amass future claims
through their present production rely on others to consume what they
produce, and if the others do not have enough claim of their own, the
producers have to lend it to them — which they willingly do as they
cannot use it themselves.

Going back to Marx and Hegel, we can say that there is an inner
contradiction in the striving of the rich to become ever richer at the
expense of the poor. In an economy based on the division of labor,
riches only exist as claims to the common pool, and if the entitlement to
it is not reasonably shared it will dry up. Luckily the solution is ready to
hand: redistributing the claims will leave everything real in place, just as
it was before. The riches will still be there on the day after the crash —
the only thing that hides them is the fetish of money.

(Happy birthday, Ingvar. I expect to hear from you soon!)
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On the Necessity of a Transcendental Phenomenology

Jens Cavallin

1. Ingvar Johansson and the Beginnings in Goteborg

Ingvar will remember the lively discussions on the seminars of Ivar
Segelberg, a rather solitary representative of phenomenology in an
environment where positivism and some kinds of analytic descendants
of that general trend and discourse in philosophy was rather hegemonic
in what remained of a Swedish philosophical landscape. The “Uppsala
philosophy” (Hégerstrom and Phalén) had established a kind of “anti-
metaphysical” language hostile to most of what was produced outside
the Anglo-Saxon sphere of philosophical research. The presence of Ernst
Cassirer, during some years of the 1930s, also resulting in a polite but
devastating criticism of the “Uppsala” philosophy (I would even call it a
syndrome...) had some influence in the small academic milieu of
Goteborg, and it was no coincidence that professors of philosophy in
Goteborg were focussing on other traditions, such as Marxism (Aspelin),
Neo-Kantianism (Jacobsson) and phenomenology (Segelberg), in the
rather ascetic shape presented by the first edition of Husserl’s Logical
Investigations. The second edition — after Husserl’s transition to “pure”
or “transcendental” phenomenology was more or less banned, also in
Goteborg.

Segelberg’s rather scarce works have been, after decades, translated
into English but his teaching was very appreciated by new students, and
his seminars could be quite stimulating.

The idea of a “realistic” phenomenology was challenged from various
points of view, from Ingvar Johansson, already working on some onto-
logical questions in the context, as well as the logician Per Lindstrom,
both arguing for a kind of phenomenalism, perhaps for the sake of argu-
ment but perhaps also from a kind of opposition towards a too psycho-
logical (descriptively psychological) approach to ontology.

My own philosophical production has to a great extent been depend-
ent upon this very crossing of ontology, psychology (in a variety of
senses), philosophy of language and meaning, and in fact the suggestion
to look into the work of Kazimierz Twardowski and his “object theory”
(Gegenstandstheorie) was given by Segelberg. The care for ontology, or
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the anxiety about ontology was there, in Gothenburg, of course a rather
harsh contrast to the anti-metaphysical diatribes of the Uppsala school
— of course paralleled by the Vienna Circle and its influence.

Ingvar upheld this interest — in a rather faithful spirit from the Gote-
borg and Segelberg tradition: he soon left his phenomenalist standpoint
in the seminars and approached theories and attitudes that are rather
linked to the philosophy of Nicolai Hartmann, returning to a “realist”
mood — although a point of departure was still some brand of “sub-
jectivity”, in the epistemological and ontological fields. Segelberg’s
basic ontology of “quality moments” is basically shared by Ingvar
Johansson. This kind of ontology is in some aspects related to Russell’s
logical atoms of “sensations”, and was in a sense “anti-materialist” and
anti-nominalist — Segelberg argued that nominalism could simply be
logically demonstrated to be false.

Still, Ingvar Johansson has always also demonstrated a flair for
materialism — he was for many years a left-wing activist, and of course
Marx had something to tell him.

2. Phenomenology in Another Direction

I myself followed later a rather different course of study — and of life:
after some years in Goteborg of PhD studies I got a safer way of
supporting myself and my family, viz. in the administrative world. But
philosophy was not sleeping totally, and when Stockholm University
could profit from the arrival of some Polish philosophers, chased away
from their home country in 1968-70, a new impetus to the study of
German thought, including Husserl’s phenomenology, was given by
Alexander Orlowski, lecturing on Kant, German idealism, and on
phenomenology. Also Karol Martel, representing a kind of Marxist
phenomenology, gave to some students another turn of philosophical
reflection. Orlowski was a natural tutor for my resumed PhD work on
Twardowski.

Orlowski’s basic teaching was, taking his interest in German idealism
into account, rather much the opposite to the “realist” phenomenology of
the “West Coast” Goteborg school. But it harmonized in some respects
with views of the Stockholm logicians Dag Prawitz and Per Martin-Lof,
arguing for “anti-realism” in the philosophy of logic, and working from
intuitionist approaches, rather related to some of Husserl’s ideas.
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I myself was gradually brought to the conviction that the very idea of
a “realist” phenomenology is faulty — precisely in fulfilling my work on
Twardowski’s ontology (Cavallin 1997) the very concept of an onto-
logical set-up prescribed by the given world (in experience, Erfahrung)
appears even naive. This might be taken to be the basic idea of
“realistic” phenomenology — and of Nicolai Hartmann, as he tries, in
his very extensive works to show that ontology is something that could
be “taken from experience (Erfahrung)”. Twardowski’s (and Meinong’s)
point was the inclusion of a “generous” ontology of objects to all pre-
sentations (Vorstellungen), in distinction from their content. Anything
could be an object, existing, subsisting, real, irreal; Twardowski’s dis-
tinction could be seen as a “psychological” parallel to Frege’s distinction
between Sinn and Bedeutung for linguistic expressions.

And, I tried to argue, this idea is the very basis for Husserl when he
suggested his famous “bracketing” of the world in his new version of
phenomenology (he did re-read Twardowski some time around 1906).
This bracketing amounts to the “transcendental turn” of phenomenology:
what phenomenology could do is to examine “Erlebnisse” (rendered in
the English language, sometimes, by “lived experience”), as such,
regardless of their being illusions, hallucinations or perceptions. Phe-
nomenology deals with objects of experience/Erlebnisse, accounting for
the content of these Erlebnisse.

Students of the history of philosophy know that this transcendental
turn was not followed by several of the most influential disciples and
colleagues of Husserl in the ‘“phenomenological movement”. The
“Munich school”, as well as the Pole Roman Ingarden (who wrote his
habilitation dissertation under Twardowski) rejected this transcendental
turn, and Scheler, Heidegger, Schiitz, Landgrebe, Fink and a number of
others developed their own approaches, in some respects “transcend-
ental”, but refusing to “bracket the world” — on the contrary.

3. The Transcendental Turn

So how could one argue for the necessity of being transcendental in phe-
nomenology?

Let me take a step back to do so: I myself served after returning to the
academic life for the last 12 years of my salaried life in other disciplines
than philosophy, viz. media and communication studies and cultural
studies. The relation of cultural discourse to thought is constantly pres-
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ent in these studies, and Foucault as well as the later Wittgenstein and
“post-modernists” like Lyotard (starting his “Post-modern Condition”
paper by Wittgenstein) have insisted upon the dependence of thought
patterns (categories) of cultural patterns. The ‘“Neo-Kantian” Ernst
Cassirer’s (residing 1934-1941 in Goteborg, before Segelberg) grand
oeuvre of the philosophy of symbolic forms represents this “cultural
turn” in philosophy, long before structuralism and discourse theory.

Our cultural, symbolic, and linguistic, world is not divine or un-
changeable, but still it retains the character of ‘a priori’ — in the sense
of determining the ways we understand, perceive and relate to our ex-
perience (Erfahrung), and narrate about it.

The “transcendental” nature of these discourses, forms, categories is,
just in the formula of Kant, something that is for experience (Erfahrung)
but not given by Erfahrung. Experience is ordered by categories, but the
categories themselves, though applied for experience are not given by
experience. Hume rightly criticised the notion of causality by pointing to
this circumstance.

The sense of talking about “transcendence” in this context has nothing
to do with divine or religious experiences, but very trivially, merely to
acknowledge that knowledge, action, impulses, human life in general,
require both empirical data, and ways of ordering these data. This has
been disputed at length also as an issue on the status of theories in
scholarly investigations (Popper, Lakatos, Kuhn, Feyerabend, but also
Heidegger, Gadamer, etc.).

We might, as phenomenologists, justifiably, start our reflections with
the “immediate” Erlebnisse. But obviously these immediate Erlebnisse
are already impregnated, formed, in our environment, by our language,
discourses, “grands récits” or life-forms. Or in a rather more modest
shape: by artefacts of a million kinds and orders.

Transcendental categories in this version might be ‘a priori’ but they
are in no way infallible or exempt to change.

Kant’s classification of this kind of patterns is still rightly termed
“synthetic” apriori since they tell something about the world, not just
our concepts of the world.

This is mysterious — and let us concede it to remain so, or more
simply: knowledge and the reflection upon knowledge as part of the
human condition (acting, feeling etc.) are meeting boundaries, and this
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meeting is a drive in philosophy — sometimes described by the meta-
phor of a drive for clarity.

A resistance to this mysterious character of the synthetic apriori
permeates the efforts to rebuild a kind of new “psychologism” linked to
the wide area of empirical and philosophical research termed “cognitive
analysis”. Ingvar and I did share an experience of the Bolzano inter-
national School of Cognitive analysis — where the approach to neuro-
science, computer science, mathematics and philosophy might well (and
has actually also been done so by Liliana Albertazzi, editor of The Dawn
of Cognitive Science, oral communication) be compared to the kind of
research which caused Husserl’s denunciation of “psychologism” in
“Prolegomena” of the Logical Investigations, and of course also Frege’s
earlier criticism of Husserl’s Philosophie der Arithmetik.

This revival of psychologism today has obviously a much richer em-
pirical scientific material at hand than Husserl’s contemporary scholars.
Nevertheless they also had empirical bases for their approaches and plea
for the central position of (in one of the rather ambiguous meanings of
the term) psychology in the philosophical sphere — the development of
systematic, both introspective and experimental psychology, sensory
physiology as well as theoretical methods was impressive in the 19"
century.

Still, I contend that Husserl’s rather simple argument of a vicious
circle in psychologism (in Prolegomena to the Logical Investigations)
still holds — psychology, neural science, brain research and computer
science all require a prior acknowledgement of the validity of logical
rules of consequence, non-contradictoriness etc. and thus could not be
taken as the basis for logic (mathematics).

So, cognitive analysis must include analysis of apriori rules in their
relationship to ordering of empirical findings and theories. It would
simply involve a “material” or “regional” ontology, in Husserlian ter-
minology.

Although my own academic (rather brief) employments have been
linked to cultural studies, media studies and not philosophy — though
cultural and media studies are notoriously avid in their seeking support
from a philosophical context, and mostly abound in philosophical
references — the issue of psychologism or, more extensively, “anthropo-
logism”, therefore seems to call for prudence, still after 100 years of
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discussion. Despite immense progress, the concrete findings of cognitive
science, the theoretical framework, and with it the obligation to avoiding
the vicious circle of psychologism, do seem to require a respect for the
separation of domains, not letting the empirical, historical, or cultural
aspects overrun the basic aprioric character of backbones of theory. In
this respect one also complies with the general approach of Nicolai
Hartmann, being a staunch resistant to amalgamating categories, layers,
etc. into a reductionist ontology.

Still, both for contemporary “psychologicists” and for Hartmann,
attempts to derive empirical categories from experience will, it seems to
me, fall victim to Kant’s observations on dogmatism, necessitating a
critical philosophy. I suggest, ultimately fail to avoid the vicious circle
pointed at by Husserl.

This destiny, at least understood as prudential advice, will also apply
to Foucault’s historicist approach to discourse analysis. Demonstrating
that discourse is culturally and historically situated does not liberate us
from the requirement of ordering discourse in a “theoretical” manner —
quoting Husserl’s fundamental attack on psychologism’s vicious circle,
invalidating “theoretical research as such”, that is, the notion of theory
as such as a set of propositions ordered by the principle of logical con-
sequence.

The huge development of cultural science, from the debut of anthro-
pology in the 19" century to the immense stock of knowledge, methods,
theories offered today should, as little as the impressive evolution of
empirical psychology in the 19™ century tempt us to swap philosophical
bases (‘base’ is an odious word to some, I know... but I find no better)
for an ordered body of knowledge against empirical knowledge of hu-
man behaviour, meaning structures, languages etc.

So the distinction between empirical and “critical” knowledge, or
theory, seems to me to have to be upheld, and this is, ultimately, the
justification of a need for that kind of theory which Kant, Husserl and
others called “transcendental” — indeed the very notion of theory as
such requires that distinction.

This does by no means imply that transcendental philosophy is
doomed to be entirely devoid of relationships with empirical science,
whether natural, social, historical and cultural. On the contrary: precisely
Hartmann taught us the futility of trying to reduce models and orders of
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explanation of historical, social and cultural sciences to other levels or
regions of research, just as the idea of reducing biological (evolutionary)
explanations to physical and chemical (non-teleological) models is just a
prejudice. Twardowski, Meinong and Hartmann actually demonstrated
that the notion of object could not be simply identified with “thing” (res)
— but that a much wider notion has to be accepted — giving a rather
different meaning, if you like, to a notion of realism. And this wider
notion is linked, without any particular prejudices as to the number of
categories of being (from 1 to 10?), to the theoretical requirements of
areas of research. “Unity of science” advocates, from Leibniz, Russell
over to the logical positivists, and also today, it seems, a lot of
“facticity” advocates of some “materialist” or “reist” theorists from sur-
prisingly diverse philosophico-political camps (including “post-modern”
philosophers), were mostly slipping out of the scientific obligation of
showing the reductions between diverse fields of research, by simply
declaring that ‘in the future’ this will all be possible. This is of course
faith, not science, or serious scholarly work.

In no way this position excludes an ordering of distinct disciplines,
fields of scholarly research, integrating, albeit sometimes just in passing,
some fields into others, constantly trying to suggest links, demonstrating
non-tenability of conceptual apparatuses etc. In a way the relativity of
categorisation of human research orderings is given an acknowledge-
ment: Wissenschaft/science 1s part of life, and will change, in an un-
foreseeable pattern.

But just as mathematics evolves, expands and sometimes retreats
(rarely though), other branches, disciplines, and fields of human intel-
lectual research will change, appealing for recognition of the results,
models, theories, sometimes in structures that are simply not “conver-
sational” together. Behavioural psychology, cognitive science and
psycho-analysis fight about the space (and money), just as some theories
of climate change, genetic models, taxonomies in the life sciences (in-
volving, precisely, molecular new classification principles, rather than
external features inherited from Linnaeus).

And these battles may be fierce, but there is a key concept, actually
suggested by Lyotard in his lecture on the post-modern condition,

' Actually Lyotard was the one who wrote the introduction to phenomenology in the
French encyclopaedic series of pocket-books “Que sais-je?”.
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which might bring some consolation and modesty in claims of superi-
ority of this or that scholarly approach: the agonistic rather than antag-
onistic nature of scholarly ordering of the world is just a richness of our
achievement of knowledge. Mathematics and history are diverse, it is as
simple as that. Linguistics has a lot to do with philology, anthropology
etc. but it is not the same. Some disciplines just evaporate, other pop up,
each with their declarations of independence. Some disciplines are rather
fields,' some give a damn about being disciplines and try to bricoler in
both business administration, semiotics, economics, history, philosophy,
as well as political science and sociology... The unfaithfulness in this
approach is, as the reader will understand, close to my heart, and it is,
actually also a leading principle of scholarly work in social sciences and
the humanities of Linkoéping University of Sweden.

In one sense this unfaithfulness could be termed idealism — since its
platform is sow philosophy is performed in the human discourse, brain,
mind, subject or whatever you choose... not the object of philosophy
(whatever it might be).

Realism in this sense would say that the human processing, processes
and action is somehow regarded as ‘in principle’ irrelevant to what the
scholarly accounts of the world are suggesting. We are talking/writing
objectively, that is, about the things, not about ourselves or our own con-
ditions of thought, imagination, action, expression etc.

Idealism might mean a lot of things, but one classical dichotomy is
that between empirical (material) and transcendental (formal) idealism
(Kant 535 A). Kant argues for the latter, and it 1s, it seems, pretty often
neglected that this kind of idealism has very little to do with any kind of
“spiritualism”, belief in gods or ghosts etc. The focus is, precisely, on
the transcendental, viz. the approach to philosophy indicated above —
saying that philosophy is precisely, and compulsorily, that kind of hu-
man research work which focuses on the conditions for research, not the
objects of research.

Conditions in this context is sometimes possible to qualify by “lo-
gical” conditions, provided “logical” is not taken in the narrow sense
excluding “material” conditions or conditions pertaining to or governing
content of knowledge. Material, in the trivial sense of being able to

"1 would suggest this to be the case for Media and communication studies, for
example — as proposed by Kaarle Nordenstreng, and others.
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work, eat, sleep... are of course not interesting here. What Kant is sug-
gesting, and Husserl along with many other phenomenological and other
philosophers accept, is a kind of “theory of types” of knowledge.
“Critical” knowledge has to do with the way the other, basic (“first-
order”), knowledge works, and also the other human conscious activities
(practical, judgements etc.). This kind of knowledge is, necessarily,
“transcendental”, since it examines conditions for “ordinary” know-
ledge, and has quite distinct criteria for truth or correctness than ordinary
knowledge, although it has to be ordered in a consistent way, non-
contradictory etc. Despite pretentions to be “necessary” or “a priori” it
will not live up to the infallibility aspirations of mathematical or logical
knowledge — but move in a limbo where metaphysical assumptions (in
Popper’s understanding), cultural and linguistic discourse formations
and forms of life might modify or kill even universally adopted prin-
ciples for conditions. It is transcendental in the sense of transcending, or
passing, the ordinary experience (Erfahrung) by not being derived from
it: you cannot go out in the world and see what the conditions for going
out and seeing the world are like...

4. Anti-Reductionist Ontology and Transcendental Epistemology

Hartmann’s anti-reductionism for the scientific levels, layers etc. fits
well into this pattern — provided that Hartmann’s assumption of the em-
pirical origin and truth of categories (layers etc.) of objects is waivered,
or, to be more modestly, transformed into assumptions of discourse
(logical) conditions of scholarly work in these various fields, layers,
disciplines etc.

Transcendental idealism amounts, in this version, to a kind of “rel-
ativism” in the sense of empirical knowledge always being subsumed
under wider frameworks of human intellectual (ethical, political, aesthet-
ical) patterns of ordering things, changing in history, in culture, etc. But
this relativism in no way means that empirical knowledge is less secured
or capricious than before. And some of the innermost core of knowledge
1s non-empirical, but still considered to be knowledge, viz. mathematics
and logic. But even this status does not free these seemingly infallible
and extremely stable fields of knowledge from being questioned,
debated, submitted to investigations as to their “nature” or meaning, as
centuries of philosophical inquiries demonstrate. The transcendental
approach is thus also justified in these “analytic” fields of knowledge.
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On the other hand, it should not be subsumed under a wider form of
relativism (by some bizarre terminological desire named “naturalism”)
which rejects the typological distinction between the “critical” and
“ordinary” level of discourse — in the vein of for example Quine’s (or
for that matter Heyman’s, one of the forgotten philosophers in the end of
the 19™ century criticised by Husserl for psychologism) obliteration of
the distinction between “analytic” and “empirical” propositions.

One consequence, derided by many philosophers, and perhaps by
most non-philosophers, of this particularity of philosophical investiga-
tions is its esoterism, inwardness. Most philosophers relate their work to
other philosophers, and are in a way jailed in the history of their pre-
decessors.

From time to time trends of breaking up from this — actually “ideal-
1st” — approach to philosophy are suggested, aspiring to be scientific in
a sense close to the natural or other empirical disciplines of research —
taking off from inherited patterns and discourses of thought. Positivism,
phenomenology, Neo-positivism and many of its descendants in “ana-
lytic” philosophy share this desire for a non-historical, anti-idealist, way
of investigating philosophical problems, designing new concepts and
systems of thought etc. Deleuze (Deleuze and Guattari 1991) shares, in a
surprisingly radical, and perhaps, paradoxical manner, this attitude.

For reasons sketched above this effort is doomed to fail, if philosophy
“as such” is doomed to look into itself, its history, its context, its “grands
récits” — unless it will, despite all methodological refinement, be eso-
teric in a fatal sense, losing its “critical” aspiration.

Philosophy, despite these efforts to make it more “scientific” is
confined to this kind of inwardness, precisely as a consequence of its
seeking its own justifications in a “supervenient” structure of inquiry of
conditions (Bedingungen) for knowledge (and other human endeavours).
Philosophy sometimes is condemned as non-scientific, sometimes de-
clared as the fundament of all scientific/wissenschaftliche endeavour.

In another sense, philosophy must be scientific, in as far as it deserves
a space 1n the scholarly community and institutions. In particular philo-
sophy, must, just as other academic endeavours, be in contact with
previous interventions, other perspectives, traditions — and achieve-
ments. Of course contradictions, empty rhetorics, have to be rejected,
scholarly erudition in languages of authors, interpretive possibilities,
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texts etc. required. Linguistic competence is required, for the study of
Kant, Aristotle, Thomas Aquinas, Augustine, Derrida, Ibn Rushd, etc.
just as for Hobbes, Hume or Quine.' Physicists who lack sufficient
knowledge of mathematics are not excused.

Of course translations are necessary tools of communication, just as
writing, computers, paper etc. And this adds to the critical mass of ob-
serving the media of philosophizing, evidently part of the categories or
intervening machinery of organizing experience — one way of trans-
lating the idea of transcendental idealism. In that sense philology and
philosophy of language are twins for those who aspire at a “philosophy
as a rigorous Wissenschaft’””. Moreover, this kind of controversy also
seems to lie at heart in the controversies between the “camps” of
Western philosophy — the divide between “continental” and “analyt-
ical” traditions.’

" As it happens some crucial terms in “the philosophy of mind” are notoriously
difficult to translate, for example between German and English — “Intention” in the
Brentano-Husserlian sense is something entirely different from the English concept
of intention, and “experience” in English is rendered in philosophical texts in
German (and Swedish) by two radically different terms — Erfahrung and Erlebnis
(erfarenhet and upplevelse). And the term behaviour in English in some manner
announces a philosophical attitude, it is not a “neutral” term.

> Another philological stumblestone in philosophy — when anglophone writers talk
about science they, usually, refer to the natural sciences and mathematics, not
history, linguistics, sociology etc.

’ The German Kant scholar Dieter Schonecker underlines (Schonecker 2012) that of
course no philosopher of the Middle Ages in Europe could do without knowing
Latin, the scholarly lingua franca, and no philosopher could, naturally, today do
without, the language of the British and US Empires, English. But this does not
mean that serious philosophical work could be done without competence in other
languages, despite sometimes satisfactory translations. To pretend to do scholarly
original work on Kant or Hegel without knowing German is as ridiculous, from a
rigid scientific point of view, just as working on Hume without knowing English,
Aquinas without knowing Latin, or Aristotle without knowing Greek. Trivial as it
may seem this point demonstrates the intrinsic dependence of philosophical
research on the idiom, culture, context and discourse in which it is pursued, that is,
one aspect of its “inwardness”. Of course humans could not learn everything, but
this is no justification for taking snapshots of translations of texts which they cannot
read, simply because they do not know the language, and pretend to do scholarly
work
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A crucial notion both for research in culture and communication and
philosophy in later years, notoriously ambiguous, but omnipresent in
much research in the humanities, and in some trends of philosophy, is
“discourse”, which is a concept that precisely presupposes that inquiry is
tied to an idiom, a way of expression, a symbolic apparatus. There is no
such thing as a discourse-independent way of expressing theories,
ranging data and communicating findings.

The necessity of directing philosophical reflection upon this circum-
stance is, one might say, a “subjectivist” necessity — it is a necessity of
turning to the objects of inquiry in a double manner: to the object but
also to the means of inquiring about the object. Phenomenology takes
this attitude as its point of departure in a somewhat ironic manner
Husserl’s slogan “Zur Sache selbst” expresses the conviction that
philosophical inquiry must begin by looking into phenomena, “as they
are” — without questioning all the circumstances of phenomena, appear-
ances, but at the same time fully accepting that the manner of investiga-
tion is an integrated part of what appears — and constitutes, strictly
speaking, the same appearance. Phenomenology tries to both be ex-
tremely “self-sufficient” and completely “objective” — objects being
constituted in the phenomena, as “erlebt’. You cannot “see the Thing”
without applying a perspective, and even less tell other people without
using a language, metaphors, discourses, values, etc. Philosophical texts
are, very often, filled by quotation marks, just to show that a word or an
expression is tied to a slightly technical use, more or less alien to daily
language. But this custom is very varied — from formal calculi like
deontic logic etc. to rather traditional integration into for example ana-
lytic or German-idealist or Heideggerian discourse. Charles Taylor has
made a point of a distinction between “‘artificial” philosophical discourse
and common discourse, implying that philosophical discourse is bound
to be to some degree artificial.

Again, this kind of narcissism in philosophy is a variety of the need
for philosophical discourse to be “critical”, in the sense of examining its
own function, the mirror which makes it possible to see the mirror itself.
My work “The Reign of Mind” has on its cover page a self-portrait in a
convex mirror by Parmigianino to illustrate this requirement of ob-
serving the function of the “mirror of oneself”.
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Both the “linguistic” and the “discursive” turn in philosophy might be
seen in this light, just as the studies of the symbolic forms by Cassirer in
the 1920s.

To return to the — somewhat forgotten — philosopher Nicolai Hart-
mann again, one might of course object that his very idea of a realistic
theory of categories is in clear contrariety to the approach of a tran-
scendental idealism, as a necessary development of phenomenology.

I have tried to argue that this is not necessarily a final conclusion, but
rather a natural consequence of his “liberal” ontological anti-reduc-
tionism, to be modified by a scepticism towards the Hartmannian
approach to categories. This seems actually to amount to a proposal for
Aristotelian natural kinds, which seems rather untenable, in the sequel of
Kant’s criticism of dogmatism, as well as “empirical idealism”. In one
sense Hartmann does not observe the consequences of Brentano’s re-
vival of Aristotelian ontological tolerance or pluralism (Brentano 1960),
where Brentano rejects monism, (although he embraces it later, in his
“reism”) and introduces in his psychology (Brentano 1924-25) its con-
sequences in terms of the “intentional inexistence” of objects as a
characteristic of mental phenomena.

I have, above, suggested that this view of objects in Twardowski and
Meinong (as well as others, e.g. Benno Erdmann, editor of Kant’s
works) is a basis for Husserl’s transition to transcendental phenomeno-
logy around 1907.

Also Hartmann’s immense work acquires a kind of new interest in this
light, by destructing the idea that the world (of the Erfahrung, of
course...) “as such” is constituted by just one kind of objects, whether
physical, biological or psychical/mental. The tolerance as to many, ire-
ducible, levels, layers and genera of objects is a kind of logical cleaning
up achievement, preparing the ground for both a more sustainable onto-
logy and — accordingly — philosophy of science/ Wissenschaft.

Hartmann may reject the position by idealists, from Kant to Hegel and
Husserl, viz. that Wissenschaft is one of several human activities, and
that this endeavour also presupposes insight in the nature of itself. Those
who later, after or in the same period as Hartmann (like Wittgenstein)
talk about language games, life forms, and later “great stories™ (grands
récits) may rarely have regarded themselves as either transcendental
philosophers and still less as idealists. But it seems to me that the very
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insight that scientific theories are part of this human condition, this is
something to be learned from the idea of transcendental idealism.
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Provocation and the Mitigation of Responsibility

Dan Egonsson

Keen public interest following a number of sentencing decisions in
Swedish courts during the last few years has ensured that the question of
a woman’s responsibility in rape situations remains a morally contro-
versial issue. To claim that a woman ever has a responsibility in situ-
ations of this kind is — at least, in Sweden, outside a court of law —
“morally taboo”. That is one of the reasons I believe the issue ought to
be discussed. To confront “dogmas” in moral practice is, in my view, an
imperative task of ethics.

1. The Victim’s Guilt

Camille Paglia has famously argued that there lies an injustice in the fact
that rape risk curtails women’s geographical freedom, but that those
women who don’t adjust to this and avoid the most risky places and
situations bear some personal responsibility if something happens to
them. Women may bear responsibility for sexual harassment in working
life as well. Here Paglia’s message is twofold. First of all, women must
learn how to stand up to sexual allusions. Secondly, they need to realize
that if they ever get into more serious trouble, they might be obliged to
carry some blame themselves. She writes:

An antiseptically sex-free workplace is impossible and unnatural. We
want a sophisticated art of seduction ... [ want a society of lusty men
and lusty women whose physical and mental energies are in exuberant
free flow. While men must behave honorably (Governors and Pres-
idents should not be dropping their pants in front of female employees
or secretly preying on buxom young interns), women must also watch
how they dress and behave. For every gross male harasser, there are
10 female sycophants who shamelessly use their sexual attractions to
get ahead. We don’t want a society of surveillance by old maids and
snitches. The proper mission of feminism is to encourage women to
take personal responsibility without running to parental authority
figures for help. (Paglia 1998)

Most of the people with whom I have discussed questions about sexual
violence against, and unwanted sexual interest directed towards, women
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are not prepared to hold women personally responsible. In the courts,
and when lawyers take part in this kind of debate, things are different,
but elsewhere it seems to be almost unanimously believed that victims
should not be blamed in this context.

There is a distinction between the question of assigning moral re-
sponsibility and the question of blaming. But my impression is that those
who are against blaming the victim of rape or harassment are so because
they believe that the woman has no moral responsibility in these situ-
ations. Only the perpetrator can be blamed, since only he bears respons-
ibility for raping and harassing. Well aware of the fact that there is this
morally relevant distinction, I will not in this paper make anything of it.
I shall equate being responsible for an act or outcome that attracts com-
plaint with being blameable. A person who is blameable for an act or
outcome is someone it would not, in the circumstances, be irrational or
unreasonable to blame.

I believe that this unwillingness to blame women for rape and harass-
ment rests on a mistaken view about the logic of assigning responsib-
ility. This view — which Parfit calls the Share-of-the-Total View (Parfit
1984:67-70) — implies that there is a correspondence between the
victim’s and the perpetrator’s shares: where the woman’s responsibility
for getting into this kind of trouble increases, the man’s responsibility
will automatically decrease. In other words, this view assumes that we
have a certain total quantum of responsibility at our disposal when we
assign responsibility, and that however we distribute the responsibility
amongst the involved parties that quantum has to be held constant.

As a general account of responsibility this 1s probably not correct.
Suppose two persons plan to murder a third person and, unaware of each
other, lie in ambush; and that, by coincidence, both shoot the victim with
a lethal shot at exactly the same time. According to a strong inter-
pretation of the Share-of-the-Total View each murderer’s responsibility
in this situation (I assume they both are murderers) would be half of
what it would have been if he or she had been the sole murderer. On a
weaker interpretation it would mean that each murderer’s responsibility
in this situation is less than it would have been if he or she had been the
sole murderer. To my eyes, the Share-of-the-Total View is mistaken in
both these interpretations. Neither murderer’s responsibility is affected
by the fact that there is a parallel murderer.
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One might claim that this proves merely that there is no necessary
correspondence between perpetrators’ guilt in a blame-involving situ-
ation; it does not prove that there is no necessary correspondence be-
tween the perpetrator’s and the victim’s guilt. But consider the following
rider: suppose the victim had been warned not to walk alone in the
particular wood in which he or she is eventually killed. I would say that
this will increase the victim’s guilt for what happens without mitigating
the perpetrators’ guilt.

And exactly this kind of analysis is applicable in the kind of case
Paglia makes mention of (which I shall refer to as Case [): if a woman
refuses to be deterred by the risks and walks through a dark park in the
middle of the night and is molested, although she could have chosen a
safer way, one might say that she is partly to blame herself, without say-
ing that this in any sense mitigates the guilt of the man who is molesting
her. His guilt and responsibility is unaffected by the degree to which the
woman is to blame herself. He is the one who creates the risk, but she is
the one who takes it! And I cannot see why to blame only the creation
and not at all the taking of the risk, unless one mistakenly assumes that
the latter kind of blame is taken from the former.

2. The Perpetrator’s Guilt

This does not mean that the perpetrator’s guilt is never affected by the
victim’s. The Share-of-the-Total View is mistaken as a general account
of moral responsibility. However, it may apply, or be sound, in some
situations: for instance, those in which the victim is acting provoc-
atively, which means that she is not only responsible for taking the risk
but also, at least to some extent, for creating it.

Case 2: Suppose you work in a ward with heinous sex criminals and
arrange a party where you act as a stripper. Your sole purpose is provoc-
ative. It seems fairly obvious to me that if you are molested in this situ-
ation then you have yourself to blame. But is also the victimizer’s guilt,
in this situation, mitigated by the fact that he is provoked? Is he less
blameable than he would have been if he had acted without provocation?

Someone might claim that what mitigates the perpetrator’s guilt in
cases of provocation is simply that it is harder for him to abstain from
doing what (he knows) is wrong. Provocation may mean many things. It
might mean creating an opportunity and nothing more, but in this
situation it means, at least in part, intentionally creating, or engaging, a
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motivation in the perpetrator he will struggle to overcome. Suppose he
has set his mind upon never again offending a woman, and that, for that
purpose, has discarded his pornographic magazines and to the best of his
ability avoids thinking of sex. If suddenly he is confronted with live
striptease at a close range, this will naturally make it more difficult for
him to stick to his resolutions. Perhaps this is what explains the sense
that his guilt is mitigated by another’s actions — if this is what we feel is
the case?

3. A Kantian Principle

What has been called Hume’s law (even if it i1s doubtful that Hume
himself subscribes to it) is usually stated in the following way: you
cannot derive a normative conclusion from entirely descriptive premises.
We refer to Hume’s law almost as a matter of routine, but we also
endorse what we might call Kant’s principle, which says that ought
implies can, in the sense that for a person to have a moral obligation to
perform an action, he or she must have the capacity to perform it. This
seems to contradict Hume’s law, since it means that you can derive at
least negative normative judgements about the absence of obligations
and similar things from statements of facts — that is, statements re-
cording lack of ability. These negative normative judgements are
normative all the same, since if X claims that she has no moral obliga-
tion to do A, whereas Y claims that X 4as an obligation to do A, then we
have a genuine normative disagreement.'

As I’ve hinted, Hume’s law can be discussed and disputed, just as the
relation between this law and Kant’s principle can. However, I will here
assume that Kant’s principle is firmly rooted in common moral sense —
perhaps more so than Hume’s law. I will therefore try to investigate the
implications of Kant’s principle’ for our discussion of relative respons-

! See Johansson (1994: 5).

* Accepting this principle will also mean that you accept the so-called “Principle of
Alternate Possibilities” (a principle requiring alternative decision possibilities for
moral responsibility), which in turn presupposes that we have an argument against
Harry Frankfurt’s example of the “counterfactual intervener”, an example designed
to show that moral responsibility does not require it to be the case that the agent
could have done other than he or she did; e.g. Frankfurt (1993:286-295). I believe
that there are arguments against Frankfurt’s example, but that is not important for
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ibility for sexual violence. I will only occasionally return to the logical
relationship between this principle and Hume’s law.

One immediate consequence for our discussion is this: if we can show
that a rape victim has knowingly created a situation in which the perpet-
rator was unable to control himself, it will follow that the perpetrator is
not to blame for what he has done, since we cannot claim that he did
what he ought not to have done. In a figurative sense, he did what he
ought not to have done, since he did what we wish he had not done; but
in the literal sense of the term, he was not the bearer of an obligation.

As an illustration, look at a slightly modified version of the previous
example. Case 3: Suppose you strip in a psychiatric ward of men with
sexual obsessions committed to care. We normally don’t hold seriously
mentally ill responsible for their deeds, which is one of the reasons why
they are not sent to prison. If you are molested in this situation, I feel
strongly inclined to say that your behaviour makes you responsible for
what happens and at the same time frees the victimizer of responsibility.

Is the Share-of-the-Total View applicable in Case 3? Not if the
essential thought behind this view is that it is the victim’s guilt, or
increased moral responsibility, that mitigates the perpetrator’s guilt and
responsibility. It is not the fact that you are blameable in itself that
mitigates the perpetrator’s guilt in Case 3, but only the fact that you
behaved the way you did. An unintentional provocation for which you
were not responsible would also have freed the perpetrator of respons-
ibility. What we can say is that the Share-of-the-Total View is indirectly
applicable in Case 3, since in that case there is a correspondence
between the victim’s and the perpetrator’s shares of guilt via the action
for which the victim is responsible.

Be this as it may, what is important for the moment is whether the
provocation in this situation means that the person who does the pro-
voking should, rationally, be singled out for blame, and that the perpet-
rator should not be singled out in this way. If this distribution of blame is
correct, then we may have two examples (Cases 1 and 3), in the first of
which the perpetrator is fully responsible for what he does and in the
third of which he fails to be responsible for what he does. The ex-
planation is that in the first example the perpetrator commits his deed

the moment, since in this paper I am examining only what follows, in questions of
sexual violence and responsibility, if we accept Kant’s principle.
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unprovoked and for all we know could have abstained from it, whereas
in the third it seems that he could not have done otherwise; in the first
case the perpetrator was free to do otherwise but in the third case he was
not.

So we have the extremes (Cases 1 and 3). But the interesting question
now is whether Kant’s principle also allows for a spectrum — do free-
dom and capacity come in degrees (Case 2)? If so, will Kant’s principle
also allow for degrees of responsibility, and perhaps also degrees of
ought?'

Kant’s principle will probably not in itself imply such a grading of
responsibility, but I believe that a generalized version of it might do so.
Kant’s principle can be regarded as a special case of a general principle
which states that being a possible subject of a norm about performing an
intentional action A, implies having the capacity to perform A. Accord-
ing to this “Kantian principle” it’s possible to hold a person P account-
able for A only if it’s possible for P to perform A. In this general form
the principle seems to equate the two possibilities: being the possible
subject of a norm implies being the possible performer of an intentional
action, but also, being the possible performer of an intentional action A
means being a possible subject of a norm about A.

So we have the contrasting cases where on the one hand a possibility
to perform A implies a possibility of being the subject of a norm about A
and, on the other hand, the impossibility of performing A implies the
impossibility of being the subject of a norm. The first kind of possibility,
that 1s the concept of capacity for action, seems to allow for grades. An
action can be more or less difficult for a person to perform and this
difficulty appears to be reflected in his or her capacity of performing it.
And we may therefore ask whether we ought not, for logical reasons,
grade also the possibility of being a subject of a norm, which would
mean that degrees of capacity would give degrees of accountability.
Through all this reasoning we assume that the value of what is to be
achieved is constant.” For the sake of simplicity, I here assume that

" For a thorough and original discussion of the relationship between degrees of
ability and degrees of ought, see Eriksson (1994: 156—-195). See also Michael
Slote’s “scalar morality” (Slote 1985:76-91).

® The Kantian principle says nothing about an exact moral mathematics, only that
the degree of capacity will affect the degree of obligation. Perhaps there is no exact
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degree of capacity to be the subject of an obligation can be described
both in terms of extension of responsibility and strength of an obligation.

I believe that a scalar version of this Kantian principle figures in
common-sense morality. Suppose I pass a pond where, in the water,
close to the edge, a small child is on the point of drowning and will
drown unless I just give her a hand. I can do so without so much as
getting my clothes wet. It surely looks as though if I have a strong
obligation to try to save this child from drowning, since I can rescue her
with minimal effort and inconvenience. But suppose that I am instead
walking alone along a beach in the middle of the winter and see a child
struggling in the water some hundred meters from the shore. I believe
that I might have a fair chance of saving her but only with maximal
effort and at some risk to my own safety. In this situation I would say
that it is not only less obvious that I am under an obligation to save the
child, it is also more natural to say that if I have such an obligation, then
that obligation is weaker than it is in the pond case.

If this is a reasonable analysis, it seems to make sense to say that,
other things being equal, a man is more responsible for an unprovoked
sexual attack on a woman than he is for a provoked attack. In this
situation, the provocation mitigates the victimizer’s guilt (even when it
doesn’t morally excuse his actions).

4. A Difference Between the Vague and the Gradable

Is this so? Does a man’s responsibility for sexual violence decrease pari
passu with his difficulty adopting an alternative course of action? If so,
is this something we can derive from the Kantian principle?

This depends on the logic of can. There is probably not one capacity
concept; nor, probably, is there one concept associated with the word
“can”. There are conceptions and any decision to advance, or focus ex-
clusively upon, one of these conceptions needs explanation.

I believe that there is a valid expansion of the Kantian principle im-
plying that degrees of can would affect the intensity of obligation. So I
don’t think that the logic of the derivation is mistaken. But I shall argue
(with some hesitation) that the premise that can is a gradable concept
ought to be rejected. Can is vague, which might explain why one feels

mathematics here: at best there is merely a rough proportionality between can and
ought.
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tempted to regard it as gradable as well, but in this context, at least, this
is probably a mistake. Can is vague but categorical.

Most of our concepts and words are vague in the sense that there is a
domain of reality in which we are not sure whether or not the associated
word is applicable. The concept of a human being is like this. The
fertilized human egg divides in two cells, then four, eight, and so on, and
many of us hesitate about when, in this process, we can speak about a
human being. We believe that the newly fertilized egg is not a human
being in the same sense that you and I are. Equally, we may also feel
convinced that, after some months of normal development, the embryo
is a human being in the same sense as we are. So there is a domain of
uncertainty in relation to the concept of a human being which seems to
be fairly well-define — it extends over the first few weeks after con-
ception. And what you say about the cell-clump which is situated within
this domain does not colour what you say about what is outside this
domain: the fact that we hesitate to regard the eight-cell clump as a
human being in the same sense as a several month-old embryo does not
imply that we also hesitate about regarding a several month-old embryo
as a human being in the same sense that you and I are. There is in other
words nothing left of the uncertainty created by the vagueness.

Other concepts are, besides being vague, gradable. Baldness is a clas-
sical example. This concept is vague in the sense that it’s impossible to
fix the exact boundary defining when the concept is applicable, but it is
also gradable in the sense that when we have a domain in which we are
sure that the concept is applicable, it remains the case that the (rough)
number of hairs will determine Zow bald the person is.

Now, the suggestion is that, at least in the context of moral respons-
ibility, the concept can is more like the concept of a human being than
the concept of baldness. Surely, there is a domain in reality where it is
not obvious whether or not to say that a person is in control of himself.
But this doesn’t necessarily mean that a person who has some difficulty
in controlling himself cannot control himself in the same sense as can a
person who has no such difficulty. When the difficulties aren’t extreme
we can (in a fully fledged sense) control our impulses, even when it is
more or less easy for us to do so — just as, when we are over a certain
number of cells, we are human beings, even when the numbers of cells
in our bodies differ.
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If this is correct, then the moral responsibility of a sexually violent
person will not vary, other things being equal, with the extent to which
he is (or feels) provoked. At least, such a relationship between guilt and
provocation cannot be established via the Kantian principle. But, once
again, this does not mean that there are no situations in which you are
without moral blame because you could not control yourself and there-
fore were incapable of adopting an alternative course of action.

5. The Price

If this is a reasonable conclusion, there is a price to pay for it.

First, there is indeed a common-sense intuition that it is more wrong
to fail to help a person in great need when it’s very easy to provide the
help than it is when it is very (but not extremely) difficult, and con-
sequently that one is more blameable in the first situation than in the
second. I’'m convinced that this is a widespread, important and firmly
established intuition. However, if there are no degrees of can and capa-
city in this context, it’s not obvious how to justify it by the Kantian prin-
ciple as we have read it. On the other hand, if we abandon this intuition,
we can no longer excuse our moral passivity by comparing it with the
passivity of people who have greater resources than we have. The re-
sponsibility for giving aid and helping others doesn’t automatically rest
more heavily on those with ample resources than it does on those with
limited resources. So by turning away from this intuition we will also
remove a moral escape route, which I would say is a positive result.

Secondly, one problem with my argument is that it appears sounder
when it is applied to the concept can than it does when it is brought to
bear on the concept of freedom (or autonomy), although intuitively what
the Kantian principle is about is freedom just as much as capability: how
can it be the case that you ought to perform an action if you aren’t free to
do so? It seems, then, that in the logic of the Kantian principle the con-
cepts can, capability and freedom play the same role — although ex-
amining the matter in isolation, it is more plausible to deny that the con-
cept can is gradable than it is to deny that the concept of freedom is. Our
general conception of it represents freedom as something gradable —
being free is something you are to a greater or lesser extent. However, I
believe we have to stress again that what we are discussing is a contex-
tual analysis of the concepts relevant to the Kantian principle (or the
moral intuition behind this principle). In such an analysis, if it makes
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sense to say that can isn’t gradable, it may make sense to say the same
about the concept of freedom.'

Thirdly, even if we don’t buy the Share-of-the-Total View as a
general principle about moral responsibility, we may be disturbed by the
apparent asymmetry about provocation that our reasoning yields: that
being provocative will affect the provoker’s moral responsibility and
will therefore be morally relevant, whereas being provoked will not
affect the provokee’s responsibility and will therefore not be morally
relevant. Normally, an action (or attitude or behaviour) that is morally
significant from the perspective of the one who performs it (or displays
it) will also be significant from the perspective of the one who is the
subject of it. Hurting someone is wrong in virtue of the fact that being
hurt has moral relevance; helping someone is right because being helped
is a good thing; being fair in your dealings with other people has moral
relevance both for you and these people, and so on. If my conclusions
are right, however, it will have to be accepted that this perspectival sym-
metry fails in cases of sexual violence where provocation is involved.

6. Conclusions

I have examined the relationship between the victim’s responsibility for
being subjected to sexual violence and the victimizer’s responsibility for
perpetrating that violence. The following cases have been discussed,
either directly or indirectly:

(1) Cases in which I believe that we may hold the victim responsible
for exposing herself to a risk (as in the park-in-darkness example, that is,
Case 1) without this affecting the responsibility we are prepared to
ascribe to the victimizer. Here the fact that a woman exposes herself to
risk and could blame herself will not mitigate the guilt of the person who
creates this risk. If my argument holds we ought also to place Case 2,
that is, the stripping-for-sex-criminals example, in this category as far as
the Kantian principle is concerned. You create the risk by being provoc-
ative, but it’s still the case that the sex criminals are able to refrain from
molesting you.

' This is also the way Kant seems to treat the original principle that “ought implies
can” in his Critique of Practical Reason, First Book, First Chapter, § 6. See also
Zimmerman (1987:374-386).
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(2) Cases in which the victim is to be blamed for exposing herself to a
risk and where this is relevant to the responsibility we are prepared to
ascribe to the victimizer. Case 3, or stripping in a psychiatric ward con-
taining men with sexual obsessions is such a case, I would say. These
men may be accountable for what they do when they are not provoked
and exposed to sexual acts, but they are not accountable when they are
exposed to such acts. And, as someone employed in the ward, this is
something you ought to be aware of. Therefore you are not only causally
responsibility for the moral effects of what you do, but also morally
responsible.

(3) Cases in which the woman is not to be blamed for exposing herself
for a risk, although what she does will make it more difficult for the
perpetrator to abstain from what he does. When women dress in low-cut
dresses, that may indeed have an effect on men, but I would not say that
women are to blame if they get molested as a consequence of how they
dress. The reason is that I don’t think there is an exact moral math-
ematics in these matters. The fact that we may wish to hold the victim
responsible when she exposes herself to an obvious risk of, say, 50% —
for instance, in Case 3 — does not imply that her responsibility for
exposing herself to a risk of about 25% is half as large. There are no
exact linear relations here, which means that you may be responsible for
what 1s obviously risky behaviour, like stripping in the psychiatric ward,
but not responsible for what happens when you expose yourself to a less
obvious risk, as happens when you are décolleté or wear a miniskirt, or
such like.

Other combinations are possible. However, the important moral con-
clusion to draw is that even if exposing herself to a risk in some cases
obviously makes the victim of sexual violence blameable, this does not
imply that she is blameable, also, for exposing herself to less obvious
risks. Moreover, and even more importantly, the victim’s exposure of
herself to an obvious risk does not necessarily mitigate the responsibility
of the perpetrator of sexual violence or harassment: mitigation of that
sort, according to the Kantian principle, occurs only when the perpet-

rator can no longer control his reaction and hence ceases to be account-
1
able.

' ’m indebted to Naomi Clyne, Alan Goldman, Bjorn Petersson, Paul Robinson and
Michael J. Zimmerman with whom I have discussed this paper.
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Causal Attribution and Crossing over Between
Probabilities in Clinical Diagnosis

Pierdaniele Giaretta
Daniele Chiffi

1. The Framework

When speaking of abduction, Ingvar Johansson and Niels Lynee say that
“all the physicians who every working day (based on some known
disease—symptom correlation) diagnose patients as having known
diseases are making abductions to known (disease) kinds” (Johansson &
Lynge 2008:125). In fact, physicians usually base their diagnostic work
and therapeutic decisions on the available medical knowledge.

Some Italian and Polish methodologists and philosophers of medicine
put great emphasis on the distinction between the research activity made
to extend medical knowledge, which might lead to the identification of
new diseases or the discovery of new biomedical processes, and the
research activity consisting of recognizing the disease or the patho-
logical process affecting a particular individual.'

Augusto Murri (1841-1932) argued that the increasingly rapid
progress of theoretical knowledge in medicine has led to a split in
clinical activity and pathological research. It seemed to him that the
activity of the clinician was very different from that of the pathologist:
While the latter looks for new ideas to solve open problems, tries to
identify new relationships between phenomena, and ends up by con-
sidering diseases as abstract entities, the former only needs to re-cognize
(ri-conoscere, in Italian) the disease; that is, to place the phenomena
occurring in a patient within the context of the already codified know-
ledge. Murri was convinced that the re-cognizing of the clinician may be
an even more difficult task than that of the researcher: While the latter,
in fact, can isolate a problem from contour factors, and tackle the prob-
lem with the help of an experiment, the clinician has to consider and
dissect the entire set of phenomena that is present in his (her) patient.

"'See Murri (1972, 2004); Antiseri (1981); Scandellari & Federspil (1985);
Federspil (2004, 2010); Scandellari (2010); and Lowy (1991).
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Taking up Murri’s thesis, according to which the diagnosis involves
not knowing, but re-cognizing (not conoscere, but ri-conoscere), Dario
Antiseri (1940-) argues that diagnosing is recognizing a pathological
situation; that is, the way in which many events have become connected
to each other, leading to a known morbid phenomenon. The recognizing
by the clinician is therefore very different from the knowing of the
scientist, so that “one can know and be simultaneously unable to recog-
nize” (Antiseri 1981:98).

Likewise, Giovanni Federspil (1938-2010) and Cesare Scandellari
(1933-) endorse Murri’s distinction of the two main medical fields: the
pathological and the clinical. They further argue that the objectives and
methods of pathological research are different from those of clinical
activity, but do not claim at all that the biomedical knowledge of the
pathologist is irrelevant to the solution of clinical problems.

Within the Polish School of Philosophy of Medicine, its founder,
Tytus Chalubinski (1820-1889), and Edmund Biernacki (1866—-1911)
argued that the clinical method must be based on a holistic approach and
be oriented to the care of the symptoms. According to Biernacki, the
work of the clinician does not require a thorough understanding of the
phenomena that occur in the human body. He distinguishes the know-
ledge, often only partial, of the disease from its recognition, and admits
that the progress in the understanding of diseases has refined the dia-
gnostic possibilities, but believes that “knowledge about the diseases and
therapeutics are independent of one another, and in fact, they exist in the
doctor’s mind as two different kinds of knowledge” (Biernacki 1991:
57). Contrary to what most doctors believe, a diagnosis is not necessary
for the treatment of diseases. However, Wladyslaw Bieganski (1857—
1917), another member of the same school, believes that the clinician
cannot renounce establishing what the nature of the disease affecting the
patient is and that the therapeutic indications should be grounded on this
judgment.

In the following, we will adopt the point of view of the above-
mentioned Italian methodologists and philosophers of medicine, accord-
ing to which, clinical activity has its own methods, and does not intend
to increase the knowledge of pathological science, even if it presupposes
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the codified knowledge of this science in order to make the correct
diagnosis and then proceed to therapeutic indications.'

In particular, we will assume that in certain cases, the clinician avails
himself (herself) of the already established causal knowledge, sometimes
expressed by means of sentences such as, for example, sentences of the
type, ‘the phenomena X may be caused by Y’, or ‘the phenomena X are
sometimes/often/always caused by Y’. We also assume, as is implicitly
assumed in clinical practice, that there is nothing wrong in talking about
the probability that the phenomena X are caused by Y. Such talk merely
needs to be clarified.

The knowledge of the causes constitutes a part of the pathogenetic
knowledge and certainly contributes towards justifying the diagnosis.
However, this knowledge is not always available. Johansson and Lynee
distinguish between the knowledge of the mechanisms “that explain how
a certain event can give rise to a certain effect” (Johansson & Lynee
2008:179) and the correlation knowledge that provides “statistical asso-
ciations between diseases and variables such as age, sex, profession,
home environment, lifestyle, exposure to chemicals, etc.” (Johansson &
Lynge 2008:181). The two types of knowledge are connected to one
another in the following way:

A statistically significant association tells us in itself nothing about
causal relations. It does neither exclude nor prove causality, but given
some presuppositions it might be an indicator of causality. [...]
improved correlation knowledge can give rise to improved mechanism
knowledge. And vice versa, knowledge about new mechanisms can
give rise to the introduction of new variables into purely statistical
research. In this manner, mechanism knowledge and correlation
knowledge cannot only complement each other, but also interact in a
way that makes both of them grow faster than they would on their
own. (Johansson & Lynge 2008:181-182)

! The Polish Bieganski, who also argues for the need for providing a diagnosis, and
who connects diagnosis and therapy, appears more concerned with emphasizing the
unity of medicine rather than the diversity of tasks pertaining to both pathology and
clinical medicine.
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We believe that, when appropriately “improved”, as hinted at by Johans-
son and Lynge, even correlation knowledge can be useful in order to
reach a diagnostic judgment.

Whatever type of knowledge the clinician refers to, it is unavoidable
for him (her) to make probabilistic assessments. Additionally, it is un-
realistic to expect that his (her) assessments do not represent a personal
opinion. It is reasonable, instead, to expect and to require that the
clinician takes into account the relevant statistical probabilities. When
doing so, the clinician may draw inferences — called ‘cross-over prob-
abilistic inferences’ by Johansson and Lynge — in which “the premises
are frequency-objective (ontological) statements and the conclusion is a
subjective (epistemological) probability statement” (Johansson & Lynge
2008:139-140). We agree, but we also believe that the cross over be-
tween different kinds of probabilities does not only have an inferential
form. We will consider this in a more general way.

Both causal attribution and the cross over between probabilities may
occur in clinical diagnosis. We will deal with a hypothetical, but quite
realistic clinical case and will go through various idealized ways in
which the case can be framed. The possibility of causal attributions will
gradually fade and the role of the probabilistic evaluations will change.
In some of the ways in which the case will be framed, special require-
ments need to be satisfied by the partition that provides the point of
reference for the diagnostic research. The cross over between probab-
ilities occurs in these framings as an important, not negligible aspect.

2. The Case: First Version

Suppose we know that a given pathogen g rarely causes disease f.
Doctors often express themselves in this way, without providing any
general and precise analysis about what it means to say that something
never/rarely/.../often/always causes something else. Let us call G the
exposure to g and F the patient coming down with the disease f. As
many doctors would do, we assume, moreover, that the fact that g rarely
causes f implies that, with respect to the reference population, the
statistical probability P(F/G) is low or very low. How can one neverthe-
less say that, in certain specific circumstances, the event F is due to the
event G? If a is the individual in question, how can one, in other words,
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say that in the given circumstances Fa took place' because of Ga? Both
Fa and Ga took place, but obviously this is not enough to justify the
assertion ‘Fa because Ga’, where the ‘why’ has causal meaning. May
we think that in the circumstances in which the event Fa has taken place,
that include the previous occurrence of Ga, the probability of Fa given
Ga, understood as a non-statistical probability, is much higher than
P(F/G)? Do we thus have an example of a cross-over probability of the
type pointed out by Johansson and Lynee?

Consider the following case. We know that the probability of a person
who has eaten shellfish developing a glottal oedema is low and we also
know that James has eaten shellfish. We observe that James has
developed a glottal oedema. The glottal oedema is “a pathological rare
condition, allergic in nature that occurs shortly after the contact between
an allergen and a sensitive subject, and admits only a few possible
causes among which there is certainly the ingestion of shellfish”
(Federspil 2005:76). Knowing that in the few hours before the onset of
the glottal oedema James had not come into contact with other possible
allergens, a clinician would conclude that, with high probability, James
developed an oedema of the glottis due to the ingestion of shellfish.

From the logical point of view, the clinician makes an inference based
on premises, which he recognizes as true, and the inference leads him to
recognize the truth of the conclusion that is inferred. What are the
premises of the inference? If we include among them the general relev-
ant knowledge concerning the glottal oedema, we have:

(A) The probability that a person who has eaten shellfish shortly
afterwards develops a glottal oedema is low.

(B) James has eaten shellfish.

(B1) James has a glottal oedema.

(B2) The glottal oedema has an allergic cause.

(Bs) After the ingestion of shellfish, and before the onset of the glottal
oedema, James did not come into contact with known allergens
other than shellfish and a possible previous contact with a known
allergen could not have caused the oedema.

"Here and in the following we adopt this shorter way of speaking instead of
referring, more correctly, to the event the sentence is about.
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(B4) The glottal oedema appeared shortly after the ingestion of shell-
fish.

The conclusion that is considered as being very likely is the following:

(C) The cause of James’ glottal oedema was the ingestion of shell-
fish.

The conclusion (C) actually appears very likely, despite the premise (A).
Consequently, one might have the impression that an event, James’
glottal oedema, which according to the statistical law (A) is unlikely
given the ingestion of shellfish, appears certainly, or almost certainly to
be due to the ingestion of shellfish. Do we have a transition from a low
statistical probability to a high probability of another kind?

We cannot answer fully without first observing that the ingestion of
shellfish, which is given in (A) as the condition of a conditional prob-
ability, is alleged as something that happened to James and then is
integrated with other information, including a specific example of the
type of conditioned event; that is, James’ glottal oedema. If we keep on
talking in terms of conditional probability, we might be tempted to say
that the statistical probability P(F/G) has given way to the probability of
Fa given Ga and other information. There seemed to be a transition from
a statistical probability into a different kind of probability and it should
be noted that the transition is made while changing the content of the
conditional probability.

The probabilistic analysis of the inference should be carried out in
detail, but before doing so, it should be noted that this type of analysis
could be avoided, or carried out in a special way, if, after all the
assumptions are made explicit, the inference ends up to be of a deductive
nature.

Suppose it is considered obvious that

(Cy) The absence of contact with allergens other than shellfish neces-
sarily implies that none of them can have caused James’ oedema.

So the falsity of the conclusion (C), despite the truth of the premises
(B)~(B4), is only possible if one admits the possibility that James’
oedema depends on an allergen that is not known to us, but which he
came into contact with. In fact, from (B1) and (B2) it follows that the
oedema of the glottis is only due to the action of an allergen, (B3) states
that shellfish are the only known allergen with which James had contact
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that could have caused the oedema, and (B4), which states that the time
between the ingestion of shellfish and the appearance of the glottal
oedema was short, seems to exclude, with high probability, but
presumably in a way that is difficult to determine, that James could have
come into contact with an unknown allergen such as to cause the oedema
of his glottis. If this possibility is ruled out, (A) does not seem to have
any role in the justification of (C); thus, we can share Federspil's
statement that “the conclusion is not based on the probability inherent in
the law invoked” (Federspil 2005:76).' We can point out that assuming
that

(C,) James did not come into contact with any unknown allergen

the piece of reasoning that was implicitly carried out appears to be de-
ductive in nature.’

Of course, being able to reach a diagnostic conclusion by deductive
inference does not guarantee the certainty of the conclusion. The con-
clusion of a deductive inference is certain if all of its premises are
certain. Since it is not always the case that all the premises are certain,
neither is the conclusion always certain that is gained through deductive
reasoning. The case of premises not all being certain is quite common,
but we do not always notice the non-certainty of some premise. For
example, it may be difficult to notice that in the deductive inference
from (B)—(B3) and (C1)—(C2) to (C). Consider, in particular, the pre-
mises (B2), (B3) and (C2). (B2) is a general statement concerning the
cases of glottal oedema. Unless it is a part of the definition of a glottal
oedema that its only possible causes are allergens, it cannot be excluded
that there might be cases of this disease that do not have an allergic
cause. As concerns (B3), its reliability depends, among other things, on
an investigation based on indirect observations, not made by the
clinician but reported to him, which might be insufficient to exclude
contact with other known allergens. (C2) appears to be plausible, given

" There is a clear similarity between the case described by Federspil and the famous
case of paresis due to syphilis adduced by Scriven (1959) to show that the causal
attribution does not presuppose the high predictability of the caused effect.

* Note that (C2) can be suggested, of course not justified, by (B4), and bereaves
(B4) of any role from the deductive point of view.
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the breadth of available knowledge about the possible allergens, but
obviously it cannot be taken as being certain.

If the uncertainty of a sentence s is defined as 1-prob(s), where ‘prob’
1s an appropriate notion of the probability for sentences, we know that
the uncertainty of a deductive conclusion does not exceed the total
uncertainty of the premises, given by the sum of the uncertainties of the
individual premises. In short, the uncertainty does not increase when
validly inferring the conclusion. It can remain the same if the premises
are consistent and all of them are essential for the validity of the
deductive conclusion (Adams 1975, 1998; Hajek 2001). Consequently,
in general, a deductive conclusion is less uncertain (more reliable) the
less uncertain (the more certain) its premises are. It follows that assump-
tions that are more or less plausible, but not certain, and that are taken
too superficially for granted, may transmit to the conclusion a degree of
uncertainty that is too low compared to what is reasonably required for a
clinical diagnosis and a choice of therapy.

However, is it adequate to define the uncertainty of a sentence s as 1—
prob(s)? For the sake of argument, assume that it is, although in the case
under consideration, the probability concerns (also) sentences stating
relations of causation, and it 1s known that the account of causation is a
complex and controversial issue. We grant that the way in which it is
possible to assign a probabilistic value to a statement of causation such
as (C) 1s not entirely clear. An objective sense can be suggested by the
fact that an allergen acts only under certain conditions, so that one might
think to look for the percentage of the cases where such conditions are
satisfied among the cases of contact with the allergen. On the other hand,
the fact that these conditions are generally not known, or cannot be
ascertained, seems to give room for the application of a subjective-
epistemic notion of probability.

At any rate, it has to be kept in mind that the clinician has to express
himself about particular cases on the basis of what he (she) believes, and
what he (she) believes depends on his (her) expertise and scientific
background. So it appears natural, perhaps even unavoidable, to interpret
the probabilistic assessments of the clinician about a particular case in an
epistemic-subjective sense, as degrees of confidence based on his (her)
opinions and knowledge. This raises the question of how the clinician
should be influenced by the available ‘objective’ scientific and statistical
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knowledge. It is a difficult and complex problem, which we will try to
deal with in the next sections.

3. The Case: Second Version

Suppose that the clinician does not have any doubt about the allergic
nature of the glottal oedema, hence he (she) accepts (B,), but he (she) is
not willing to hold (Bj) (after the ingestion of shellfish, and before the
onset of the glottal oedema, James did not come into contact with known
allergens other than shellfish, and a possible previous contact with a
known allergen could not have caused the oedema) because he (she) is
not sure of the reliability of the investigation that was carried out to
establish (Bs3). The deduction of (C) is no longer possible and so the
possibility of evaluating the probability of (C) based on the way in
which the uncertainty of the premises is transmitted to the conclusion
through deductions is no longer available.

Can the clinician calculate the probability of (C) in a different way?
Let us observe at the outset that the problem is not to determine how
high the conditional probability is that James will have an oedema of the
glottis given that he has ingested shellfish. If it is identified with the
statistical probability of a glottal oedema given the ingestion of shellfish,
this probability is low and, in any case, could not in itself adequately
represent a relation of causation. If, on the other hand, from a Bayesian
point of view, it is taken into account that both James’ glottal oedema
and his previous ingestion of shellfish are acquired, entirely certain
information, the probability of each of these two events is to be updated
to 1 and, therefore, even the conditional probability of the former event
given the latter is to be updated to 1.

One might think of giving up any understanding of the relation of
causation and may simply say that the statement (C) is justified to the
extent that the oedema event is predictable from the ingestion of shell-
fish, according to the classical approach of the ‘received view’ in the
philosophy of science. However, if we rely solely on the statistical prob-
ability of the glottal oedema given the ingestion of shellfish, the absence
of an oedema, rather than its appearance, is predictable. Additionally, the
absence of an oedema would have been predictable with even higher
probability, if one were able to verify with certainty that James did not
come into contact with any other (known or unknown) allergen. Perhaps
the knowledge of certain physiological features of James would have
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allowed the clinician to make a reliable prediction of the appearance of
the glottal oedema, but such knowledge was not, and is not available.

We assume that the relation of causation cannot be eliminated, or
reduced to other notions and we will consider how it is possible to assign
a probabilistic value to the causal statement (C). Note that the clinician
already knows that James has a glottal oedema. His (her) final objective
is not to ascertain what the degree of probability is that James has
developed the oedema after the ingestion of shellfish. He (she) is
interested in treating the oedema and it may be useful to know what has
caused the oedema in order to remove it. The etiological knowledge may
also be useful for preventing future oedemas and this could be an
additional motivation for the search of the cause.

Since the clinician cannot fully ascertain the cause with complete
certainty, he (she) can try to ascertain what the probabilities of the single
possible alternative known causes are; that is, for each possible cause,
the clinician can assess the conditional probability of the oedema given
the cause and the other relevant information. Knowing these probab-
ilities, he (she) can easily see which holds the highest rank.

In this research, the clinician is faced with two problems. In the first
place, the conditional statistical probability of a possible cause given the
morbid phenomenon is not often immediately available. Secondly, he
(she) must take into account what he (she) knows about James. Regard-
ing the first problem, the inverse probabilities of the morbid phe-
nomenon given the possible cause and the initial probabilities can be
more readily known. Suppose that, in fact, these probabilities are known,
and therefore the requested conditional probabilities may be indirectly
reconstructed from them. In order to take into account the special fea-
tures of James — this is the other problem to deal with — the clinician
could transform these probabilities into subjective-epistemic probab-
ilities. Using a basic idea of Salmon and applying Bayesianism, the
clinician may proceed as follows.

We refer to as large as possible a population R of individuals who
came into contact with at least one known allergen and we call A the
property of having a glottal oedema. For each set of known allergens,
consider the property of having come into contact with the allergens of
the set. For the sake of simplicity, we assume that there are only two
allergens, ¢, and c,, corresponding to the C; property of having been in
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contact with ¢; and the C, property of having been in contact with c,.
The properties to be considered are therefore C;A-C,, C,A=C; and
CiaC,. Call, respectively, K;, K, and Kj, their restrictions to R' and
suppose that the statistical probabilities P(A/R) and P(A/Kj), 1 =1 = 3,
are known. Suppose also that P(A/K;) = P(A/R) for all 1. It follows that
every property K, is statistically relevant for A within R according to the
definition Salmon gave of this notion. According to the way in which K;
has been introduced, and based on the shared scientific knowledge, K;, 1
< 3, can have causal efficacy for A; namely, having the property K; may
causally determine having the property A, since ¢; or ¢, can cause the
oedema of the glottis. The causal role of K; may be due to the causal
efficacy of only cy, or of only ¢, or of both ¢, and c,. Assume that for the
cases of oedema in Kj there is no possibility of identifying which of
these possibilities took place.

Let us wonder whether, based on the already acquired knowledge —
that is, the scientific knowledge s and evidence e — we know certain
conditions F, also endowed with causal efficacy for A, such that
P(A/K;aF) > P(A/K). If the answer is negative, we say that the class de-
scribed by K is epistemically and causally homogeneous with respect to
A, s and e. If, for each 1, the class described by K is epistemically and
causally homogeneous with respect to A, s and e, the partition K of R in
K, K; and Kj is epistemically and causally homogeneous with respect to
A, s and e.

The main difference of this notion of homogeneity compared to that of
Salmon concerns the restriction of the quantification to the conditions
that have a causal role for the explanandum. Of course, speaking of a
causal role introduces some lack of clarity that the context may eliminate
partially, but not completely. On the other hand, it now seems to be a
widely shared conviction that it is not possible to provide an eliminative
reduction of the relation of causation. Furthermore, because of the
irreflexivity of the causation relation, speaking of a condition F endowed
with causal efficacy for the explanandum A has the advantage of ex-
cluding immediately that A itself may be regarded as one of the con-
ditions F by which to assess the homogeneity of the classes of the
considered partition.

1 . . . .
A, K, K, and Kj; isolate certain classes to which we refer in the same manner.
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Is the concept of epistemic causal homogeneity useful to the clinician
dealing with James’ case? K; is epistemically and causally homogeneous
with respect to A, if any further causal specification of the possible
cause represented by K; is not known such as to make A more likely.
The idea that we want to capture is that having the property K; is known
as causally contributing to having A, and just now, there is nothing more
that one can know about it.

If James has the property K;, if K; is epistemically and causally
homogeneous with respect to A, and if that is known as a part of the
total available evidence, it is reasonable to require that the clinician
assigns to James a probability of developing a glottal oedema that
depends on the statistical probability P(A/K;). More precisely, if James
is called j, it is natural to require and to assume that the subjective prob-
ability p of the clinician and the evidence e available to him (her) are
such that:

(1) p(Aj/e) = p(A)/Ky A P(A/Ki)=q)

that is, the subjective probability that the clinician assigns to Aj given e
is determined by the subjective probability of Aj given both Kj and
P(A/K;)=q, where P(A/K)) is the statistical probability of A in K, and in
addition:

(i) p(Aj/Kj A P(A/Ki)=q) =q

that 1s, the subjective probability of Aj given K;j and P(A/K;)=q has the
same value q as the statistical probability P(A/K;)."

If we already know that James had a glottal oedema and that, in
addition, he belongs to a specific K;, the knowledge of the causal role of
K| justifies the corresponding attribution of causality, even if P(A/Kj) is
low. In this case, the value of the statistical probability P(A/K;) does not
have any significant role, as it happens to lie within the deductive
reconstruction of the argument.

However, we are now considering the case in which the clinician does
not accept (B3) and therefore does not know that James belongs to a
specific subclass K;. For each subclass K;, the clinician may have uncer-

' Cf. Festa (2004:60,64). Of course, it is assumed that the statistical probabilities
have been correctly determined.
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tain evidence concerning James’ belonging to K;. Suppose, for example,
that his (her) subjective evaluations are the following:

p(Kyj)=0.4
p(K;)=0.5
p(K3j) =0.1

In general, the subjective evaluations of the clinician can vary within a
very wide range, but they should be compatible with a correct use of the
available information. In particular, the clinician should not assess
James’ belonging to a specific K; as more likely for the reason, through
example, that the oedema of the glottis would be statistically more likely
in K;. The incorrectness of such an assessment should be intuitively
evident if we consider the case that K; has very few elements. The
possible higher level of probability of A in K; could not clearly be a
reason for considering James’ belonging to K; as more likely.

Concerning the conditional probabilities of the type p(Aj/Kj), let us
continue to assume that the total evidence available to the clinician is not
such as to make p(Aj/Ky) different from P(A/K;), even if Kj is not
known. For purely illustrative purposes, we can suppose that the
clinician endorses the following, completely hypothetical, conditional
probabilities:

P(Aj/Kyj)=0.2
P(Aj/K5j) = 0.1
P(Aj/K;3j) =0.3

From Bayes’ theorem, it follows that:

p(Kij /Aj) = (0.4x0.2)/(0.4x0.2+0.5x0.1+0.1x0.3) =
0.08/(0.08+0.05+0.03) = 0.08/0.16 = 0.5

p(Kaj /Aj) = (0.5%0.1)/0.16 = 0.05/0.16 = 0.31

p(Ksj /Aj) = (0.1x0.3)/0.16 = 0.03/0.16 = 0.18

Hence, the probability of belonging to the class K; given the glottal
oedema is greater than the other conditional probabilities of the same
type. Given the causal significance of K; with respect to A, it seems
reasonable to conclude that the probability that James’ oedema was
caused by c; is the highest, because the probability of James’ belonging
to K, given his oedema, is the highest.
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5. The Case: Fourth Version

How should one proceed when one observes a glottal oedema in the case
— entirely fictional — in which no possible cause is known? Suppose
that the clinician knows only that certain conditions favour the appear-
ance of the oedema; namely, that the oedema is more frequent among
those who satisfy at least one of certain conditions. In epidemiological
terms, we can say that we only know some risk factors for the oedema of
the glottis. Risk factors cannot be considered as causes and their knowl-
edge might have no utility in terms of diagnosis and treatment. Suppose,
however, that certain conditions are useful in determining the type of
oedema, the prognosis and possibly the treatment. In this case, it is
natural to try to determine what the condition was that favoured James’
oedema, as it would be useful information from the clinical point of
view, even if it was not sufficient to identify a cause with certainty and
precision.

What kind of conditions might be taken into consideration? The
clinician should draw information from his (her) pathological and
epidemiological knowledge, but he (she) should also be guided by some
methodological principles that are justified by general epistemological
considerations. In particular, although in the case imagined it is not
possible to speak of causes, but only of favourable conditions, it is
natural to rule out those conditions that do not satisfy some formal
properties of the causes. In particular, D can be a cause of E neither if it
takes place after E, nor if both D and E are direct effects of a third event
C (a conjunctive fork).

Here we will only mention some basic ideas that were proposed by
Hans Reichenbach and Patrick Suppes, without thinking that the line of
research they have opened up leads eventually to a satisfactory notion of
probabilistic causality. Reichenbach’s and Suppes’ proposals mainly
concern the problem of distinguishing between correlations and caus-
ality, and the problem of recovering an asymmetrical probabilistic causal
relation such that the probabilistic cause precedes the probabilistic
effect.

The first problem concerns the conjunctive fork, which is defined by
Reichenbach as follows:

1. 0<P(C)<1
2. (DAE/C) = P(D/C) P(E/C)
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3. P(DAE/—C) = P(D/—C) P(E/—C)
4. P(D/C)>P(D/—C)
5. P(E/C) > P(E/—C)

Condition 1 states that the probability of the event C is in the open
interval (0,1), conditions 2 and 3 state that D and E are probabilistically
independent with respect to C and to —C, while conditions 4 and 5 state
that C 1is positively relevant for both D and E. It is often said that C and
—C screen off D from E. Conditions 1-5 entail 6:

6. P(DAE)>P(D)P(E); namely, there is a positive correlation be-
tween D and E, but this is due to the common ‘cause’ C.

Thus, if there is a positive correlation between D and E and there is an
event C which satisfies 1-5, then C is a (probabilistic) cause for both D
and E and this fact explains the lack of independency between D and E
(Reichenbach 1956).'

As concerns the second problem mentioned above, Suppes assumes,
as a primitive fact, that a cause temporally precedes its effects. On this
basis, he introduces the idea of a prima facie ‘cause’ such that when it
occurs, it increases the probability of the effects (Suppes 1970). Suppes
states that C is a prima facie ‘cause’ of E if and only if:

t'<t

P(Cy)>0

P(E/Cy) > P(E;), which holds only in cases where P(E/Cy) > (E/—Cy)

holds.

Afterwards, he defines a strong notion of a spurious cause as follows: Cy
is a spurious ‘cause’ of the event E; if and only if Cy is a prima facie
‘cause’ of E; and there is a partition { K, K, ..., K, ¢} such that

tH < tf

P(E/CynK; ) = P(E/K ), where 1 is a natural number belonging to

[1, n].

A genuine cause is a non-spurious prima facie ‘cause’.

" Tt has been observed that when more events screen off D from E, the notion of the
conjunctive fork is not sufficient to individuate a common cause (Uffink 1999), but
we will not go into this issue herein.



206

The search for a satisfactory notion of probabilistic causality' con-
tinued and attempts were made to face the many paradoxes that were
more or less associated with it (the Simpson Paradox, the Lindrey—
Jeffrey Paradox, etc.). In the following, we merely hint at a simple way
in which the basic idea of screening off — which was already tacitly
applied — might be slightly modified by adding a temporal reference
and is then used for diagnostic purposes in the new imaginary version of
our case, where no proper causal knowledge is assumed to be available.

The reference class is made up of a population R, which we assume to
be divided on the basis of the conditions C; and C, in such a way that the
properties CiA—C,, CoA-Cy, CiAC; and = C;A=C, determine a partition
K in the corresponding classes K, K,, K3 and K4. Let K;be the class of
the instances of K; at t and A, the class of instances of A at t', where t
<t'. We can request that K;; should be considered as a condition that
favours A, only if” there is no known condition Cg, defined on R, where
t* <t, such that Ci screens off K;; from A,. Then, the diagnostic process
may proceed as above, transforming statistical probabilities of the form
P(/) into a subjective-epistemic probability of the form p(/) with the aim
of seeking for which K;; p(K;j/A¢j) is the highest.

It is important to point out that other requirements also, formulated in
the search for a satisfactory concept of probabilistic causality, may, or
should be used to bound and guide the search for an informative con-
dition about the pathological problem of a patient, when its origin and
evolution are broadly unknown.

6. A Final, but not Minor Problem

The classes into which the reference population is divided correspond to
as many hypotheses about the cause or condition that has favoured
James’ oedema. The assignment of James into any of these classes has
an 1nitial plausibility that the clinician can quantify by means of prob-
abilistic values representing the extent of his (or her) initial confidence
in their truth. As emphasized above, these values should be used as the

" The original motivation for this line of research was a reductionist one. See
Salmon (1980) for a critique of such motivation, which is now generally abandoned.
*> What follows ‘only if* is proposed as a necessary condition that is open to further
specification.
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basis by which to calculate the probability of James’ belonging to each
class, given the oedema.

As stated by Johansson and Lynge, “it is difficult, not to say im-
possible, to ascribe numerical values to epistemic statements” (Johans-
son & Lynege 2008:134). However, there are procedures that may help
the clinician explicitly and soundly to assess the epistemic initial prob-
abilities.

The clinician’s assessment of the initial probability of an event might
turn out to be inconsistent. The so-called expert elicitation can be
applied to individuate and eliminate the possible inconsistencies. Many
techniques of eliciting probabilities are available (cf. Slottje, van der
Sluijs & Knol 2008). According to one of these techniques, the expert is
asked to evaluate whether the actual value of a quantity is higher or
lower than a certain number. This can be carried out, for instance, by
means of graphical tools such as probabilistic wheels. Alternatively, the
expert is asked to fix the value of a quantity such that the probability of
higher or lower values turns out to be some specific amount. We do not
go into the analysis of these techniques. What is important for our
discussion 1s that the clinician should be aware of the possibility of
incurring inconsistencies and also of the availability of some methods
for avoiding these.

Moreover, even if clinician’s assessments of the probabilities relevant
to specific clinical problem comply with the rules of the probability
calculus, nonetheless they might turn out to be arbitrary, at least to a cer-
tain extent. Arbitrariness should be limited and, in fact, can be reduced
by taking into account the epidemiological information. Of course,
epidemiological data is not always relevant when dealing with a clinical
case. It seems reasonable to hold that it may be relevant for the analysis
of a clinical case when some of the following conditions are fulfilled (cf.
Lagiou, Adami & Trichopoulos 2005):

1. The exposure to risk factors is also an established cause of the
disease;

2. The exposure of the individual is similar (as regarding duration,
intensity, latency) to the exposure causing the disease;

3. The disease of the individual must be similar to that which is
etiologically associated with the exposure;

4. The individual has not to be exposed to other risk factors; and
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5. The relative risk (RR) — namely, the ratio of the probability of the
disease in the exposed population to that in the unexposed popu-
lation — must be greater than 2. If the RR is lower than 2, then the
association between the exposure to the risk factor and the popula-
tion needs to be carefully analysed and methodologically motiv-
ated, since a weak association does not rule out the possibility of
the clinical relevance of such an association.

The above conditions do not need to be interpreted as strong criteria for
the relevance of epidemiologic data in the clinical context, but as pos-
sible constraints that might guide the integration of epidemiological
evidence in clinical practice. It is worth noting that clinical guidelines
can help the clinician’s decision-making process. Of course, the clinician
can break away from the guidelines if there is a reasonable motivation
for a different judgment. Nevertheless, such subjective judgment, even
when it is formally consistent, cannot be arbitrary but should be meth-
odologically constrained and explicitly justifiable based on the theor-
etical and empirical knowledge available given the specific situation.

7. Concluding Remarks

We discussed the role of causality and probability assignments in re-
lation to a case that seemed to us to be quite significant. The analysis
was made within the framework provided by some theses about the
nature of the physician's diagnostic activity. Initially, we endorsed the
idea that clinical diagnosis is based on pathological knowledge that has
already been acquired and that it is not intended to extend this know-
ledge, although it might unintentionally lead to the acquisition of in-
formation that 1s useful for its extension. Secondly, we observed that the
presupposed knowledge can be both causal knowledge and correlation
knowledge. Causal knowledge concerns both events that trigger disease
processes and mechanisms by which these processes evolve. Based on
recent research concerning the notion of cause, we hold that this concept
1s not completely reducible to other concepts, and that a primitive idea of
causal relationship may tacitly underlie the research of correlations that
are relevant for medical knowledge.

We emphasized that the role of probability is crucial. It is even crucial
to assess the confidence to be accorded to conclusions obtained deduct-
ively from not entirely certain premises. In our opinion, it is unavoidable
to assume that the assignment of probability values that a clinician is
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willing to make is the result of a personal evaluation. Therefore, probab-
ilities are to be taken as subjective. However, it is natural to request that
they are not arbitrary and that they are linked as much as possible to
appropriate and reliable statistical probabilities.

It seems to us that in clinical diagnosis, initial probabilities are more
difficult to connect with statistical data. That is not surprising and, to a
certain extent, is as it should be. There is, however, a problem in
assuring the consistency and limiting the arbitrariness of the clinician’s
evaluations. We hinted at some indications, taken from the literature,
which might be useful for this purpose. Some conditional probabilities
are instead more easily identifiable with suitable statistical frequencies.
The identification requires a high degree of normative idealization and
we derived from the literature some indications about the ideal way in
which this identification can be pursued. In a less idealizing approach,
one might look for some other general justified ways in which the
clinician may transform the conditional statistical probabilities into sub-
jective conditional probabilities regarding the patient he is taking care
of.

At the end of this contribution, we would like to highlight how some
distinctions and fundamental problems formulated by Johansson and
Lynge formed the starting point for the perspective outlined here.
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Intentionalism and Perceptual Knowledge

Kent Gustavsson

1. Introduction

Perception in some sense relates us to the world. What is distinctive of
perception is that it not merely represents objects in the world but
presents them to us. When we open our eyes our perceptual experiences
provide us with immediate or direct access to worldly objects; they are
“given” to us. Or so it seems.

This description of perception is, in a sense, “pre-theoretical”. It is, or
should be, acceptable to direct realists of any stripe. The reason is that it
simply seeks to capture what our perceptual transactions with trees,
books and cats in our surroundings amount to (or seems to amount to).

Let us first briefly attend to a terminological matter. Consider:

Necessarily, S perceives X directly if and only X is presented to S.

This holds simply because the latter relation is the converse of the for-
mer relation. Now the two forms of direct realism intentionalism and
disjunctivism accept this. They differ in offering rivalling accounts of
what it takes for a subject to directly perceive a wordly object — or,
what it takes for a worldly object to be presented to a subject.

The topic of this paper is Alan Millars defence of intentionalism in his
“What the Disjunctivist is Right About” (Millar 2007). Before exam-
ining his defence we need a better understanding of intentionalism and
disjunctivism.

As I glance out the window I see a tree. According to intentionalists 1
am having an experience that could be had if I was having a mere hal-
lucination. The difference between the experience which is a perception
and that which is a mere hallucination is that the former experience is
caused by a tree while the latter is not. The experiential element in the
perceptual situation and the corresponding hallucinatory situation is the
same kind of experience: they are tokens of the same type of experi-
ence.’

Disjunctivists reject this. They argue that the experience in the per-
ceptual situation and its matching hallucination have completely differ-

! Apart from Millar’s 2007 paper, see e.g. Millar (1996) and Searle (1983).
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ent natures. The experienceare are subjectively indistinguishable. But the
experience had in the perceptual situation is an experience in which a
particular tree is a constituent: the tree is a sensuously presented con-
stituent of the experience. Obviously, no tree could possibly be a con-
stituent in a hallucinatory experience; the experience had in the hal-
lucinatory situation is, therefore, of a different nature: it is subjectively
indistinguishable, but nevertheless differently composed.'

Before proceeding let us attend briefly to indirect realism. This is the
sense-datum theory (in one of its incarnations). According to the sense-
datum theory what happens when I see a tree is that [ have an experience
which features a sensously presented constituent. This constituent is,
however, not the tree; nor is it the facing surface of the tree: the featured
constituent is a sense-datum, not a worldly object. The sense-datum has
various phenomenal properties (namely the phenomenal properties that
the tree appears to have). The experiential element in the perceptual situ-
ation and the corresponding hallucinatory situation are two tokens of the
very same type of experience; the perceptual experience and the hallu-
cinatory experience are experiences of the exact same nature. Their
difference lies solely in context and causal ancestry.’

The sense-datum theory is an indirect realist theory. But in fact it
shares one tenet with intentionalism and one with disjuntictivism. With
intentionalism it shares the idea that the experiences in the perceptual
situation and its corresponding hallucinatory situation are tokens of the
exact same type of experience. With disjunctivism it shares the idea that
the experience in a perceptual situation implicates something which is a
sensuously presented constituent. The exact nature of this something is,
of course, different on the two theories. According to disjunctivism it is
a worldy object (or the facing surface of a worldy object), whereas
according to the sense-datum theory it is a sense-datum.

What about the hallucinatory situation? Well, the sense-datum the-
ory’s answer is clear: the experience is an experience of the same type as
that in the perceptual situation. Disjunctivism, of course, claim that the
experiences in the two situations are not of the same type. But could

" See e.g. Michael Martin (2006).

*See e.g. Robinson (1994) and Foster (2000). Foster’s book is of interest also
because of its sophisticated taxonomy of different theoretical alternatives in the
philosophy of perception.



214

disjunctivism take the view that something is sensuously presented in the
hallucinatory situation as well? Could it take the view that a sense-datum
is sensuously presented in the hallucinatory situation? As far as I can
see, it can. Such a position is in principle possible. But I take it that few
if any disjunctivists are tempted by it.

Intentionalism and the sense-datum theory are, what Millar calls,
traditionalist conceptions of perceptual experience. Philosophers who
defend traditionalism hold that the experience one his having when one
perceives a tree is an experience which could be hade by someone who
hallucinated a tree. We have just seen that traditionalists have divergent
views on the nature of this experience. And as we have also seen,
disjunctivists take issue with this conception: they reject the very idea
that there is a type of experience common to the perceptual situation and
the hallucinatory situation.

Is direct realism a viable theory of perception? That is one of the
important issues in the philosophy of perception. Sense-datum theorists
provide arguments against direct realism. They claim that something is
indeed sensuously presented in perceptual experience; but they argue
that this cannot be a worldly object, but must be a sense-datum (an item
of different kind). Now suppose that we are agreed that direct realism
can successfully meet these arguments, i.e. suppose that we are agreed
that direct realism is a viable theory of perception. Then we have to
address the question: which of the two forms of direct realism should we
prefer? Should we prefer intentionalism or disjunctivism? That is
another of the most important issues in the philosophy of perception.

Some philosophers prefer disjunctivism on phenomenological
grounds. I count myself as one them. To be more specific, I believe that
if direct realism is true about our perceptual transactions with the world,
disjunctivism is the better theory. Disjunctivism is preferable because it
captures how perception phenomenologically strikes us: perception
seems to provide a distinctive form of awareness of the world; it seems
to provide a distinctive experiential access to worldly objects and their
shapes, colours, etc. This does not seem to be captured by the inten-
tionalist account of perceptual experience. I am now looking at a red
book at my desk. On the intentionalist account, the perceptual experi-
ence I am having is precisely the same kind of experience I would have
if I were hallucinating and having a subjectively indistinguishable
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experience. The only difference between the experiences is that the
perceptual experience is placed in a larger setting (such that it, very
roughly, is caused by and correctly represents the red book). That grants
me an experience such that my surroundings, so to speak, answers to it.
But the experience fails to grant me genuine experiential access to these
surroundings. Or so it seems to me.

Be that as it may. Let us now turn to the main topic of this essay.

2. Epistemological Aspects of Perception

Many philosophers believe that disjunctivism is also supported by
epistemological considerations. Thus Alan Millar writes: “There is no
doubt that an important source of motivation is the thought that there is
no prospect of giving a plausible account of perceptual knowledge in
terms of the traditional [i.e. intentionalist] conception” (Millar 2007:
180). It seems distinctive of perceptual knowledge that it is based upon a
perceptual encounter with the world. I look out the window and come to
know that there is a bird in the tree. The knowledge thus acquired is
perceptual knowledg