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Preface to ”The 2nd International Conference on

Advances in Mechanical Engineering”

International Conference on Advances in Mechanical Engineering (ICAME) is organized by

the Mechanical Engineering Department of Capital University of Science & Technology (CUST),

Islamabad, Pakistan. ICAME is an annual event and usually takes place in the last week of August.

ICAME aims to attract engineers, scientists and research scholars from leading academic institutes

and industry around the world to disseminate the latest research and innovations. ICAME also

encourages participants to present novel ideas and sustainable solutions to tackle local and global

engineering challenges. ICAME covers all the major areas of the Mechanical Engineering and

Engineering Management.

The second International Conference on Advances in Mechanical Engineering (ICAME-22) was

held on August 25, 2022. ICAME-22 published 36 articles after a strict peer review process. More than

100 registered participants attended the conference from industry and academia. Five International

keynote speakers joined the conference virtually, namely Prof. Alexey Burluka, Northumbria

University; Prof. Amir Farooq, King Abdullah University of Science and Technology; Prof. Neyara

Radwan, Suez Canal University; Prof. Lei Yue, Guangzhou University; Prof. Sam Yu, Vice President

Tinbowah Investment China. The Conference proceedings were published as a Special Edition of

Engineering Proceeding, Volume 23, 2022.
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Abstract: Direct contact condensation (DCC) has achieved a well-known significance because of
exceptional reasons such as efficient heat and mass transfer characteristics. The current experimental
investigation involves considering the steam cavity shape characteristics with varying steam pressure,
when the saturated steam is condensed into the one-phase water atmosphere using a converging-
diverging (CD) nozzle. The results indicate the four different shapes of steam jet (oscillatory, conical,
ellipsoidal and double expansion–contraction). It is observed that the penetration length and the
maximum expansion ratio increase with the increase in steam saturated pressure and are found in the
range of 1.8–2.8 and 1–1.13, respectively. Furthermore, the current results for jet length are compared
with previously developed jet length predicting models which are found to be in good agreement.

Keywords: converging diverging nozzle; direct contact condensation; multiphase flows; steam cavity
length; steam cavity shape

1. Introduction

DCC occurs when the vapors are brought directly in contact with the cold liquid [1].
Kerney et al. [2] studied steam plume length whose correlation was developed as a function
of subcooled water temperature, steam mass velocity and nozzle cavity diameter. Kerney’s
model was later modified by Weimer et al. [3] using turbulent entrainment and variable
density theories. The calculations for chugging, oscillatory and stratified flows were
executed by Aya et al. [4].

Later on, Chun et al. [5] presented the qualitative regime map of the saturated steam
using both vertical and horizontal nozzles with the help of a total of 346 experiments.
Kim et al. [6] attempted to measure the dimensionless length and expansion ratios of
steam cavity for various steam conditions. Due to the unavailability of DCC involving
supersonic steam jet, Wu et al. [7] presented the jet shape of the submerged supersonic
nozzle. Shah et al. [8] examined the DCC of steam discharging into the liquid water
atmosphere using the lab scale model of steam jet pump.

The current research aims to study steam plume parameters such as plume shape,
dimensionless penetration length and maximum expansion ratio when the saturated steam
is exhausted into the quiescent water tank via DCC. The outcomes would be significant
in safe and economic design of DCC based equipment as well as in the validation of
CFD results.

Eng. Proc. 2022, 23, 6. https://doi.org/10.3390/engproc2022023006 https://www.mdpi.com/journal/engproc

3



Eng. Proc. 2022, 23, 6 2 of 4

2. Materials and Methods

The experimental setup utilized in the current research is shown in Figure 1. This
setup consists of electric boiler, surge tank, water tank, CD nozzle, instrumentation, valves,
mobile measuring probe and high-speed camera. The steam generator, which is most
crucial component of the setup, is used to supply saturated steam with the quality of ~99%
having a peak value of operating pressure of 8 bar. The steam is injected horizontally via
the CD nozzle. A rectangular water tank with dimensions of 1.2 m × 1 m × 1 m is used
for the water storage. The captured images are processed using MATLAB to calculate
the jet parameters. The operating and geometric conditions of the present experimental
investigation are given in Table 1.

Figure 1. DCC experimental facility.

Table 1. Operating conditions.

Parameters Value/Range

Steam pressure (Absolute) 1.5–4.5 bar
Water temperature, Tw 35 ◦C
Nozzle inlet diameter 10 mm

Throat diameter of nozzle 5 mm
Nozzle submergence depth 200 mm

3. Results and Discussion

3.1. Influence of Steam Saturated Pressure on the Jet Shapes

The alteration of steam cavity shapes with the steam saturated pressure at the constant
temperature of 35 ◦C is shown in Figure 2. At the low pressures of 1.5 bar and 2 bar,
(a) and (b) show the unstable steam jet shapes and oscillations take place at the steam water
interface. This phenomenon is called condensation oscillations. At the pressures of 2.5 bar
and 3 bar, the shape of steam plume is found to be conical as shown in (c) and (d). This type
of shape is formed if the pressure at the exit of the nozzle is kept below the atmospheric
pressure, hence resulting in the compression of plume.

However, as the pressure is further increased, an ellipsoidal shape was observed as
shown in (e) and (f). The formation of this type of shape is associated with the theory
of expansion and contraction. If the pressure is increased further to 4.5 bar, the plume
manifests a double expansion–contraction shape which is shown in (g). The formation of
this shape is associated with the fact that as the pressure elevates further at the constant
temperature, momentum is imparted along with the transfer of thermal energy to the water.

4
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Figure 2. Steam pressure effect on jet shapes at 35 ◦C: (a) 1.5, (b) 2, (c) 2.5, (d) 3, (e) 3.5, (f) 4, (g) 4.5.

3.2. Influence of Steam Saturated Pressure on the Dimensionless Penetration Length

The variation of penetration length with the steam pressure at a temperature of 35 ◦C
is shown as the black line in Figure 3. The parameter is taken in the dimensionless form by
dividing the penetration length over the nozzle exit diameter. It is clear from the trend that
as the steam pressure is increased, the dimensionless penetration length goes on increasing.
This variation is obvious because at higher steam pressure, higher momentum is imparted,
and the input content of heat energy also rises. The values of dimensionless penetration
were found in the range of 1.8–2.8 which is in well accordance with the range of previous
researchers at the low temperatures.

Figure 3. Comparison of Current Experimental Results with the Predicted Data.

The dimensionless penetration length is also predicted using the various correlations
given in the literature for the comparison purposes. Overall, all the correlations determined
the much reasonable agreement lying within the −30% and +5% as a whole with the
absolute average deviation of 10.2%. The inflection point is observed in the current data
because of the variation of shape from ellipsoidal to double-expansion contraction.

3.3. Influence of Steam Saturated Pressure on the Expansion Ratio

It has been found that as the saturated steam pressure increases, the maximum expan-
sion ratio also increases. The reason behind the increasing trend of maximum expansion
ratio with the steam pressure can be explained on the basis of higher momentum transfer
which expands the steam in the radial direction. At the low pressures, the maximum
expansion ratio was simply 1 because of the convergent shape; however, it increases as
the plume becomes ellipsoidal at higher pressures. It was found to be maximum at the
maximum pressure of 4.5 bar where the double expansion–contraction shape was found.
The maximum expansion ratio was obtained in the range of 1–1.133 which is in accordance
with the previous studies at lower temperatures.
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4. Conclusions

The following are some of the major conclusions obtained after the current investigation:

1. A total of four different steam plume shapes were observed including oscillatory,
conical, ellipsoidal and double contraction–expansion shape at the relatively lower
temperature of 35 ◦C within a pressure range of 1.5–4.5 bar.

2. The dimensionless penetration length increases with the increase in steam pressure
and was found in the range of 1.8–2.8.

3. Among the four correlations employed for the prediction of penetration length, Ker-
ney’s correlation agreed the most with the experimental data while the maximum
discrepancy found throughout was between the data and Gulwani’s correlation.

4. The maximum expansion ratio also increases with the increase in steam pressure and
was found in the range of 1–1.13.
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Abstract: The steam–water direct contact condensation (DCC) process is commonly observed in
various industries due to its fast heat and mass exchange characteristics. This study investigates steam
plume characteristics by experimentally condensing the steam jet issuing from a swirled flow spray
nozzle into stagnant subcooled water. On the basis of high-speed imaging, the effects of subcooled
water temperatures on the cavity shape, its length, and maximum expansion ratio were explored. The
existence of three distinct cavity shapes (ellipsoidal, double expansion–contraction and divergent)
were identified. The dimensionless steam cavity penetration length and maximum expansion ratio
were found to be in the range of 6.28–11.5 and 1.71–3.06, respectively. The results indicate that with
the rise in water temperature, plume length and maximum expansion ratio increase.

Keywords: multiphase flow; plume cavity; swirl flow; direct contact condensation; fluid dynamics

1. Introduction

The phenomenon of steam-water DCC of steam has become of paramount interest
in the industrial sector due to the high exchange rate of heat and mass at the interface [1].
Its typical applications in industry includes direct mixing heaters, thermal degasification
systems, steam injectors, and nuclear reactor safety systems [2–4].

In the published literature, scholars mainly give stress to the study of steam jet charac-
teristics including steam cavity shapes, cavity length, temperature profiles, heat exchange
rate, and condensation oscillations [1,5,6]. Recently, researchers have considered the steam
cavity shape as a key parameter during submerged jet condensing with water. It is also
strongly linked with the above said research areas [4–8]. Additionally, it provides guide-
lines in the design and functionality of the DCC based systems [4,7]. Hence, the topic of
the steam jet characteristics have become attractive in the field of DCC.

Previously published literature indicates that steam cavity characteristics depend
upon the operating and geometric conditions [6–8]. Kerney’s study [8] was the first a
predicting model for steam cavity axial size was formulated. Weimer et al. [9] modified
Karney’s model by including phasic densities effect.

Shah et al. [7] pointed out that the steam cavity shape is dependent on nozzle geometric
parameters. Zhang and his group [10] studied the steam jet features for double hole nozzle
under stable flow conditions. Quddus et al. [11,12] studied the steam jet features from the
beveled steam spray nozzles. They also developed a predicting model for steam jet length
by including the effects of nozzle exit bevel angle. In their study, they explored the physics
of the jet shapes for various beveled nozzles.
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The purpose of the present work is to investigate the characteristics of steam cavity
shapes for swirled flow spray nozzles discharging into stagnant water. A high speed
imaging technique was used for capturing the steam cavity shapes. The present findings
are believed to be helpful for gaining more insight into steam-water DCC systems and
understanding the associated problems.

2. Experimental Setup and Methodology

The details of the experimental facility and methodology are the same as presented
in our previous work [11,12]. The only difference is the type of steam nozzle used. Here,
as mentioned earlier, a steam swirled flow spray nozzle has been used which is shown in
Figure 1.

 
(a) (b) 

Figure 1. (a) Section view of steam swirled flow spray nozzle. (b) Fabricated nozzle.

3. Results and Discussion

3.1. Effect on Steam Cavity Shape

This section presents the variation in cavity shapes under the action of the changing
tank water temperature for steam issuing from a swirled flow spray nozzle exhausting into
stagnant water at constant steam pressure, Ps = 500 KPa.

Figure 2a–e illustrates the steam cavity shape observed at various water temperatures
i.e., Tw = 30, 40, 50, 60, and 70 ◦C, respectively. From this figure, it can be seen that
at Tw = 30 ◦C, the ellipsoidal cavity shape exists as shown in Figure 2a. The formation
of such a cavity shape can be explained by the steam jet becoming under expanded at
elevated steam pressures. From expansion-contraction theory, such cavities are expanded
as the steam is ejected out from the nozzle at the exit location. When Tw = 50 and 60 ◦C,
condensation capabilities of cooling medium decrease. To dissipate the extra input of steam
thermal energy, additional expansion of the plume occurs by increasing the surface area
of the cavity. The cavity is again compressed by nearby water which is at relatively high
pressure. The plume thus becomes inflexed which finally condenses to ambient water
conditions. Consequently, the double expansion–contraction shaped cavity is formulated,
as presented in Figure 2b,c. When Tw = 60 and 70 ◦C, there is continuous expansion in
the cavity which transforms the shape of the plume into a divergent jet as illustrated in
Figure 2d,e. For such shapes, the losses for heat exchange capabilities become large due to
escaping of steam bubbles which carry the heat with them.

 
Figure 2. Steam cavity shape observed at Ps= 500 kPa and at Tw = (a) 30 ◦C, (b) 40 ◦C, (c) 50 ◦C,
(d) 60 ◦C, and (e) 70 ◦C.
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3.2. Effect on Steam Cavity Length

Figure 3a describes the effects of liquid phase temperature on steam cavity length
at constant steam pressure, i.e., 500 kPa. The plume length was measured at five water
temperatures, i.e., Tw = 30, 40, 50, 60 and 70 ◦C. From the findings, it can be concluded
that with the decrease in degree of subcooling of water, the steam cavity length prolongs
in axial dimensions. This fact can be explained as follows: as the degree of subcooling
of water decreases, its temperature rises, and its corresponding condensing capability is
reduced. The heat transfer area of the cavity is increased to thermally balance the input
heat. Consequently, the penetration length of the steam jet increases.

 
Figure 3. Effect of tank water temperature on (a) cavity dimensionless length, and (b) maximum
expan-sion ratio.

3.3. Effect on Steam Cavity Maximum Expansion Ratio

Figure 3b shows the variation of the steam jet maximum expansion ratio with water
temperature at constant steam pressure Ps = 500 kPa. The maximum expansion ratio has
been calculated at various degrees of subcooling of water by changing water temperature
(i.e., Tw = 30, 40, 50, 60 and 70 ◦C). It was observed that with the decrease in degree
of subcooling, the steam jet maximum expansion ratio increases. This can be explained
by the condensation capacity of the water reducing with increase in water temperature.
Moreover, the area across which the jet exchanges its heat with the liquid phase is increased
to thermally balance the heat. The increase in area is both from the axial and radial growth
of the jet. Consequently, the radial growth of the cavity diameter increases the maximum
expansion ratio.

4. Conclusions

In the current study, a steam jet from a swirled flow spray nozzle was condensed
experimentally into stagnant subcooled water. A high speed imaging technique was
utilized to explore the steam cavity characteristics. The effect of water temperature (range,
30–70 ◦C) on cavity parameters at steam inlet pressure 500 kPa was studied. The following
main conclusions were obtained.

1. A total of three different plume shapes exist for the above-described flow conditions:
ellipsoidal, double expansion–contraction, and divergent.

2. At lower water temperature, an ellipsoidal plume shape was observed. At intermedi-
ate water temperature, the double expansion–contraction shape was recorded, while
the divergent cavity presented at high water temperature.

3. The steam cavity length and maximum expansion ratio were found to be in the range
of 6.28–11.5 and 1.71–3.06, respectively.

4. With the increase in the subcooled water temperature, both the steam cavity length
and maximum expansion ratio increased.
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Abstract: The miniaturization of electronic components leads to poor heat dissipation, performance,
and reliability of the devices. To optimize heat transfer from electrical components, pin fins are
the best choice due to their high thermal conductivity. Different configurations of square and
triangular pin fins for heat transfer characteristics were numerically investigated in this study. Three-
dimensional numerical simulations were carried out for two different configurations with heat fluxes
of 0.82 kW/m2 subjected to the base of the heat sink. The heat transfer coefficients among the
numerical simulation study and experimentation results provided a good correlation. To evaluate
the overall performance, it was indicated from both numerical and experimental results that the
maximum square pin fin configuration reduced the base temperature by up to 17.7% and 19%,
respectively. In comparison to other configurations, the square pin fin performed better because of its
increased surface area.

Keywords: numerical simulation; electronic devices; pin fin heat sink; heat transfer coefficient

1. Introduction

Recent advancements in electronics have led to an exponential rise in the temperature
and heat transfer rates, which are affected due to their smaller sizes [1]. The main purpose
of heat sinks is to cool electrical equipment. Pin- and plate-finned heat sinks are the two
key forms that increase thermal performance. [2]. There are wide range of heat sink design
geometries, although the most common pin fin designs are square, triangular, circular, and
elliptic shapes. The performance of heat sink is significantly impacted by increasing the
number and thickness of fins [3]. Phase change materials alter their phases by absorbing a
huge amount of heat during melting, and releasing it during solidification [4]. Numerous
studies have been already performed on PCM conductivity, and to overcome this problem,
researchers tend to add fin geometries, composites metal, and ultrafine particles in addition
to PCM [5].

This study focuses on the numerical model investigation of various arrangements of
(square and triangular) pin fin heat sinks with and without PCM. Numerical simulations
using COMSOL Multiphysics 5.5 with various parameters were studied on finned heat
sinks. Variables such as heat transfer rate, base temperature reduction, and the maximum
temperature of all configurations were analyzed.

2. Numerical Methodology and Materials

In this study, a fin model for thermal performance characteristics is presented. The
model was generated in AutoCAD software and imported into COMSOL Multiphysics 5.5.
Aluminum grade 2024 was selected for both configurations. Two arrangements of pin fin
configurations (square and triangular) were studied in this research (Figure 1). The base
plate of the pin fin configurations had a surface area of 114 × 114 mm2, and the thickness
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of the base plate was 4 mm. There were 72 fins in total, which were extruded up to 25 mm
above the base plate (Table 1).

 
(a) (b) 

Figure 1. Pin fin heat sinks: (a) square; (b) triangular.

Table 1. Heat sink geometric properties.

Parameters Dimensions (mm)

Fin Height 25
Fin Dimensions 4 × 4
Number of Fins 72

Heat Sink Length 114
Heat Sink Width 114

3. Experimental Setup

A comparison between heating and cooling of heat sink was conducted by employing
different arrangements of pin fin heat sinks, i.e., square and triangular, with and without
PCM. A power level of 10 W was used for this experiment and the heat sink discharged
in the same way it charged, with the sidewalls and base insulated to enable heat flow in
only one direction—from top to bottom—for thermal analysis. The experimental setup
and exploded view of the heat sink assembly for this study are shown in Figures 2 and 3.
Subsequently, the temperature contours of heat sink at different intervals of time are
presented in Figure 4.

Figure 2. Experimental setup.

Figure 3. Exploded view of the assembly.
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Figure 4. Temperature contours of a heat sink assembly at different intervals.

4. Results and Discussion

This study consisted of two phases: fins without PCM, and fins with PCM. The first
set of simulations, performed for fins without PCM, and the second set of simulations,
performed for fins with PCM, for both configurations, are shown in Figure 5.

Figure 5. Simulation of square and triangular pin fins with and without PCM.

The reductions in base temperature are clearly seen by the in addition of PCM. Both
configurations yielded the best results and maximum reduction in the base temperature
of 17.7% with the square configuration, whereas the triangular configuration reduced the
base temperature by up to 17.1%.

An experimental comparison of both configurations, with and without PCM, is shown
in Figure 6. The maximum temperature reductions by square and triangular pin fins are
19% and 16%, respectively.

Figure 6. Experimental results of square and triangular pin fins.
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Validation

Simulation results were compared with experimental data to validate the model
shown in Figure 7. The observed error range was 2% for the pin fin with PCM and 3%
for the pin fin without PCM, which was calculated using the formula: [Percentage error =
Numerical Value—Experimental Value/Numerical Value], which was negligible. Overall,
the numerical results showed the best results with the experimental data, indicating that
the model was logical.

Figure 7. Validation of simulation results with experimental data.

5. Conclusions

This study focused on the reduction in base temperature in electronic applications.
Numerical analyses of square and triangular pin fins provided the same results as the
experimental data. The results concluded that adding PCM into the square configuration
reduced the temperature by up to 17.7% as compared with a pin fin without PCM. The
maximum peak temperature of the square pin fin without PCM was 62.1 ◦C, whereas
the maximum peak temperature with PCM in the same configuration was 51.2 ◦C. The
experimental results of the square configuration showed a maximum base temperature
reduction of up to 19%. The present numerical simulation results of COMSOL Multiphysics
were validated with an experimental model with the same pattern. Overall, the square
configuration demonstrated better results for temperature reduction, due to the difference
in surface area.
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Abstract: Acoustic response from a freely responding symmetric airfoil subjected to gust is investi-
gated in a two-dimensional numerical environment. Gust model is superimposed on the inlet velocity
up till the critical flutter velocity. Second order transient formulation, k − ω turbulence model and
dynamic meshing technique were adopted. By employing the Ffowcs Williams and Hawkings (FW-
H) acoustic methodology, the acoustic signature generated by the airfoil for the range of velocities
(0.85 ≤ U/Uc ≤ 1 near the critical flutter velocity is quantified over a range of acoustic receivers in
the surrounding of the airfoil. Sound pressure levels (SPLs) are determined, and directionalities have
been studied. It is revealed that the distribution of sound pressure level at the exciting frequency is
affected by the gust profile. Scales of these sound pressure levels, however, relied on the Reynolds
number and the dynamics of the system.

Keywords: gust response; flow noise; aeroacoustics; fully passive airfoil

1. Introduction

The interior noise and airframe noise have been explored extensively in the recent
past. There is an ever-increasing urgency to mitigate the influence of aerospace productions
on the environment with the European commission calling for noise reduction [1], which
has resulted in the development of systems capable of meeting noise certification needs.

The flow of fluid over stiffened structures is known to yield sound, as well as disturbs
and sustains vibrations in the structure. When a body moves in a nonuniform fluid flow,
the contact between the body and the unsteady fluid harvests pressure fluctuations on
the body surface resulting in the noise propagated to the far-field. This investigation has
numerous applications in the design and mitigation of microaerial vehicles (MAVs) as well
as aircraft structural noise.

Métivier et al. [2] performed a series of investigations experimentally on an unre-
stricted pitching wing (chord length = 0.156 m) at Reynolds numbers of 5.104–1.105 and
revealed that the airfoil became unstable, exhibiting limit-cycle oscillations. Wind tunnel
studies using a pitching and plunging airfoil in the previous Reynolds number range have
also been performed [3]. The consequence of laminar separation on the flapping airfoil has
been considered experimentally and numerically by [2,4]. These research studies confirm
that the separation of the boundary layer in the laminar region at the trailing edge is
accountable for pitching oscillations.

2. Governing Equations

The current effort utilised the two-dimensional unsteady Reynolds averaged Navier–
Stokes (URANS) methodology improved with a transitional turbulent solver for the flow
calculations (k − ω Shear Stress Transport). Moreover, the Ffowcs Williams and Hawkings’s
(FW-H) method was employed for the aeroacoustics calculations. The model was selected
as it was not computationally expensive and was apt for predicting the tonal noise from
the flow and the interface of the flow with nonpermeable contours.
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2.1. Aeroelastic Model

An airfoil able to move in pitching and heaving degrees of freedom is placed on a
pivot point passing through the pitching axis (z) (Figure 1). The equations of motion [5] for
such an airfoil can be given as (Equations (1) and (2)):

F = mh
..
y + Dh

.
y + khy + S(

.
θ

2
sin θ −

..
θ cos θ) (1)

M = Iθ

..
θ + Dθ

.
θ + kθθ − S

..
y cos θ (2)

where mh is the heaving mass (kg), D is the damping (kg s−1 and kg m2 s−1 rad−1 for
pitching and heaving, respectively) and k is the stiffness coefficient (Nm-1 and Nm.rad−1

for pitching and heaving, respectively). Iθ (kg m2) is the moment of inertia around the
angular axis. The subscripts h and θ denote heaving and pitching. Plugging S = mpxθ

(where mp is the pitching mass (kg) and xθ the centre of gravity location (m)), an inertial
coupling exists in both degrees of freedom.

Figure 1. Basic representation of an inflexible, elastically mounted, symmetrical airfoil through
figurative illustration of main parameters.

2.2. Oncoming Gust Shape

The gust shape presented in this work comprises two components [5], i.e., vertical and
horizontal. The horizontal and vertical components (Equations (3) and (4)) were modelled
by using the symmetric Gaussian distribution function:

u = a × e[−( x−d
n )

2
] (3)

w = −a0 × e[−(
x−d0

n0
)

2
]
+ a1 × e[−(

x−d1
n1

)
2
] (4)

where d (m) denotes the centroid position, a (m) denotes the amplitude and n (sec) denotes
the time throughout which the components have a value above 50% of their peak amplitude,
i.e., full duration at half maximum.

3. Numerical Procedure

The flow solution was performed on a numerical set of 143,416 structured cells con-
sisting of NACA 0015 airfoil with a chord length of 0.12 m. The domain size was equal
to 160c.

For the URANS solution, the pressure-based solver was utilised with the SIMPLE
algorithm. The gust model was overlapped on the inlet velocity up till the critical flutter
velocity. Numerical simulations for the velocity range of (0.85 ≤ U/Uc ≤ 1) near the
critical flutter velocity were performed (where Uc is critical velocity).

Acoustic data were acquired for 20,000 time steps along with a time step size duration
of 10−5 s after the URANS model achieved steady state. The pressure was noted by the
placement of acoustic receivers as described in the literature [6].
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Model Validation

In order to validate the model, the coefficients of lift, drag and sound pressure levels
were compared (Table 1) with those stated by experimental [7] and numerical setups [8,9].
Lastly, the sound pressure level in the one-third octave bands (SPL1/3) were established and
further related with the validation cases along with the mesh convergence study (Figure 2).
The current model replicated the position of the main tone (~1.6 kHz) and sound pressure
level (75 dB), which was in perfect harmony with the published data [7,10,11].

Table 1. Comparison of time averaged aerodynamic coefficients.

Coefficient URANS (Existing Study) Experimental [7] % Difference Numerical [8] Numerical [9]

CL 0.43 0.44 2.32% 0.45 0.46
CD 0.0084 0.0083 1.20% 0.0075 0.0071

Figure 2. One-third octave band SPL showing SBES, URANS and experimental comparison for M2
along with mesh convergence study.

4. Results and Discussion

A fast Fourier transform (FFT) method was employed to determine the frequencies
from the acoustic pressure signals. Here, the role of velocity (U/UC), and the excitation
frequency was investigated for the production of aerodynamic noise.

Production of Sound Waves

The current numerical simulations were performed for Re = 80, 000–120, 000 while
varying U/Uc from 0.85 to 1. Figure 3 depicts a magnified schematic at U = 0.85Uc for
one of the 38 receivers at the circle (x = 5c). The forcing frequency (10.54 Hz) and its
even harmonic (21.08 Hz) has a significant role in the production of the flow noise as the
oncoming gust influences these signals for the lift and drag. This tendency is palpably seen
for all receivers.

79.4
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L 
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Figure 3. Frequency configuration of SPL about the flapping hydrofoil at one of the receiver locations
in the middle circle.
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An evaluation for the SPL for microphones positioned at the circles (x = 5c, 8c) is
shown in Figure 4. The setting where the incoming velocity is equal to the critical velocity
represents the highest perturbations in the flow media in terms of frequency and oscillation
amplitude. With a growing (U/UC), the SPL increases for the excitation frequencies. While
traveling away from the airfoil, the amplitudes of SPL decrease.

Figure 4. Polar plots showing the spread of SPL: the row expresses data for U
Uc

= 1; columns 1 and 2
characterize measurements at the middle (x = 5c) and outer circles (x = 8c), respectively.

5. Conclusions

In this research work, the acoustic response of a passively moving airfoil subjected
to a specific gust profile for a range of flow velocities was investigated numerically. The
dependency of the sound pressure level magnitude on various parameters was explored.
The flow velocity was one of the significant factors to control the change in the sound
pressure level magnitudes. For the whole range of velocities (U/UC), the sound pressure
levels depicted the tonal noise on the excitation frequencies. The oscillation frequencies
were a function of the force coefficients, which were basically reliant on the gust shape. The
oscillation frequencies governed the whole spectrum of sound pressure levels. This aspect
was the crux of this study and can be the pioneer phase to control the sound levels at will
in real-world applications.
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Abstract: Biofuels have attracted significant attention in recent years as a potential replacement of
fossil fuels. In order to test a new fuel, it is necessary to know its physiochemical properties. Fuel
spray atomization of any fuel is the most critical process that has a direct effect on the fuel–air mixing
ratio, combustion and emissions. This research presents the design and development of a control
volume spray chamber (CVSC) for analyzing macroscopic fuel spray characteristics under varying
operating conditions. The spray results reveal that the fuel penetration length (FPL) and spray cone
angle (SCA) both decreased with the increase in ambient pressure, but when the injection pressure
was increased, a longer FPL and wider SCA were observed. The light intensity levels revealed broader
and higher drop densities at the axial distance of 40 mm from the nozzle.

Keywords: control volume spray chamber; spray characteristics; fuel penetration length; spray
cone angle

1. Introduction

Nowadays, biofuels attract many engine manufacturers as an alternative fuel to diesel
due to their biodegradable nature. They are clean and renewable source of energy. Biodiesel
comprises an excess of oxygen that enhances combustion and reduces the particulate matter
and soot emissions [1]. Biofuels usually have a higher fuel viscosity and surface tension
which affects the fuel injection process and spray quality when used in a diesel engine.

Spray characteristics have a major effect on the combustion process which defines the
thermal efficiency of an engine. In order to use biofuels or their blends in a diesel engine,
it is necessary to study the fuel spray characteristics that will provide a better insight into
their performance and emission properties. Wang et al. [2] developed a control volume
vessel (CVV) to study the spray behavior of palm oil and cooked oil and found that a greater
cone angle and a larger drop size are observed for biodiesels when compared to diesel.
Agarwal et al. [3] studied the spray behavior of Karanja biodiesel in a constant volume
spray visualization chamber comprising four optical windows and using a multi-hole
injection nozzle. Lee et al. [4] investigated the macroscopic spray properties of biodiesel
and its blends obtained from soybean and canola oil in a pressurized spray chamber with
five optical windows. FPL is the distance covered from the tip of the nozzle to 95% of the
farthest distance the fuel has reached, while SCA is the angle between the two lines starting
from the nozzle tip and passing through the periphery of the spray until the half point of
the penetration length.

The effect of viscosity and surface tension on the fuel spray properties of castor oil, neem
oil and sunflower oil was revealed by Das et al. [5]. Bohl et al. [6] used a control volume vessel
with four optical windows of 100 mm diameter to study the spray behavior of palm oil, used
cooking oil and soyabean. Biofuels that are being produced from edible sources are less likely
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to be used on a commercial scale; that is why biofuels derived from nonedible sources are
more popular and beneficial. In this study, a control volume spray vessel (CVSV) with three
optical windows was developed to analyze the macroscopic spray properties of diesel.

2. Materials and Methods

First, a CAD model of the CVSC was made using SolidWorks (2021, Dassault Systèmes,
Vélizy-Villacoublay, France). An exploded view of CVSC assembly can be observed in
Figure 1.

Figure 1. Schematic diagram of CVSC with fabrication details.

2.1. Fabrication of Experimental Setup

CVSC was fabricated at our workshop in GIK Institute. Several processes involved
during fabrication can be observed in a Figure 2. The process started with a hollow cylinder
made of cast iron shown in Figure 2b. Two holes were made in the cylinder using gas
welding for the optical windows, after which 2 small cylinders were welded to these
windows as shown in Figure 2d. Then, the side flanges and the bottom flange were welded,
which can be observed in Figure 2e,f. Figure 2g,h shows the cutting of the acrylic window
on the lathe and drill machine. Finally, the top plate of the chamber was cut with a hole in
the center for the injector, as shown in Figure 2i,j.

Figure 2. Design materials and processes involved during fabrication of CVSC. (a) 4 small and 2 large
flanges of CVSC windows, (b) Cylindrical body of CVSC, (c) Holes being made on cylindrical body
for side windows, (d) Grinding from the inner side of CVSC after welding, (e) Removal of slag after
welding of 2 side flange, (f) 3 flanges welded to the CVSC, (g,h) Cutting of acrylic sheet for the CVSC
windows, (i) Drilling of hole on the top plate for injector mounting, (j) Injector mounted on the top
of CVSC.
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Figure 3a,b shows the front view and side view of the CVSC, respectively. The inside
and the outside views of CVSC from the bottom are shown in Figure 3c,d, respectively.

 

Figure 3. Various orientations of CVSC. (a) Sealed CVSC rested on a stand, with pressure gauge,
injector and drain valves on the top, (b) Side view of CVSC, (c) Inside view of CVSC from the bottom
window and (d) Bottom view of CVSC.

2.2. Experimental Setup

The CVSC was mounted on the stand, as shown in Figure 3a. Two 100 W LED lights
were used for illuminating the chamber through side windows. An injector with 0.29 mm
hole diameter was used. Video recording of the spray process was captured at 960 frames
per second through the bottom side of CVSC. Images were extracted from the slow-motion
videos using DaVinci Resolve software (Blackmagic Design, 18.0.1v, Victoria, Australia).
Spray images were then processed using Image J software (National Institutes of Health
and LOCI, 1.48 v, Bethesda, MD, USA, and Madison, WI, USA) to quantify the macroscopic
spray properties of the jet.

3. Results

Fuel Spray Analysis of Diesel

Diesel is tested in the CVSC to study the macroscopic spray behavior, the injection
and ambient conditions along with the fuel properties, which are given in Table 1. It can
be seen from Figure 4a,c that a higher injection pressure increases the FPL because, at
higher pressures, the fuel is injected with a greater force and possesses a higher momentum,
allowing it to penetrate further. When the ambient pressure is increased, incoming fuel jet
faces more drag, due to which the jet expands radially and the FPL decreases. The injection
pressure also increases the SCA; however, the ambient pressure has a dominant effect.
Figure 4b shows the spray density in radial direction in terms of light intensity levels at
axial locations of 10 mm and 40 mm. The light intensity closer to the nozzle is narrow
because it did not have enough time to expand, while at 40 mm, a broader light intensity
can be seen for both the ambient pressures. A maximum intensity was observed at an
ambient pressure of 8 bar and at the axial location of 40 mm, while the lowest was recorded
for a 2-bar ambient pressure at the axial location of 10 mm.

Table 1. The injection and ambient conditions along with the fuel properties for analyzing the fuel
spray in a CVSC.

Parameter Quantity Parameter Quantity

Injection pressure 500, 1000 bar Injection duration 2 ms
Injection temperature 300 K Chamber diameter 218 mm

Ambient pressure 2 & 8 bar Nozzle diameter 0.290 mm
Chamber temperature 300 K Diesel density 837.9 kg/cm3
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Figure 4. (a) Experimental images of diesel spray showing PL and SCA for two different injection
and ambient pressures. (b) Light intensity levels with regard to radial distance for 2 axial locations
and ambient pressures for 1000 bar injection pressure. (c) PL for diesel spray against varying injection
and ambient pressures.

4. Conclusions

The three-window design of the CVSC was effective for fuel spray visualization for
both single and multi-hole injectors. An increase in injection pressure enhanced the FPL
and SCA while an increase in ambient pressure caused a reduction in the FPL and SCA.
The light intensity, which depicts the spray density, was narrow when closer to the nozzle
and expanded in the axial direction. The maximum intensity is at the core of the spray and
decreases in the radial direction, as the spray is less dense at the outer periphery.
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Abstract: Direct-contact condensation (DCC) has acquired an important role in the industrial sector
due to its high mass and heat transfer rates. In this paper, the influence of steam pressure and
water temperature on cavity shapes were studied from symmetrical and diagonal plane views. The
cavity shapes observed were oscillatory, conical, ellipsoidal, and double expansion–contraction. The
recompression shock wave at nozzle corners was found to cause steam cavity compression in the
diagonal plane. The dimensionless penetration length was found to increase with the rise in steam
pressure and water temperature and lay in the range from 3.38 to 5.55. The experimental data of
dimensionless penetration length was in good agreement with previous correlations.

Keywords: supersonic nozzle; direct-contact condensation; recompression shock wave; intercepting
shock wave; condensation potential; cavity penetration length; cavity plume shape

1. Introduction

Steam water direct-contact condensation (DCC) is a thermal hydraulic phenomenon
that occurs when saturated/superheated steam is injected into subcooled water. Kerney
et al. [1] conducted a pioneering study on DCC and presented a correlation for cavity
penetration length. Kim et al. [2] presented empirical correlations for cavity penetration
length and the average heat transfer coefficient for sonic nozzles.

Wu et al. [3] conducted an extensive study for supersonic nozzles and showed that
cavity shapes were dependent upon shock and expansion waves at the nozzle exit. Quddus
et al. [4] discussed the effect of the nozzle angle on DCC using a bevelled steam nozzle.
Xu et al. [5] measured the heat transfer coefficient and penetration length using numerical
investigation. Tsutsumi et al. [6] studied a square nozzle from both an experimental and
Computational Fluid Dynamics (CFD) approach and obtained the shock structures on a
diagonal and symmetrical plane.

In this current study, a supersonic square nozzle was used for steam injection due
to its enhanced mixing and entrainment [7]. The influence of steam pressure and water
temperature on cavity shapes and cavity penetration length were studied using image
capturing and processing. The results of the current experimental study will help in the
better designing of DCC-based industrial components with safer operation.
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2. Materials and Methods

The experimental setup, shown in Figure 1, was designed to provide saturated steam
injection in subcooled water. The electric boiler could provide 52 kg/h of steam (~99% qual-
ity), at a maximum pressure of 8 bar. The electric boiler was a cylindrical tank containing
four electric heaters (9 kW capacity of one heater) submerged in water. Steam cavity was
captured using a high-speed camera and processed using a MATLAB code. The operating
conditions and nozzle dimensions are given in Table 1.

 
Figure 1. Experimental Setup for DCC.

Table 1. Operating conditions and nozzle dimensions.

Parameters Value/Range

Steam pressure (Absolute) 1.5–4.5 bar
Water temperature, Tw 35 ◦C and 55 ◦C

Nozzle inlet dimensions 10 mm × 12 mm
Nozzle throat dimensions 5 mm × 5 mm

Nozzle exit dimensions 5.25 mm × 5.25 mm

3. Results and Discussion

In this section, the influence of steam pressure and water temperature on the cavity
shapes and penetration length is discussed. A steam cavity was observed from the sym-
metrical plane and diagonal plane view [6]. Buoyancy effects were negligible at TW = 35 ◦C
and 55 ◦C.

3.1. Influence of Steam Pressure and Water Temprature on the Cavity Shapes

As shown in Figure 2, the symmetrical plane view was captured at TW = 35 ◦C. At
1.5 bar, as shown in Figure 2a, oscillatory condensation occurred. At 2.5 bar, as shown in
Figure 2b, a conical shape was observed, due to high degree of subcooling of water. At
3.5 bar, as shown in Figure 2c, an ellipsoidal shape was observed. The nozzle exit pressure
was higher than ambient water pressure, so an expansion wave formed at the edges of the
nozzle and steam expanded. Expansion waves interacted with the cavity boundary to make
an intercepting shock wave and steam contracted. At 4.5 bar, as shown in Figure 2d, an
ellipsoidal shape was observed with high expansion due to the stronger expansion waves.
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Figure 2. Symmetrical plane view. Steam pressure (bar) effect at TW = 35 ◦C (a) 1.5 (b) 2.5 (c) 3.5
(d) 4.5.

As shown in Figure 3, a diagonal plane view was captured at TW = 35 ◦C. At the
nozzle corners, recompression shock waves formed due to the interaction of the expansion
waves of the two adjacent edges, which formed an overexpanded region [6]. At 2.5 bar, as
shown in Figure 3b, the cavity was conical due to recompression shock waves. At 3.5 bar, as
shown in Figure 3c, the cavity was conical, but the cavity from the symmetrical plane view
was ellipsoidal. This was due to recompression shock waves at the nozzle corners. In the
diagonal plane, an intercepting shock wave also formed after the interaction of expansion
waves with cavity boundary. The recompression shock wave at the nozzle corner as well as
the intercepting shock wave contracted the steam. At 4.5 bar, as shown in Figure 3d, the
cavity shape observed was ellipsoidal, but it was actually conical. At high steam pressure,
expansion waves are stronger, resulting in stronger recompression shock waves at the
corners. The expansion from the edges coming in front of diagonal plane is shown in
Figure 3d. At 3.5 bar, as shown in Figure 3c, the expansion was small and did not appear in
the diagonal plane view.

Figure 3. Diagonal plane view. Steam pressure (bar) effect at TW = 35 ◦C (a) 1.5 (b) 2.5 (c) 3.5 (d) 4.5.

As shown in Figure 4, the symmetry plane view was captured at TW = 55 ◦C. At
1.5 bar, as shown in Figure 4a, condensation oscillation was found to be more violent
due to the lower condensation potential at a higher water temperature. At 2.5 bar, as
shown in Figure 4b, the cavity was ellipsoidal. This is due to the decrease in condensation
potential, which increases the interface surface area for dissipating the heat coming from
the steam. The increase in interface surface area was achieved by increasing the expansion
and penetration length. At 3.5 bar, as shown in Figure 4c, the cavity is found to be a double
expansion–contraction due to the addition of momentum and heat at high steam pressure.
The cavity first expanded to cater for the extra heat and then it was compressed by the
ambient water pressure. It then expanded again, as the pressure recovery was higher at
high water temperature. At 4.5 bar, as shown in Figure 4d, the cavity shape was again
double expansion–contraction, but with a higher expansion to cater for the addition of
more heat.

Figure 4. Symmetry plane view. Steam pressure (bar) effect at TW = 55 ◦C (a) 1.5 (b) 2.5 (c) 3.5 (d) 4.5.

As shown in Figure 5, the diagonal plane view was captured at TW = 55 ◦ C. At 2.5
bar, as shown in Figure 5b, the cavity was conical but ellipsoidal from the symmetry plane
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view, due to the recompression shock wave at the corners. At 3.5 bar and 4.5 bar, as shown
in Figures 5c and 5d, expansion from the edges came in front of the diagonal plane.

 
Figure 5. Diagonal plane view. Steam pressure (bar) effect at TW = 55 ◦C (a) 1.5 (b) 2.5 (c) 3.5 (d) 4.5.

3.2. Influence of Steam Pressure and Water Temperature on the Penetration Length

The variation in the dimensionless penetration length is shown in a black line in
Figure 6. The dimensionless penetration length was obtained by dividing it by the width
of nozzle. As the steam pressure increased, the penetration length increased due to the
increase in momentum transfer. At low temperatures, the penetration length was small
due to the high condensation potential. At high temperatures, the interface area increased,
which lead to a large degree of penetration. The dimensionless penetration length was
found to be in the range of 3.38–5.55. The data lies in the range from −8.87% to +20.3%
range with absolute deviation of 13.1%, when compared with correlation of Kerney and
Kim.

 
(a) (b) 

Figure 6. Variation of current data with predicted data (a) TW = 35 ◦C (b) TW = 55 ◦C.

4. Conclusions

Four cavity shapes were observed—oscillatory, conical, ellipsoidal, and double
expansion–contraction. The steam cavity from the diagonal plane view was conical for
all operating conditions due to recompression wave at the corner of the nozzle exit. The
expansion captured in the diagonal plane view was that of the expansion from the nozzle
edges at higher steam pressures. The penetration length increased with the rise in steam
pressure and water temperature.
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Abstract: The phenomenon of direct contact condensation (DCC) has an advantageous feature of
high heat, mass, and momentum transfer efficiencies and hence is highly significant for various
steam-related industries such as chemical and nuclear industries. The present work investigates the
underlying physics of steam plume shapes during steam–water DCC of saturated steam injection
into a subcooled water-filled restricted geometry. These experiments have been performed using
an orifice-type nozzle for saturated steam injection into a circular, horizontal pipe. To study the
effects of pressure and the degree of subcooling of water on the steam plumes, the performed
study utilized initial steam pressure and water temperature in the ranges of 1–2 bars and 60–70 ◦C,
respectively. Numerous plume shapes such as conical, elliptical, and divergent are observed under
different experimental conditions, which elongate and extend at higher subcooling temperatures. The
temperature distribution within the test section as a result of steam injection has also been studied.
The condensation-induced water hammer (CIWH) has also been observed under various conditions
in terms of a propagating pressure oscillation.

Keywords: multiphase flow; direct contact condensation; plume shape; thermal hydraulics

1. Introduction

DCC is a complex and significant two-phase phenomenon that finds applications
in many industrial setups such as steam de-superheating systems, condensate recovery
systems, and steam-jet pumps, and it is quite important in applications such as district
heating systems (DHSs) for domestic heating requirements and in emergency core cooling
systems (ECCSs) of nuclear power plants.

In the past few decades, researchers have studied different aspects of this subject
and mainly worked on the assessment of steam plume geometry, evaluation of average
DCC heat transfer coefficient, and estimation of condensation regime maps [1]. Many
numerical [2,3] and experimental [4,5] studies have been performed, until recently, on
steam injection into quiescent water ‘pools’. In case of ‘restricted geometries’, the previous
studies were based upon the injection of steam into water to demonstrate the different
condensation regimes and modes [6]. Unlike past studies, Datta [7] attempted to study
different parameters of subcooled water being injected into a horizontal pipe filled with
steam, but he did not study the injection of steam into a geometry having subcooled water.

Several experimental facilities such as PMK-2 at the Hungarian Atomic Energy Insti-
tute [8,9] have been established to study the pressure transients during steam–water DCC,
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i.e., condensation-induced water hammers (CIWHs). A CIWH is a precursor to stratified-to-
slug flow transition along with increased flow instability making the condensation physics
more complicated.

In this study, a circular, horizontal pipe is selected for the investigation of DCC
steam plume shapes, and steam is injected via a single-hole, orifice-type nozzle into the
subcooled water. A deep understanding of steam plume shapes, temperature, and pressure
distribution is crucial for technological advancement in the safe design and operation
procedures of nuclear and other steam-related industries.

2. Materials and Methods

The experimental facility setup at PIEAS is shown schematically in Figure 1. The
parameters shown in Table 1 are selected because they are the most commonly occurring
conditions in the steam condensate recovery systems wherein steam is present at relatively
higher temperatures (60–70 ◦C) and lower pressures (1–2 bar). The setup majorly comprises
an electric boiler with a surge tank, a circular Perspex pipe (main test section), an orifice-
type nozzle, temperature and pressure instrumentation, and steam medium piping. The
transparent Perspex pipe (72 inch long and 2 1

4 inch OD; L/D~36) resembles Datta’s [7] test
section (stainless steel pipe having L/D~30) and has K-type thermocouples (M8, probe
length = 1 inch, ~0.5 K accuracy) and four pressure transmitters (0.2% FS accuracy) installed
on it; all instruments were duly calibrated, captured by high-speed camera, and recorded
by a DAQ system (Pangu Automation System Co., Ltd., VX8124R, Hangzhou, China). The
saturated steam was injected horizontally as a stable sonic jet in the Perspex pipe via a
nozzle. Steam plume shapes were captured for horizontal steam injection against a water
degree of subcooling at different steam injection pressures.

Figure 1. Schematic representation of DCC setup.

Table 1. Particulars of Operating Conditions.

Parameters Values

Steam Injection Pressure 1–2 bar

Water Temperature (Degree of Subcooling) 60–70 ◦C

Inlet Diameter of Nozzle 1
2 inch

Exit Diameter of Nozzle 3 mm

3. Results and Discussion

Different steam plume shapes obtained are captured through a high-speed camera
because the system is highly turbulent and changes the water subcooling degree in a matter
of milliseconds. Elongated steam plumes are obtained for lesser degrees of subcooling, i.e.,
at elevated water temperatures, quite possibly due to decreased condensation capacity at
higher temperatures. At lower to intermediate pressures, the plume becomes inclined at
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an angle and ultimately stabilizes itself at relatively higher pressure values and increased
water temperatures. Three major types of steam plumes have been observed: conical,
elliptical, and divergent, as shown in Figure 2. The formation of conical plumes can be
attributed to higher degrees of subcooling or condensation potential at lower pressure
values immediately at the start of steam injection. However, the conical plumes are con-
verted into elliptical and divergent at increasing pressure values and water temperature as
a consequence of decreasing condensation potential. There is an observable temperature
distribution along the pipe length following the steam injection, as shown in Figure 2,
which shows the readings of thermocouples installed along the length of pipe during
steam injection, at the instant when steam plumes are captured; i.e., the ambient water
temperature rises as steam is added, thereby changing the degree the subcooling of water.
In other words, Figure 3 indicates steam-front propagation within the test section.

Figure 2. Variations in steam plumes with increasing water temperature (plume elongation) at 1.5 bar:
(a) conical plumes; (b) elliptical plumes; (c) divergent plumes; (d) plumes with an inclination angle.

Figure 3. Temperature distribution along pipe length for two operating conditions.

In terms of validation of our setup and results, the temperature distribution obtained
in the DCC-1 experiment (at 2 bar steam pressure and water temperature of 29.97 ◦C) of
Datta et al. [7] is nearly similar to our data (at 2 bar steam pressure, water temperature of
32.79 ◦C). Similarly, no prior experimental work is available to validate the plume study for
horizontal geometries. Considering the novelty of this field, some computational studies
slightly confirm our estimated plume shapes: a recent work [10] utilized CFD simulation
in a vertical pipe under stable sonic jet conditions and reached conclusions, i.e., elongation
of plumes with injection pressure, transition of conical plumes with increasing pressures,
etc., that conform to our findings.
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4. Conclusions

In this experimental investigation, different steam plume shapes have been observed
for saturated steam injected into subcooled water in a circular, horizontal geometry. The de-
pendence of steam plume shapes on the steam injection pressure and degree of subcooling
of water medium has been studied in a circular pipe. Some of the significant conclusions
from the experimental study can be outlined as follows:

• Under these experimental conditions, three different steam plumes have been identi-
fied, i.e., conical, elliptical, and divergent.

• The temperature distributions obtained for two different steam pressure and water
temperature values show decreasing trends along pipe length in a similar fashion.

• The steam ejected from the nozzle can be deflected downwards (or upwards) at an
inclination from the reference nozzle axis due to high turbulence and CIWH occurring.

• Steam plumes elongate and extend as the temperature of subcooled water increases.
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Abstract: Flow separation is a complex phenomenon that occurs in many internal and external flows.
In internal flows, flow separation produces so-called side loads that are undesirable. This study
aims to investigate the effect of the nozzle-pressure ratio on flow structures in a non-axisymmetric
sub-scale two-dimensional (2D) convergent divergent type and in a three-dimensional axisymmetric
nozzle, computationally. State-of-the-art ANSYS CFX software is used for the numerical flow analysis
at two different pressure ratios: 3.0 and 3.4. Computational analysis shows that the flow is dominated
by induced shock-wave boundary-layer separation. The computational results are in good agreement
with the available experimental data. A considerable difference between the flow structure is observed
from 3.0 to 3.4 NPRs.

Keywords: flow separation; over expanded; side loads; supersonic nozzle

1. Introduction

Nozzle-flow separation is a natural gas dynamics phenomenon that occurs in super-
sonic convergent divergent nozzles when they operate below its design nozzle pressure
ratio (NPR), also called operation in over-expanded conditions. Over expanded operating
conditions may occur during startup and throttling processes. It seems in the first instance
that there is an overexpansion of the nozzle’s enhanced thrust efficiency and control mass
flow rate, but the resultant flow separation creates some serious issues for the designing of
over-expanded nozzles [1]. Fluid adjusts itself inside the nozzle to fulfil the exit boundary
conditions (pressure) and forms Mack disks; incident shocks; shock-wave interactions;
shock-wave boundary layer interactions (SWBLIs), and also changes the entire internal
geometry of the nozzle [2]. SWBLIs are the most undesirable phenomenon in nozzle de-
signs. SWBLIs create side loads that not only damage the nozzle, but also place life-limiting
constraints on the nozzle design [3].

Flow separation and its related phenomena are of great interest to researchers. Based
on these phenomena, various analytical, computational, and experimental studies on sub-
scale and full-scale models have been conducted [4]. Early studies reported that flow
separation from the wall occurs due to the fluid’s viscous effect and high pressure gradient
across the flow when the nozzle operates at a low nozzle-pressure ratio (NPR) and with
a comparatively large expansion ratio [1]. Later on, it was determined that there are two
types of flow regimes existing in flow separation: one is called FSS (free shock separation),
in which flow is completely detached from the nozzle and never reattached to the wall
boundary. The second is called RSS (restricted shock separation) shown by a recirculatory
bubbles on the nozzle wall where flow is first detached downstream of the nozzle and then
reattached to the wall. In 1970, during the SSME (space shuttle main engine) experiment,
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the largest side-load was produced in the transition of FSS to RSS, while both flow regimes
occurred at different nozzle-pressure ratios [3].

In the present study, the investigation of the flow structure using the geometric
profile of an experimental sub-scale test CD-type nozzle is performed by considering two
computation scenarios, namely, a 2D and 3D axisymmetric simulations. The main objective
is to computationally analyze the flow structure of an over-expanded nozzle at higher
pressure ratios.

2. Methodology

2.1. Geometry and Meshing

The experimental test nozzle employed in the current analysis was a non-axisymmetric;
subscale; two-dimensional CD-type nozzle having a nominal throat area (At = 4.317 in2);
expansion ratio (Ae/At = 1.797); and a constant width of 3.99 in. By keeping in mind
the one-dimensional theory, the nozzle was designed with NPR = 8.78 and exit Mach
number (Me) = 2.07, as presented in Figure 1a. By using the same profile of the geome-
try, computation was performed on the axisymmetric three- and two-dimensional noz-
zles. The geometry, mesh with quadrilateral elements, and domain of a 1D axisymmetric
convergent–divergent nozzle are presented in Figure 1b. Moreover; Figure 2a shows the
3D axisymmetric geometry and Figure 2b shows the 3D axisymmetric mesh.

 

 

(a) (b) 

Figure 1. (a) Geometry of 1D axisymmetric nozzle and (b) 2D geometry, mesh, and domain of an
axisymmetric convergent–divergent nozzle.

  

(a) (b) 

Figure 2. (a) Three-dimensional axisymmetric geometry and (b) 3D axisymmetric mesh.

2.2. Computational Methods

Primarily, governing equations (Equations (1)–(4)) were transformed from the physical
to computational domain by generalizing the method of co-ordinate transformation to
increase the correctness of the numerical technique and implementation of boundary
conditions. Later, the control volume technique was used to discretize these equations.
The 2nd-order upwind scheme was employed to discretized the convective terms in the
equations, whereas 2nd-order flux splitting was employed to drive inviscid fluxes to achieve
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the required up-winding and dissipation in the vicinity of the shock waves. The interface
flux, which depends upon the upstream and downstream of the face, was determined
by the separate terms. Diffusion terms were discretized using central differencing. The
least-square cells technique was implemented to rebuild the variable gradients. A TVD
slope limiter with the integration of the Minmod function was used, which limited the
overshoots/undershoots on the cell faces. To control the numerical stiffness running at
a low Mach number, a block Gauss-Seidel algorithm was solved in a coupled way to
discretize the whole system. For the time derivatives, an advanced form of the 2nd-order
Euler backward scheme, which is an implicit multistage time-stepping scheme, was used
to obtain the physical time. On the other hand, for inner iteration, an implicit pseudo-time
marching scheme was used.

∂ρ/∂t + ∂(ρui )/∂xi = 0; (Equation of Continuity) (1)

∂(ρui)/∂t + ∂
(
ρuiuj )/∂xj= −∂p/xi+∂τij/∂xj; (Momentum Equation) (2)

∂ (ρE)/∂t + ∂ (ui(ρE + p )/∂xi=
→
∇. (αe f f ∂T/∂xi+uj

(
τij

)
; (Energy Equation) (3)

ρ = p/RT; (Gas Law) (4)

In Equations (1)–(4), E represents the total energy (( h − p)/ρ +
(
u2 + ν2)/2)); ρ is the

density (kg/m3); u is the x-component of the velocity; t is the time (s); x is the location in
the x direction; τ is the viscous stress tensor; p is the static pressure (kPa); R is the universal
gas constant (J/kg K); and T is the temperature in kelvin.

2.3. Domain and Boundary Conditions

In this research, numerical analysis was performed on 3D and 2D symmetric condi-
tions. Nozzle topology with the grid is presented in Figures 1 and 2. Downstream and
upper boundaries were located at the heights of 40 and 100 in from the nozzle-throat section.
The size of the domain was free of flow reflection from the boundaries. The NPR (ratio
of total inlet pressure to the back pressure) was oscillated sinusoidally, whereas the back
pressure was maintained at 1.3 kPa.

2.4. Initial and Boundary Conditions

At the boundary entrance of the nozzle, the stagnation temperature and pressure
were considered as the physical boundary conditions and the remaining parameters were
extracted by applying numerical boundary conditions using the Riemann invariant. Fur-
thermore, the x and k values were specified as 61,979.31/s and 1.22 m2/s2 at the inlet
domain, respectively. The outlet boundary conditions were restricted with exit-pressure
boundary conditions. The adiabatic wall and non-slip boundary conditions were employed
at the solid boundaries. The wall pressure achieved from a zero-pressure gradient acted
normally on the nozzle-body surfaces. The inlet temperature of the nozzle was adjusted at
298.15 K.

3. Results and Discussions

Experimental normalized centerline static pressures (p/p0) vs. nondimensionalized
stream-wise locus relative to the throat of the nozzle are presented in Figure 3a,b. The
results are the representations of a classical, experimental CD-type nozzle flow and three-
dimensional axisymmetric CD-type nozzle. For NPRs of 3.4 and 3.0, pressure data points
indicate an internally choked, over-expanded flow producing a frail shock near the nozzle
throat. The shock downstream flow started to recover at an ambient pressure (p/p0 =
1/NPR) in a continuous pulsating fashion in an experimental nozzle. The focused schlieren
flow visualization of the experimental results obtained at NPR = 3.4 are presented in
Figure 4a,b. This represents a frail, oblique, downstream shock at the nozzle throat having
a lambda footprint structure. However, this study at NPRs of 3.0 and 3.4 presented an
oblique shock near the throat and expanding downstream. The pressure adjusted itself
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to an ambient pressure in a pulsating manner. The difference between the present and
experimental works is clear from comparing the shock locations and boundary-layer
separation points. Due to a large surface area compared to the actual experimental nozzle,
the near-wall viscous effects of the flow were the dominant cause of the shock-wave
boundary-layer separation and its interactions with shocks.

 

(a) (b) 

Figure 3. (a) Graphical and (b) visual comparisons between the present study and the schlieren
images of the experimental study at NPR = 3.

  

(a) (b) 

Figure 4. (a) Graphical and (b) visual comparisons between the present study and the schlieren
images of the experimental study at NPR = 3.4.

4. Conclusions

A computational study on an axisymmetric convergent–divergent nozzle was con-
ducted in this research. A shock-induced boundary-layer-separation phenomenon occurred
due to the dominant viscous effects observed in an axisymmetric three-dimensional nozzle
in the design of over-expanded conditions during supersonic flow. A fully detached flow
can clearly be seen in Figures 3 and 4 at NPRs of 3.0 and 3.4, respectively. In the axisym-
metric three-dimensional CD-type nozzle, a flow-separation point occurred in half of the
divergent portion as compared to the non-axisymmetric two-dimensional CD-type nozzle,
because of its tendency for flow separation at supersonic speed due to viscous effects.
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Abstract: Solar stills are generally used to obtain fresh and clean water from saline water sources
using solar energy. This technique is very economical, as only the source of energy is solar energy.
Many factors affect the efficiency of the solar stills, such as altitude, location, wind velocity, thickness,
the inclination angle of the glass, etc. In this paper, mathematical modelling of three different solar
stills with glass inclination angles of 15◦, 30◦, and 45◦ has been carried out to calculate the total
radiation falling on these solar stills in addition to the calculation of the total heat transfer inside of
them. These parameters are further utilized to compute the distilled water output from 10 a.m. to
4 p.m. by considering the location of the Sargodha, Punjab, Pakistan, on the 22nd of June.

Keywords: heat transfer; inclination angle; solar still

1. Introduction

A lot of the solar desalination plants that are operational today have a major drawback
in that they are very costly and utilize a lot of energy [1]. Scientists have predicted that the
demand for water will be 56% more than its supply by 2025 [2]. One of the most reliable
technologies to solve water scarcity issues is water desalination using solar stills [3]. Factors
that affect the yield of solar stills are solar intensity, the temperature of the air and its
velocity, differences in temperature between the glass and water vapor, the water surface
area, water depth, the inlet water temperature, the area of the basin, and the inclination
angle of the glass [4].

Researchers have shown that for solar distillation, the most suitable material for these
covers is glass, as it has higher solar radiation transmittance at different angles [5]. A 4 mm
glass cover thickness is considered the best [6]. A 2 cm water depth is the best for producing
the most distilled water using solar stills [7].

A higher water temperature inside the solar still will result in increased distilled water
output [8]. The productivity of the solar still also depends upon the surface area of the
collector [9]. The inclination angle of the glass surface and the direction of the glass cover
on the still depend on the latitude of the specified location [10].

2. Methodology

The three different angles of inclination being used are 15◦, 30◦, and 45◦. The total
radiation falling on the solar stills is calculated theoretically; then, heat transfer calculations
of the solar still are carried out to find the particular inclination angle on which maximum
yield occurs. The calculations were conducted for a time period of 6 h on 22 June 2021 for
the location of Sargodha city. The following assumptions were made while conducting the
calculations [11]:

In the solar still, there is no leakage of vapors, and there is no heat loss in the basin.
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1. There is a constant water level maintained in the basin.
2. Only filmwise condensation occurs, and it occurs in place of dropwise condensation.

Filmwise condensation is considered because in dropwise condensation, the transfer
rates of heat are more than ten times those of film-type condensation [12]. The design of
the solar stills with the inclination angles of 15◦, 30◦ and 45◦ are given in Figure 1:

 

  

15° solar still 30° solar still 45° solar still 

Figure 1. Solar stills with different inclination angles.

The area of the water surface is 0.403 m2. The depth of the water is kept at 2 cm
or 20 mm for best performance [1]. The thickness of the glass is kept at 4 mm for the
best results [8], and the thickness of the base metal is 6mm. Glass is used for the cover
material [7]. The calculations for total radiation on the solar still and heat transfer are for
the passive single-slope solar still model.

3. Total Radiations Calculations on Solar Still

We can find the radiation (It) available to the solar still as follows:

It = [ Ib Rb + Id

(
1 + cosβ

2

)
+ IPg(

1 − cosβ
2

)] (1)

The amount of solar radiation available above the surface of the Earth (I0) is:

I0 =
12 ∗ 3600

π
Gsc

(
1 + 0033 cos

360n
365

) [
cosφ cos δ (sin ω2 + sin ω1) +

π(ω2 − ω1)
180

(sin φ sin δ)

]
(2)

The incident angle of sun rays for tilted surfaces is θ. It can be computed as:

θ = (sin (φ) cos (β) sin (δ) − cos (φ) cos (γ) sin (β) sin (δ) + cos (φ) cos (ω) cos (β)
cos (δ) + sin (φ) cos (ω) sin cos (γ) cos (δ) + sin (β) sin (ω) sin (γ) cos (δ)) cos −1 (3)

The diffuse fraction is calculated using the model of Orgill and Holland:

For 0 < Kt < 0.35 when Id/I = (1 − (Kt) 0.249) (4)

For 0.35 ≤ Kt ≤ 0.75 when Id/I = (1.577 − (Kt) 1.84) (5)

For 0.75 < Kt ≤ 1 when Id/I = (0.177) (6)

The beam radiation tilt factor (Rb) is given as:

Rb =
Cosθ
Cosθz

(7)

4. Heat Transfer Calculations of the Solar Still

The convective transfer of heat between glass and water (Qcwg) is calculated as follows:

Qcwg = 0.884[
(
Tw − Tg

)
+

Pw − Pg

268e. 3 − Pw
×Tw

(
Tw − Tg

)
] (8)
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The water temperature in the water basin (Tw) and glass temperature is calculated as:

Tw =
f(t)
α

(1 − exp (−αwτw)) exp (−αwτw) (9)

Here, the emittance of glass is kept at 0.05 [13]. The water heat capacity present in
the basin is 4.184 J/K [14]. The absorptivity of the glass is 0.05 [15]. The absorptance of
the base plate is 0.92 [16]. The temperature of the glass (Tg) can be calculated using the
following formulas given below:

Tg =

(
0.022612Tw

2 − 15.76Tw + 2392
)∗Tw∗hw∗Ta∗Ar + Ar(0.048Ta − 9)Ts

(0.022612Tw2 − 15.76∗Tw + 2392)∗hw∗Ta∗Ar + (0.040Ta − 9)
(10)

To calculate the temperature of the base plate (Tb) or water basin, use the given Equation:

Tb =
αbτgτw I(t) + hcblw × Tw + Ub × Ta

hcblw + Ub
(11)

The evaporative mass transfer to the glass cover (mev) from the water surface is
calculated as:

Md= 3600
∫ t2

t1

Mev dt (12)

The solar water desalination unit’s thermal efficiency (η) can be calculated as

η =
qewg

It
(13)

5. Results and Discussion

Solar Still with glass inclination angle of 45◦ gives maximum distilled output as
compared to its counter parts in Sargodha region on 22 June. Its productivity is 12.41%
more than the solar stills with an inclination angle 30◦ and 13.35% more than the solar still
with an inclination angle of 15◦, as shown in Tables 1–3.

Table 1. Time, total radiation, and distillate water for 15◦ solar still.

Time (Hours) Total Radiations It (W/m2) Distillate Water (Liters)

10–11 a.m. 1200.121 0.539977
10–12 p.m. 1199.938 1.197339
12–1 p.m. 1199.994 1.992371
1–2 p.m. 1200.184 2.950399
2–3 p.m. 1200.212 3.320589
3–4 p.m. 1200.043 3.592003

Table 2. Time, total radiation, and distillate water for 30◦ solar still.

Time (hours) Total Radiations It (W/m2) Distillate Water (Liters)

10–11 a.m. 1256.421 0.585175
10–12 p.m. 1256.443 1.305578
12–1 p.m. 1256.436 2.190179
1–2 p.m. 1256.411 3.277347
2–3 p.m. 1256.407 3.630326
3–4 p.m. 1256.431 3.916858

47



Eng. Proc. 2022, 23, 5 4 of 5

Table 3. Time, total radiation, and distillate water for 45◦ solar still.

Time (hours) Total Radiations It (W/m2) Distillate Water (Liters)

10–11 a.m. 1176.705 0.993127
10–12 p.m. 1176.471 1.477627
12–1 p.m. 1176.551 2.303178
1–2 p.m. 1176.776 3.465561
2–3 p.m. 1176.806 3.838896
3–4 p.m. 1176.613 4.606433

6. Conclusions

In this paper, we applied numerical modelling techniques to calculate the distillate
water output of passive solar stills with three different inclination angles, i.e., 15◦, 30◦, and
45◦. The location of Sargodha, Punjab, Pakistan, on 22 June was the considered context.
Results were calculated after every hour of operation from 10 a.m. to 4 p.m. After applying
the mathematical modelling technique, it was shown that solar stills with a 45◦ angle
achieve the maximum amount of distillate, which was 4.606433 L more than the solar
stills with 15◦ and 30◦ inclination angles, which had distillate outputs of 3.592003 L and
3.916858 L, respectively. A proven mathematical technique used to find the distillate water
output of passive solar stills was proposed by Bao Nguyen [17], and we have further
utilized this method to predict the best inclination angle for maximum passive single-slope
solar still productivity.
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Abstract: This study consists of a modern and economic way to recover the heat wasted from the
industrial chimneys which are cooled down by natural sources by using thermal electric generator
heat sinks. A flap with altered heat sink (which is attached at the top of thermo-electric generator) is
used in place of convectional heat sink base. A 3D model is proposed by using AUTODESK Fusion
360 and is solved by using Workbench 2021 R1 ANSYS. The presented setup fully describes the
transfer of heat along the one vertical bar inside the TEGs module which is mounted along the vertical
wall of the Chimney. The impact of Flap dimensions (Height, Depth, and Angle) and conductive
material performance is studied. The flap angles are 45◦, 50◦ and 60◦ and depths of the flap are
28 mm, 30 mm and 33 mm. This altered heat sink accomplishes about 28% enhance in the rate of
cooling of TEGs module. The maximum output power, i.e., 105 mV of the TEGs module is at 60◦

and at 33 mm depth. The results show that remodified heat sink maintains the system simple and
requires less maintenance and also improves the cooling rate of the thermoelectric generator, which
as a result improves its performance and make it reliable.

Keywords: thermoelectric generator; cooling rate; power generation; waste heat; modified

1. Introduction

The operation of the TEG is dependent upon Seebeck effect, which is used to gener-
ate electrical power generation by applying significant temperature difference over the
minimal thickness. Lv et al. [1] suggested different techniques for the finer cooling of the
TEGs. Demir and Dincer proposed shell and tube type heat exchanger for the removal of
exhaust fumes from the exhaust, while fresh air is used to cool the TEGs module. Maxi-
mum production of power from this system is 158 W correlate with the density of power
108.8 W/m2 [2]. Figure 1 shows (a) TEG module domain and its (b) Geometry.

Figure 1. (a) TEG Module Domain (b) Geometry of TEG.

Only limited research has been carried out on the TEG for recovery of dissipated heat
from a smokestack when it subjected to passive cooling. Ansys fluent module is used to
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solve a 3D CFD model described in this paper. The heat is deviated away from the chimney
by employing flaps on the upper side of the heat sink. Flaps are angled at various angles
and have varying depths. The 3D model represents all the features of the temperature
distribution, directional electric field strength, potential difference, and total heat flow rate.
The goal of the study is to recuperate the heat dissipated from the funnel and transfer this
wasted heat into electrical power.

2. Methodology

2.1. Physical Domain

Flap used has a specific inclination angles ‘α’ and specific length ‘Lf’ in respect of the
upright surface of the chimney. Flap contiguity with heat abstraction thickness of base is
0.5 mm and fins of the heat sink is 2 mm. Number of fins mounted on heat sink is 13, with
a height of 30 mm and its thickness is 2 mm, its height from the base of the heat sink is
30.5 mm. The purpose of these modifications in the heat sink is used to increase the heat
transfer and cool the TEG’s module mounted on chimney’s vertical surface [3]. A heat
spreader has a thickness of 75 × 90 × 0.5 mm is mounted between heat sink vertical surface
and wall of chimney. TEG module structure consists of 36 Thermocouples whose positive
leg is made up of Bismuth Telluride (BiTe+) and negative leg is (BiTe−) having leg length
‘Lg’ 1.4 mm. Figure 2 shows the TEG schematic diagram.

 
Figure 2. Schematic diagram of TEG.

2.2. Governing Equations

For solid domain, heat scattering equation is used to govern the rate of heat transfer
across (TEG, spreader, and heat sink) [4]. Following equations help to govern flow of fluid
and heat transfer which surround the heat absorber [5]. Equations (4)–(6), respectively,
represent them [6,7].

∇.(k
→
∇T + |→J |

2
/σ− T

dα
dT

→
J ·

→
∇T) = 0 (1)

∇ · →J = 0 (2)

→
ϕ =

→
J /σ+ α∇T (3)

∇
(
ρ
→
v
)
= 0 (4)

∇
(
ρ
→
v
→
v
)
= −∇P + ρ

→
g (5)

∇
(→

v (ρE + P)
)
= ∇(k∇T) (6)

2.3. Material Properties

Figure 3 shows Material behavior of positive and negative leg. Material used is
Bismuth-Telluride alloy.
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(a) (b) 

Figure 3. (a) Material behavior of positive leg (b) Material behavior of negative leg.

Equations (7)–(9) show the See beck coefficient, electrical conductivity, and thermal
conductivity for both legs [8,9]. Copper (thermal conductivity 385 W/mK) is used. Atmo-
spheric Air is considered as perfect gas [10].

σp = 3.32 × 105 − 1109.77T + 1.06T2 (7)

σn = −8822.79 + 267.66T − 0.73T2 + 6.31 × 10−4T3 (8)

αP = −4.38 × 10−4 + 4.17 × 10−6T − 8.04 × 10−9T2 + 4.36 × 10−12T3 (9)

2.4. Numerical Solving

These governing equations are valid for TEG modules as long material and formation
of design do not change [11]. There are considerations of the buoyancy effect in which
ambient pressure varies linearly with the change of height Equation (14).

qTEG = [W] = −2.648 × 10−4ΔT2 (10)

[W] = −4.81 × 10−13ΔT5+2.16 × 10−10 ΔT4+3.06 × 10−8 ΔT3+1.92 × 10−5 ΔT2

−6.14 × 10−5 ΔT
(11)

VTEG = 7.43 × 10−6 ΔT2+5.29 × 10−13ΔT (12)

ηTEG= 1.79 × 10−7 ΔT2+3.46 × 10−5ΔT (13)

Pamb = 101325[Pa]− ρgH (14)

3. Results and Discussion

3.1. Impact of Flap Depth

Figure 4 displays effect of temperature and voltage on depth of flap. The result shows
that by using conventional heat sink with TEG module has the lowest output power and
has minimum efficiency.

 

(a) (b) 

Figure 4. (a) Impact of Temperature on depth (b) Impact of Voltage on depth.

3.2. By Using Conductive Flap

It is clearly shown from the Figure 5 that as we use flap to enhance the cooling rate of
TEG the output voltage also increases.
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Figure 5. Variation of voltage at different angle.

At 45 degree the max voltage is 57.8 mV which is 39% more than without flap. At
50 degree the max voltage is 72.5 mV which is 20% more than at 45 degrees. At 60-degree
output max voltage is 93.4 mV which is 22% more than that at 50 degrees. Now by
increasing flap depth out max voltage also increases.

3.3. Effect of Flap Angle

From above Figure 6 it can be concluded that on smaller angle, TEG voltage is neg-
ligible. So, it is concluded that as the tilt angle of flap increases, the output power also
enhances. Figure 7 shows variation of voltage on different angled flaps (i.e., 0◦, 30◦, 50◦
and 60◦).

 

(a) (b) 

Figure 6. (a) Effect of voltage on flap angle (b) Effect of temperature on flap angle.

Figure 7. Variation of voltage on different angled flaps.

4. Conclusions

This study presents numerical investigation to effectively recover waste heat from the
industrial sources and produce electricity using thermoelectric generator. The flap angle
and the depth of the flap are varied to find the best configuration. Flap of 45◦, 50◦ having
depth of 30 mm, 30 mm, respectively, and 60◦ having depth of 26 mm, 30 mm and 33 mm
are used. Flap with angle 600 and having depth 33 mm provides maximum cooling rate
28% and produce voltage 105 mV.

Author Contributions: Conceptualization, A.A. and M.A.Z.; methodology, A.A. and N.M.M.; soft-
ware, A.A. and N.M.M.; validation, A.A. and N.M.M.; formal analysis, A.A. and M.A.Z.; investigation,
A.A. and N.M.M.; data curation, M.A.Z.; writing—original draft preparation, A.A.; writing—review
and editing, A.A. and N.M.M.; supervision, A.A.; project administration, A.A. All authors have read
and agreed to the published version of the manuscript.
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3. Yazicioğlu, B.; Yüncü, H. Optimum Fin Spacing of Rectangular Fins on a Vertical Base in Free Convection Heat Transfer. Heat
Mass Transfer 2007, 44, 139. [CrossRef]

4. John Wiley & Sons, Ltd. Thermoelectric Generators. In Thermoelectrics: Design and Materials; John Wiley & Sons, Ltd.: Hoboken,
NJ, USA, 2016; pp. 8–22. ISBN 9781118848944.

5. John Wiley & Sons, Ltd. Modeling of Thermoelectric Generators and Coolers with Heat Sinks. In Thermoelectrics: Design and
Materials; John Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2016; pp. 99–119. ISBN 9781118848944.

6. Hassan, H. Heat Transfer of Cu–Water Nanofluid in an Enclosure with a Heat Sink and Discrete Heat Source. Eur. J. Mech. B
Fluids 2014, 45, 72–83. [CrossRef]

7. Eldesoukey, A.; Hassan, H. 3D Model of Thermoelectric Generator (TEG) Case Study: Effect of Flow Regime on the TEG
Performance. Energy Convers. Manag. 2019, 180, 231–239. [CrossRef]

8. Lin, C.-C.; Ginting, D.; Lydia, R.; Lee, M.H.; Rhyee, J.-S. Thermoelectric Properties and Extremely Low Lattice Thermal
Conductivity in P-Type Bismuth Tellurides by Pb-Doping and PbTe Precipitation. J. Alloys Compd. 2016, 671, 538–544. [CrossRef]

9. Yim, J.-H.; Jung, K.; Yoo, M.-J.; Park, H.-H.; Kim, J.-S.; Park, C. Preparation and Thermoelectric Properties of Quaternary Bismuth
Telluride–Indium Selenide Compound. Curr. Appl. Phys. 2011, 11, S46–S49. [CrossRef]

10. Çengel Yunus, A.; Ghajar, A.J. Heat and Mass Transfer: Fundamentals & Applications, 4th ed.; McGraw-Hill: New York, NY,
USA, 2011.

11. Klaus, H. Jet Engines: Fundamentals of Theory, Design and Operation; The Crowood Press: Marlborough, UK, 2010.

55





Citation: Muzaffar, A.; Tariq, M.H.;

Abbas, A.; Tayyab, M.; Cheema, T.A.

Refrigeration Potential Investigation

of Liquefied Petroleum Gas under

Atmospheric Conditions. Eng. Proc.

2022, 23, 32. https://doi.org/

10.3390/engproc2022023032

Academic Editors: Mahabat Khan, M.

Javed Hyder, Muhammad Irfan and

Manzar Masud

Published: 23 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Refrigeration Potential Investigation of Liquefied Petroleum
Gas under Atmospheric Conditions †

Atif Muzaffar, Muhammad Hasnain Tariq, Ahmad Abbas, Muhammad Tayyab and Taqi Ahmad Cheema *

Faculty of Mechanical Engineering, Ghulam Ishaq Khan Institute of Engineering Sciences and Technology,
Topi 23460, Pakistan
* Correspondence: tacheema@giki.edu.pk
† Presented at the 2nd International Conference on Advances in Mechanical Engineering (ICAME-22), Islamabad,

Pakistan, 25 August 2022.

Abstract: One of the potential refrigerants for refrigeration systems is liquefied petroleum gas (LPG)
that can absorb latent heat from the surrounding and provide cooling, if introduced in liquid state.
The present study determines the cooling effect produced in flowing water in coils after exchanging
heat with liquid LPG, coming from an inverted cylinder. In an insulated box with a copper coil, the
water flow rates were varied while maintaining the amount of surrounding liquid LPG. The results
reveal that the cooling effect is proportional to the rate at which water flows, but the time for liquid
LPG to evaporate decreases. For smallest water flow rates, the temperature differential across the
water inlet and outlet was found to be the largest.

Keywords: liquid LPG; latent; heat of vaporization; copper coil; atmospheric conditions

1. Introduction

Liquefied petroleum gas (LPG) is one of the most widely used fuels in the world, with
applications ranging from heating and cooking, to automotive fuels. In addition to its stated
purpose, LPG is increasingly being considered as a refrigerant, e.g., for cooling. According
to recent studies, LPG has the potential to produce air-conditioning and refrigeration
effects [1,2]. Because LPG has a very low saturation temperature, it absorbs latent heat
from its surroundings, lowering the surrounding temperature. Both Compressed Natural
Gas and LPG produce a prospective cooling effect when evaporated within the vaporizer
units. When stored in a cylinder, LPG has a lower pressure than CNG, namely 0.8–1.0 MPa
for LPG and 20–27 MPa for CNG. The former is easier to handle because it is under less
pressure and in a liquid state [3]. LPG is a possible replacement refrigerant with a low
global warming potential due to restrictions on the refrigerants that are destroying the
ozone layer. Despite being highly combustible, it is widely used. The risk of flammability
has been found to be reduced by the addition of modest amounts of components such as
carbon dioxide [4]. LPG often contains a combination of propane, butane, or isobutene.
Setiyo et al. explored, by simulation, that the composition of LPG affects the cooling impact
created [5].

The current study investigates the cooling effect of LPG by exchanging heat between
water flowing into a copper tube surrounded by LPG. Water flows at different flow rates
in a circular copper tube that is directly in contact with LPG at atmospheric pressure and
is enclosed in an insulated box. The LPG used in the experiment was composed of 65%
propane and 35% butane [2]. The goal of the tests was to see if LPG has the ability to
produce refrigeration in flowing water under normal atmospheric conditions. The LPG is
stored as a liquid in a cylinder under high pressure. It evaporates and absorbs heat from
the environment as it expands. LPG is chosen in liquid form from the cylinder and poured
into an insulated box where heat is exchanged between running water in copper tubes
surrounded by liquid LPG about to evaporate. This evaporation cools the surrounding and
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decreases the temperature. The cooling characteristics of LPG under atmospheric pressure
for various water flow rates were investigated using an experimental setup designed
in house.

2. Materials and Methods

Methodology and Setup Design

The experimental setup schematic is shown in Figure 1, a copper coil surrounded by
liquid LPG was stored in an insulated box to examine the possibility of LPG to create cooling
in flowing water. Water inlet and outlet temperatures were recorded with a waterproof
LM35 sensor, and water flow rate was measured with a flow sensor connected to a computer
through an Arduino Uno.

 
Figure 1. Schematic of Experimental Setup.

The flow of water in the copper coil absorbs the latent heat to evaporate the surrounded
liquid LPG. As a result, the temperature of the water begins to drop. Equation 1 was used
to calculate the rate of heat transfer.

.
Q =

.
mCΔT (1)

where
.

Q is the rate heat transfer,
.

m is the mass flow rate of water, C is the specific heat
constant, and ΔT is the change in temperature of the water.

3. Design of Experiments

A regulating tap was used to control the water flow rate. The trials were carried out
at four different water flow rates: 0.03 kg/s, 0.07 kg/s, 0.12 kg/s, and 0.15 kg/s. The
volume of LPG in the insulated container remained constant, at 125 mL. At atmospheric
circumstances, the copper coil was submerged in a container filled with LPG. Water was
passed through the coil tube, which had an internal diameter of 6 mm. Temperature sensors
were installed at both the intake and the outflow of the copper coil, while a water flow
sensor was installed only at the inlet. For each flow rate, a predetermined volume of LPG
was used. LPG evaporated as heat exchange occurred between running water and the
surrounding liquid LPG. By providing passage over an insulated box, evaporated LPG
vapors were dropped in the water. As the amount of Liquid LPG in the water diminished,
the temperature differential between the input and output reduced, and eventually the
difference disappeared as the liquid LPG evaporated.

4. Results and Discussion

Figure 2a shows that, for a low water flow rate of 0.03 kg/s, the temperature drops by
10 ◦C, and it takes approximately 180 s for 125 mL Liquid LPG to evaporate and the flow
water to return to its initial temperature. It can also be concluded from Figure 2a–d that, as
the flow rate increases, the time to evaporate the same amount of liquid LPG decreases,
and the maximum decrease in water temperature was observed at low water flow rate.
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(a) (b) 

  

(c) (d) 
Figure 2. Water outlet temperature as a function of time for different water flow rates.

Figure 2a–d indicate that, at low flow rates, the temperature of flowing water drops
abruptly and gradually rises as the amount of liquid LPG evaporates, whereas, at higher
flow rates, the temperature gradually decreases and remains nearly constant for a few
seconds.

Figure 3 shows that, as the mass flow rate increases, the heat transfer rate with liquid
LPG also increases. As a result of the increased heat transfer rate, the liquid-surrounded
LPG evaporates faster. For example, at a flow rate of 0.15 kg/s, 125 mL liquid LPG
evaporates in approximately 50 s, while at a flow rate of 0.03 kg/s, liquid LPG evaporates
in approximately 160 s.

Figure 3. Heat transfer rate of water with surrounded liquid LPG at diferent water flow rates.
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Flow rates influence the temperature difference between the inlet and outlet water.
Surrounding liquid LPG must absorb latent heat from flowing water to evaporate. Because
liquid LPG absorbs latent heat from flowing water at relatively low flow rates, it cools faster
than water at relatively high flow rates. Using Equation (1), however, the heat transfer rate
is greater for relatively high water flow rates. As a result, for relatively high flow rates, the
surrounded liquid LPG evaporates in less time.

5. Conclusions

The results of the study demonstrate that liquid LPG can be used to instantly lower
water temperature because liquid LPG has the potential to produce refrigerating effects
under ambient conditions before evaporating. When water was flowing through the coil
at a low rate, the temperature dropped significantly more than when it was flowing at a
high rate, but high flow rates had a higher rate of heat transfer, which caused surrounding
liquid LPG to evaporate more quickly than it did at low flow rates.
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Abstract: Industrial heat exchange applications encounter flow across a bank of tubes in an aligned
or staggered configuration. The former arrangement causes boundary layer separation and wake
formation in the trailing part of the first tube leading to poor heat exchange. Alternatively, the
staggered arrangement is used for heat transfer improvement, accompanied by a rise in the pressure
drop. The present study uses tubes of NACA airfoil cross-sections as an alternative solution. The
pressure drop and heat transfer rates in aligned aero tubes are improved by 36% and 3% more than
in the circular tubes with a staggered arrangement, respectively.

Keywords: aligned tubes; staggered arrangement; heat transfer enhancement; NACA airfoils; pres-
sure drop

1. Introduction

Cross-external flow heat exchangers are most utilized in various industrial applications
such as the generation of steam in a boiler or air cooling in an air conditioner’s coil [1]. The
thermo-fluid performance of these heat exchangers is regularly affected by the vortex’s
formation, boundary layer separation, and wake regions that are downstream of heat
exchanging tubes in the bank. Moreover, the higher wake formations cause significant
damage to the structural stability of the tube arrays inside the bank. Therefore, improving
the overall performance of these heat exchangers is critical for increasing their energy
efficiency and structural stability. El Gharbi et al. [2] studied the circular, cam-shaped, and
ellipsoidal-shaped tubes from the viewpoint of heat transfer characteristics and showed
that the circular-shaped tubes are worse and elliptical tubes are the best. Elmekawy et al. [3]
demonstrated that attaching the splitter plates at downstream ends of tubes reduces the
pressure drop and increases the Nusselt number. Xu et al. [4] and Kim et al. [5] studied
the effects of different fin configurations on the heat transfer rate and pressure drop and
showed that the staggered configuration is better than the aligned configuration. The
previous research motivates the authors to use aero-shaped tubes in the bank for both
arrangements. The present study numerically investigates and compares the thermo-fluid
performance of tube banks with symmetrical NACA Aero foil and circular tubes in an
aligned and staggered arrangement. To the best of the author’s knowledge, there is no
comparison between these tubes in the literature. The results of numerical simulations are
validated by the analytical results. The effect of fluid velocity on the outlet temperature and
pressure drop is investigated for all configurations. The streamline contours are plotted for
wake region visualization. The purpose of the study is to sustain the aligned arrangement
by altering the geometry of the circular tubes instead of going for the staggered one because
of the greater pressure drop.
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2. Mathematical Model for Flow across Banks of Tubes

The design specifications and operating parameters for the flow across banks of tubes
(circular and aero) with aligned and staggered arrangements are given here. Normally, a
fluid flows over the tubes with another fluid flowing inside at a different temperature. These
tube rows are arranged either in an aligned or staggered configuration with an axis normal
to flow. The 2-D geometrical representation of these arrangements is shown in Figure 1.
Both aligned and staggered configurations are characterized by the transverse pitch ST ,
diagonal pitches SD, and longitudinal pitch SL measured between the tube centers. The
maximum thickness of the NACA airfoil or aero tube is equal to the circular tube diameter,
while the transverse and longitudinal pitches are the same for both cases, as shown in
Figure 1. The fluid enters the bank with a certain value of velocity V (range: 6–21 m/s) and
inlet temperature (288 K) and moves over the tubes with a surface temperature Ts (343 K)
and the phenomena of momentum and energy transport take place inside the bank. The
flow conditions inside the bank are dominated by the wake interactions and the boundary
layer separation effects which affect the convection heat transfer. Therefore, the rate of
convection heat transfer q and pressure drop Δp are evaluated here for each configuration.

Figure 1. Tube arrangements in a bank: (a) circular aligned, (b) airfoil aligned, (c) circular staggered,
and (d) airfoil staggered.

During analytical modeling, the following assumptions were made. The air is selected
as a working fluid and uniform velocity is applied at the inlet of each bank. The ther-
mophysical properties of air (ρ = 1.217 kg/m3, cp = 1007 J/kg-K, ν = 14.82 × 106 m2/s,
and k = 0.0253 W/m-K) are assumed to be constant. The fluid flow inside the bank is
two-dimensional, and the heat transfer is steady state.

The Nusselt number (Nu) correlation for the fluid flow across banks of tubes in the
aligned and staggered arrangement is proposed by Zukauskas [6]:

Nu = C2CRemax
mPr0.36

(
Pr
Prs

) 1
4

(1)

where Pr represents the Prandtl number and all properties are determined using the average
inlet and outlet temperatures of fluid [1].

The Reynolds number (Remax) for the aforementioned correlation depends upon the
maximum fluid velocity (Vmax) happening inside the bank and is given by Equations (2)
and (3) as follows [1]:

Remax =
VmaxD

ν
(2)

Vmax =
ST

ST − D
V (3)
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The convection heat transfer coefficient (h) and fluid outlet temperature (To) are
determined using Equations (4) and (5) as follows [1]:

h = Nu
k
D

(4)

To = Ts − (Ts − Ti)exp
(
− πDNh

ρVNTSTcp

)
(5)

where N represents number of tubes in the entire bank and NT is the number of transverse
plane tubes.

Log-mean temperature difference (ΔTlm) and the rate of heat transfer (q′) per unit
length of the tubes are evaluated using Equations (6) and (7) as follows [1]:

ΔTlm =
(Ts − Ti)− (Ts − To)

ln
(

Ts−Ti
Ts−To

) (6)

q′ = N(hπDΔTlm) (7)

The pressure drop (Δp) is computed using the equation as follows:

Δp = NLx
(

ρVmax
2

2

)
f (8)

where NL is the number of longitudinal plane tubes, x is the correction factor, and f is the
friction factor [1].

3. Results and Discussion

Figure 2a shows the variation in the weighted average temperature at the outlet as
a function of the velocity of air. The maximum temperature is observed in the case of
airfoil tubes in a staggered arrangement, and the minimum in the case of circular tubes
in the aligned arrangement. The outlet temperature decreases by increasing the velocity
because the contact time for convection heat transfer decreases inside the bank. Therefore,
momentum diffusivity dominates the thermal diffusivity by increasing the velocity of fluid.

Figure 2. Effect of the fluid inlet velocity on (a) outlet temperature and (b) pressure drop.

Figure 2b depicts the variation in the pressure drop inside the bank as a function of
the velocity of air. The numerical model is validated with the analytical results of circular
tubes in a staggered arrangement. The pressure drop increases by increasing the velocity
because the maximum fluid velocity increases at higher velocities as defined by Equation (8).
The pressure drop is at a maximum in the case of circular tubes arranged in a staggered
arrangement, and at a minimum for aero tubes in the aligned arrangement. Therefore,
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more pumping power is required for the fluid flow across the banks of circular tubes in a
staggered arrangement and minimum in the case of aero tubes in the aligned arrangement.

Figure 3 shows the velocity streamlines across the banks of tubes for all configurations.
The wake regions are at a maximum in the case of aligned circular tubes, and at a minimum
in the case of staggered aero tubes. These boundary layer separation effects and wake
interactions with the fluid flow affect the convection heat transfer inside the bank. Therefore,
the net heat transfer rate is at a maximum in the case of staggered aero tubes and vice versa.

 

Figure 3. Streamlines around (a) circular aligned, (b) airfoil aligned, (c) circular staggered, and
(d) airfoil staggered.

4. Conclusions

In the present study, the numerical results are validated with the analytical results
that show a fair argument between them. The aero tubes reduce the pressure drop and
increase the heat transfer rate inside the bank. The pressure drop in aligned aero tubes is
36% less than the staggering circular tubes at all velocities. Similarly, at lower velocities, the
heat transfer rate is 3% greater in aligned aero tubes than in the staggering circular tubes.
Therefore, at lower velocities, an aligned arrangement with aero tubes is better to use than
going for circular tubes in a staggered arrangement which increases the pressure drop.
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Abstract: A key factor for increasing the life of electronic devices and preventing early failure is the
implementation of thermal management techniques. In thermal management, phase change materials
(PCMs) are generally used. There have been a few studies conducted on PCM stability. Using thermal
cycle tests, PCM (RT 42)-based energy storage systems with and without pin fins were evaluated
for thermal stability. The material used for the pin fins and the heat sink was Aluminum 2024-T851.
During the thermal cycle tests, the PCM-based heat sinks at 10 W had a maximum temperature
difference of 1.088 ◦C. This leads to the PCM-based heat sink being stable during charging and
discharging. According to the results of the thermal cycle tests conducted on the PCM and triangular
pin-fin-based heat sink, the maximum temperature difference between the tests was 0.58 ◦C at 10 W.
Based on the results, the PCM triangular pin-fin heat sink is stable during charging and discharging.

Keywords: thermal cycle tests; thermal stability; phase change material; thermal charging and
discharging

1. Introduction

Sharma et al. [1] evaluated whether urea was conducted, and the thermal cycle
tests showed a change in the latent heat of the fusion and melting point of −21% and
−23.6 ◦C, respectively. It was observed that the urea did not melt after 50 cycles and −21%.
Tauseef-ur-Rehman et al. [2] investigated the operating time behavior of an unfinned heat
sink cavity with PCM. Sodhi et al. [3], depending on the criteria, described that the system
might have advantages over mono PCM systems. Compared to multi-PCMs, a single
PCM system can charge and discharge more efficiently. Thermal optimization using phase
change materials-based systems has been refined to prevent premature equipment mal-
function and maintain equipment reliability by Atouei et al. and Ali [4,5]. PCMs with high
latent heat storage capability, excellent thermal stability, and adequate melting/freezing
temperatures have sparked an interest in thermal control applications such as thermal
management electronic devices, as evidenced by Motahar et al. [6].

2. Experimental Setup

An experimental setup is illustrated in Figure 1, with labels for all of the components
used in the experiment. A PCM (RT-42) was used for the experiment. In recent experimental
research investigations, A. Arshad [7] reported that in the passive thermal management of
portable electronic devices, a heat sink that occupies 9% of the volume fraction is the most
efficient, given as:

ψPCM = [
VPCM

Vs − Vf
] (1)
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In Equation (1), the PCM volume fraction is denoted by ψPCM, the heat-sink volume
by Vs, and the fin volume by Vf. This experiment used 220 mL or 0.22 kg PCM (RT-42) with
a power supply of 10 W.

 

Figure 1. Actual view of the experimental setup.

Thermocouples Position

In that experiment, a K-type thermocouple was used. Figure 2 shows that the four
thermocouples (T1, T2, T3, and T4) were positioned at various heights throughout the cavity.

 

Figure 2. Schematic of thermocouple position. Left, 2D Front View of thermocouples position. Right,
3D Thermocouple Coordinate in Heat Sink.

3. Results and Discussion

3.1. Experimentally Calibration of the Heat Sink

This experiment model is validated with a simple cavity. A comparison of the ex-
perimental results of the heat sink and experimental cases can be found in Figure 3. The
experimental results supported the validity of the current experimental model, indicating
that the current model could be used in future studies.
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Figure 3. Experimental Validation for the heat sink.
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3.2. Analysis of Thermal Stability of PCM-Based Energy Storage System

A temperature versus time diagram is depicted in Figure 4, detailing the charging and
discharging for different thermal cycle tests on PCM-based heat sinks. This experiment
conducted twenty thermal cycling tests to determine the stability. The thermal cycle tests
were stopped because the temperature rarely changed during charging and discharging.
To calculate the results and compare the thermal cycles, 05, 10, 15, and 20 were selected.
Figure 4 shows the comparison of the thermocouple 4 results. After charging for 1.5 h, the
maximum temperature for thermal cycle 20 was 44.821 ◦C, and the minimum temperature
for thermal cycle 05 was 43.733 ◦C; so, there was a maximum temperature difference of
1.088 ◦C, as shown in Table 1, and all of the thermal cycles reached room temperature after
discharging for 3.25 h, as shown in Figure 5.
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Figure 4. Thermal cycle tests analysis of PCM-based energy storage system.

Table 1. After charging, the highest temperature, and the temperature differential for Thermal Cycle
Tests (TCTs).

TCTs FOR PCM-BASED HEAT SINK TCTs FOR PCM & PIN FIN BASED HEAT SINK
MAXIMUM TEMPERATURE MAXIMUM TEMPERATURE

Cycle 5 (C5) Cycle 10 (C10) Cycle 15 (C15) Cycle 20 (C20) Cycle 5 (C5) Cycle 10 (C10) Cycle 15 (C15) Cycle 20 (C20)
43.733 ◦C 44.286 ◦C 44.582 ◦C 44.821 ◦C 39.429 ◦C 38.884 ◦C 39.139 ◦C 38.849 ◦C

DIFFERENCE IN TEMPERATURE DURING TCTs DIFFERENCE IN TEMPERATURE DURING TCTs

C10–C5 0.553 ◦C C5–C10 0.545 ◦C
C15–C5 0.849 ◦C C5–C15 0.29 ◦C
C20–C5 1.088 ◦C C5–C20 0.58 ◦C
C15–C10 0.296 ◦C C15–C10 0.255 ◦C
C20–C10 0.535 ◦C C10–C20 0.035 ◦C
C20–C15 0.239 ◦C C15–C20 0.29 ◦C
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Figure 5. Thermal cycle tests analysis of PCM and triangular pin fin-based energy storage system.
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3.3. Analysis of Thermal Stability of PCM and Triangular Pin Fin-Based Energy Storage System

According to H. M. Ali et al. [8], pin-fins arranged in a triangular configuration are
best suited for heat transfer, whether with or without PCM. This experiment conducted
twenty thermal cycling tests to analyze the stability. The thermal cycle tests were stopped
since the temperature rarely changed during charging and discharging. The thermal cycles,
05, 10, 15, and 20, were selected to calculate and compare the results. A comparison of the
thermocouple 4 results can be seen in Figure 5. After charging for 1.5 h, thermal cycle 05
reached a maximum temperature of 39.429 ◦C, and thermal cycle 20 reached a minimum
temperature of 38.849 ◦C; so, the maximum deviation was 0.58 ◦C, as shown in Table 1, and
all of the thermal cycles reached room temperature after discharging for 6 h, as depicted in
Figure 5.

4. Conclusions

Energy storage systems based on PCMs were stable under the thermal cycle tests, with
a maximum temperature deviation of 1.088 ◦C. Moreover, the PCM and triangular pin-fin
heat sink performed well in the thermal cycle tests, with maximum temperature deviations
of 0.58 ◦C, indicating the stability of the energy storage systems. The experiment’s drawback
was that the discharge took too long to reach room temperature.
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Abstract: Seasonal thermal energy storage is mostly used to make solar energy more consistent. There
are very few research studies available on thermal energy storage mechanisms due to their large size
requirements and high computational power. The current research study aims to compare the similar
single-tube CFD model with simulation results of the original single-tube model using similarity
theory. The temperature field changes before and after the similarity processing of the model are
obtained, and the two are compared, so that the accuracy of the similarity functions’ relationship can
be verified.

Keywords: renewable energy; soil heat storage; similarity theory; temperature field

1. Introduction

American researchers [1,2] proposed the idea to store heat in soil in the 1960s, and
Nordic researchers started work to develop a seasonal heat storage mechanism in the 1980s.
At the beginning of the study [3], long-term soil heat storage was only applied in large-scale
solar central heating systems or district heating systems. Yumrutas et al. [4] studied a solar-
based heating system equipped with a tank containing hot water to analyze the impact
of climatic conditions on the operating system. In 1997, Inalli [5] analyzed and discussed
solar thermal storage systems with soil regenerative subsystems through computational
and modeling simulations. They simulated and predicted soil storage temperatures and
collector plates.

In order to perform a complete analysis, Richard A. Beier et al. [6] developed an
18 m-long sandbox test bench. A thermal response test was conducted to investigate
various thermal parameters. Sakellariou and Ratchawang et al. [7,8] showed that the long-
term storage of solar energy in the heat storage system is relatively more technical and
economical, and its operating efficiency is ideal. Z. Abbas et al. [9,10] performed a research
study to store cold energy using borehole heat exchangers to fulfill seasonal cooling and
heating applications inside domestic and commercial buildings using a similar-scale model.
The major issues in performing the research on thermal energy storage include the large
storage volume for experimental setup, high computing power, and accuracy of obtained
results. Thus, current research work aims to implement the concept of similarity theory
to develop a similar-scale model of a soil heat storage mechanism. After establishing an
actual-size soil heat storage model and a similar-size model of a single tube, simulations are
performed using Ansys Fluent. The temperature field changes before and after the similar
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processing of the model are obtained, and the two are compared so that the correctness of
the similarity function relationship can be verified. The proposed research work aims to
establish an accurate relationship between the actual-size model and the similar-size model
based on the similar function relationship.

2. Research Methodology

2.1. CFD Foundation

Methods for studying flow problems generally include traditional experimental mea-
surement methods, theoretical analysis methods, and CFD numerical simulation methods.
The above three methods can be regarded as a complete set of research method systems. The
results obtained by the experimental test method are the basis for the other two methods.
However, the construction and measurement of experimental systems are often limited
by various practical operations. In the current research study, AnsysFluent simulation
software is used to import the fluid flow file. Firstly, single-tube models of actual size
and similar size are established. Then, the two single-tube models are used to simulate
simple working conditions, and the obtained temperature field distribution is completely
consistent, which verifies the correctness of the derived similar function relationship.

2.2. Establishment of a Single-Tube Model

The parameters of the actual-size model and similar-scale-based model are given in
Table 1. This paper determines the similar-scale factor as 20 [10]. The surface boundary
is set to a constant temperature boundary, and the hourly temperature change data are
imported through a user-defined function (UDF).

Table 1. Parameter settings in single-tube model.

Model Parameter Unit Actual Size Similar Size

Storage length m 20 1
Storage width m 8 0.4

Buried tube length m 16 0.8
Inlet water temperature ◦C 40 40

Inlet flow rate m/s 0.5 10
Radial far boundary - 18 18

Surface boundary - air temperature air temperature
Step size S 10 10

Step count - 25,920 65
Total length h 72 0.18

3. Results

Solving Single-Tube Model

The similar-size model and actual model are solved according to the above model size
design and operation parameter settings. After the solution, of the obtained results of both
models are analyzed from the temperature field distribution and the temperature curve
distribution. The cloud map of the temperature field distribution is shown in Figure 1.
It can be seen from the temperature field distribution diagram that although the calculated
number of steps and duration are different for the two models, the obtained temperature
field distribution is basically the same. In order to more clearly compare the temperature
fields of the two models, this paper takes a line at the depth of the middle of the model,
which is located in the middle of the model and runs horizontally through the model. The
temperature data on the line are taken out, and the temperature distribution curve can be
drawn, as shown in Figure 2.
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(a) (b) 

Figure 1. Comparison of temperature field distribution (a,b) in single-tube model.

Figure 2. Comparison of temperature curve distribution in single-tube model.

In Figure 2, the horizontal axis at the top represents the position coordinates in the
similar-scale model, and the corresponding red dotted line is the temperature distribution;
the horizontal axis at the bottom shows the position coordinates in the actual-size model,
the corresponding black dotted line is the temperature distribution in the actual-size model.
It can be seen from the figure that although the two models are different in spatial scale and
the calculated steps and duration are different, the soil temperature distribution calculated
by the two models is the same, which fully proves the accuracy of the proposed data.

4. Conclusions

In this research work, the CFD traditional model and similar model of a soil thermal
storage system are established for a single tube, and the analysis and verification are carried
out step by step. The specific content and conclusions are: Firstly, single-tube models of
actual size and similar size are established. Then, the two single-tube models are used
to simulate simple working conditions, and the obtained temperature field distribution
is completely consistent, which verifies the correctness of the derived similar function
relationship. It can be considered that the proposed modeling method can be implemented
for a tube group model using complex conditions, and can save a large amount of required
computational power.
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Abstract: In the present study, a numerical analysis has been conducted to investigate the hydro-
dynamic and thermal energy transfer capacity of a vortex formed under the effect of gravity. For
this purpose, the study uses a gravitational water vortex heat exchanger (GWVHE), which includes
baffles around a cylindrical basin in which a water vortex is formed under the effect of gravity. The
results have been examined for different inlet boundary conditions based on flow and temperature
to determine the strength of vortex formation and comparative energy transfer rate for both fluid
domains. A strong vortex is formed in the basin at a height to diameter ratio between 0.41 and 0.54
with a minimum inlet mass flow rate of 0.005 kg/s, which effectively increases the energy exchange
potential due to the centrifugal effect. The reasonable energy agreement has been obtained for the
minimum flow rates of both fluid domains; however, the thermal energy losses are increased with
the increase in the inlet mass rate of the hot domain, due to the reduction in the time of contact. The
existence of an acceptable energy balance and strong vortex formation at a minimum flow rate sparks
the need for a new configuration to enhance the thermal performance of GWVHE.

Keywords: strong vortex formation; basin with baffles; energy balance; heat transfer rate; gravita-
tional water vortex heat exchangers

1. Introduction

Heat exchangers (HEs) are the devices that are used in the heat transfer process
without physically mixing the fluid streams. The classification of HEs is usually based on
the flow arrangement or the design configuration. Parallel flow, counter flow, and cross
flow HEs are the examples of flow arrangement-based HEs, whereas compact types, shell
and tube HEs are classified according to their design configuration [1]. The direction of two
fluid streams and the structural configuration of HEs are very important features when
improving the heat exchange process. Active and passive approaches are used to reduce
the thermal losses, as well as to improve the heat transfer performance in various thermal
systems [2].

Another important flow configuration in HEs is a vortex flow. The fluid circulates
around a central axis in a vortex flow, forming either a forced vortex or a free vortex. The
free vortex is generated naturally, whereas the forced vortex is formed because of solid
body rotation. The free vortex can be artificially created if a viscous fluid flows through
a hole at the bottom of a tank under the force of gravity [3,4]. The present study at first
determines the strength of a strong vortex under the effect of gravity called a gravitational
vortex and then investigates its thermal energy exchange capacity using a GWVHE [5]. A
new design of GVHE with baffles on the outer side of the cylinder and a height to diameter
ratio of 0.54 has been employed to numerically investigate the energy balance by varying
the inlet conditions.
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2. Mathematical Modeling and Governing Equation

The 3D computational model of GWVHE used in the present study is shown in
Figure 1. The height and diameter of the basin are 380 mm and 700 mm, respectively.
There are two fluid domains separated by a solid domain. In both fluid domains, the
fluid is water. The outer cylinder with baffles contains hot water, while the central basin
cylinder has cold water. The solid domain is assumed to be made of steel. To effectively
induce the gravitational effect, the top interface of the basin cylinder remains open to
the atmosphere. Steady state heat transfer analysis of the GWVHE is performed using
COMSOL-Multiphysics (V 6.0) and a user control mesh is applied on each domain to
discretize the geometric model.

Figure 1. The 3D computational model of GWVHE.

2.1. Fluid Flow Modeling

A high Reynolds number fluid is required for the vortex formation and this is why a
turbulent flow is considered in both domains. For the investigation of fluid characteristics,
the turbulent k-ε model is applied on both fluid domains, along with conservation equations
related to mass and momentum. The governing equations for the turbulent k-ε model are
given as follows [2]:
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The values for the constants are taken as σk = 1.0, σε = 1.3, Cε1 = 1.44, Cε2 = 1.92 and
Cμ = 0.09.

2.2. Heat Transfer Modeling

The energy equations for fluid and solid domains are given as the following equations,
respectively [2].
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where Tf, kf, and Cpf denote the temperature, thermal conductivity, and specific heat,
respectively.

3. Results and Discussion

Figure 2a–d show the velocity distributions in the form of contours that make the air
core at the mid-section from top to bottom, indicating the formation of a strong vortex.
The strong vortex formation in the basin is achieved at all inlet mass flow rates of the cold
domain from 0.005 to 0.5 kg/s and also the ratio of height to diameter is calculated, ranging
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from 0.41 to 0.54 for the strong vortex formation. The strength of the gravitational vortex
enhances the heat transfer effect due to the centrifugal phenomena.

Figure 2. Formation of velocity vortex air core in the center of basin at
·

mh = 2.29 kg/s,
(a)

·
mc = 0.005 kg/s, (b)

·
mc = 0.01 kg/s, (c)

·
mc = 0.05 kg/s, (d)

·
mc = 0.5 kg/s.

Figure 3a–d show the temperature distributions of the cold fluid domain at constant
inlet mass flow of the hot domain, which represent the temperature gradient at the mid-
section of the basin. It is observed from the simulation analysis that the highest temperature
gradient is obtained at the lowest inlet mass flow rate of 0.005 kg/s. This shows that the
time of contact between both fluids is very important to exchange energy.

Figure 3. Temperature gradient in the center of basin at
·

mh = 2.29 kg/s, (a)
·

mc = 0.005 kg/s,
(b)

·
mc = 0.01 kg/s, (c)

·
mc = 0.05 kg/s, (d)

·
mc = 0.5 kg/s.

Figure 4a,b show the energy balance comparison of both fluid streams with
(0.005 kg/s to 0.5 kg/s) the inlet mass flow rate of the cold domain. However, the in-
let mass flow of the hot domain varies from 0.002 kg/s to 2.29 kg/s. It can be observed that
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at the smaller flow rates of both domains, the thermal losses are less but as the hot side
inlet mass flow rate increases, the energy losses to the environment are increased.

 
(a) (b) 

Figure 4. Energy balance comparision with different mass flow rates.

Therefore, the hot inlet mass flow rate is critical to investigate the rate of heat transfer.
For the energy balance calculation, the general relationship for heat transfer rate is used for
both domains.

4. Conclusions

In the present study, a simulation analysis has been performed for the investigation of
GWVHE with vortex flow-based configuration. Different flow and temperature conditions
are analyzed, and the computational results reveal that the purposeful configuration can be
used to enhance the thermal performance of GWVHE, due to strong vortex formation at
the minimum mass flow rate.
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Abstract: The temperature gradient of the top and bottom layers of sea water can be employed for
power generation through ocean thermal energy conversion cycles (OTEC). In this thermodynamic
study, an organic Rankine cycle is used to convert the ocean thermal energy of the Arabian sea
into useful electrical power. A comparative investigation is carried out between R152a and R1234yf
working fluids. Sensitivity analysis is performed at varying condenser saturation temperatures and
evaporator saturation temperatures. For the R152a OTEC cycle, 2.8% thermal efficiency, 47.9% exergy
efficiency and 9064 W turbine work are obtained at the optimum point. Similarly, for the R1234yf
working fluid in the OTEC cycle, 2.8% thermal efficiency, 46.9% exergy efficiency and 4818 W turbine
work are obtained at the optimum point.

Keywords: ocean thermal energy; organic Rankine cycle; Carnot efficiency; exergy efficiency

1. Introduction

Due to incremental global electric power demand and modern international climatic
stipulations, renewable energy resources such as ocean thermal energy conversion cycles
(OTEC) are gaining high interest [1]. OTEC cycles exploit the temperature gradient of the
top and bottom layers of sea water for power generation. Since temperature gradients of
the top and bottom layers of tropical oceans usually range from 22 ◦C to 26 ◦C [2], the
highest theoretical efficiency achievable from a Carnot cycle working on these temperature
gradients is approximately 5–6%.

Recently, some thermodynamic investigations on OTEC systems were conducted
using an organic Rankine cycle. J.I. Yoon et al introduced a highly efficient OTEC system
equipped with a motive pump and liquid-vapor ejector using R152a as a working fluid.
A comparative performance analysis is performed between the modified OTEC and basic
OTEC systems. Results shows that the modified OTEC cycle produced higher power
output than the basic OTEC cycle. Furthermore, the modified OTEC system at optimized
operating conditions yields 38% gain in cycle efficiency as compared to the basic OTEC
system [3]. For improved efficiency and performance, an organic Rankine cycle (ORC)
for OTEC system working with R717 was also investigated in [1,4]. Bernardoni et al. [1]
numerically evaluated an OTEC system for power generation using R717 working fluid.
The system efficiency of OTEC was 2.2% at warm sea water temperature of 28 ◦C and
cold sea water temperature of 4 ◦C. Nevertheless, a small temperature gradient between
surface (warm) and cold sea water results in a limited amount of power production from
the OTEC system. Therefore, in addition to modifying cycle configuration, which possibly
leads to larger investment costs, another useful approach is to utilize new organic fluids or
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a mixture of organic fluids with good environmental properties as working fluids in a basic
OTEC cycle with the aim to enhance turbine power, first law and second law efficiency.

In this study, thermodynamic performance of OTEC systems operating with R152a and
R1234yf working fluids are analyzed for Arabian Sea environmental conditions. The aim
is to study the effect of properties of two different working fluids on the thermodynamic
performance of an OTEC system. Sensitivity analysis is performed at varying condenser
saturation temperatures and evaporator saturation temperatures for both working fluids.
Performance indicators considered for this parametric study are, thermal efficiency, exergy
efficiency, turbine work and overall heat transfer coefficient time area (UA) of the evaporator
and condenser. Performances of both OTEC cycles are compared at optimum points and
the best performing working fluid is suggested for power generation.

2. Thermodynamic Model and Calculation Method

This study explored the energetic and exergetic performance of closed loop organic
Rankine cycles powered by R152a and R1234yf working fluids for an OTEC system. These
pure working fluids are selected on the basis of high vaporization capacity and favorable
environmental attributes (Table 1). The Peng-Robinson equation (PR-EOS) of state is used
in this parametric study to compute thermo-physical properties of both working fluids. In
this study, all thermal calculations by employing PR-EOS are carried out in Aspen Plus V10
simulation tool.

Table 1. Properties of water in Arabian sea [5], and important thermodynamic and environmental
properties of selected working fluids.

Properties Value Properties R152a R1234yf

Surface Sea water temperature 28 ◦C Latent heat of Vaporization,
kJ/kg (at −10 ◦C) 307 163

Surface Sea water pressure 1.01 bar GWP (IPCC AR4) 124 4
Depth Sea water temperature 10 ◦C Self-ignition temperature (◦C) 454 405

Depth Sea water pressure 50.66 bar ODP 0 0
Depth of Sea water 500 m ASHRAE safety class A2 A2L

Mass flow rate of sea water 200 Kg/s

As a preliminary study, design point analysis is carried out using average temperature
and pressure data from the Arabian sea [5] as the heat source and heat sink data (reported
in Table 1). The closed loop simple cycle configuration of the ORC is considered for power
production, which is presented in Figure 1a.

A thermodynamic model and simulation of an organic Rankine cycle are performed
in Aspen Plus V10 process simulation software. For sensitivity analysis, the saturation
temperature of an evaporator is varied between 17–24 ◦C and condensation temperature in
a condenser is varied within 12–16 ◦C. Performance parameters studied are: pump work,
turbine work, heat exchangers duties, UA, enthalpy and entropy generations in each cycle
component, 1st law and second law thermodynamic cycle efficiency of the cycle. At last, an
optimum performance point is decided for both OTEC cycles based on maximum exergy
efficiency and turbine work and minimum UA values. A T-s diagram of R152a OTEC cycle
at optimum performance point is presented in Figure 1b. The value of UA is calculated for
both heat exchangers (evaporator and condenser) based on the LMTD and net heat duties.

80



Eng. Proc. 2022, 23, 24 3 of 5

Figure 1. (a) Closed loop OTEC architecture along with (b) T-s diagram of R152a OTEC system.

Performance Parameters

The mathematical expression of first law efficiency (energy efficiency) and second
law efficiency (exergy efficiency) of an organic Rankine cycle operating between warm sea
water temperatures and cold sea water temperatures are defined as shown below

ηI = [Turbine power − Pump power]/Evaporator heat duty (1)

ηI I = ηI/ηcarnot (2)

Losses in cycle efficiency (ηloss) can be evaluated using entropy generation in each
cycle component and dead state temperature (T0), which is assumed to be equal to deep sea
water temperature, i.e., 10 ◦C. Power input from warm sea water is the required thermal
input of the ORC cycle and it is equal to the heat duty of the evaporator.

ηloss =
T0∑N

i=1

.
SG

Evaporator heat duty
(3)

The definitions of overall heat transfer coefficient times area of heat exchanger (UA)
and log mean temperature difference (LMTD) are expressed below,

UA = Heat exchanger day/LMTD (4)

LMTD =
ΔThot,side − ΔTcold,side

ln(ΔThot,side/ΔTcold,side)
(5)

3. Results and Discussion

The variation of turbine power and total UA (UAevaporator + UAcondenser) with respect
to variation in evaporator saturation temperature (Tevap) and condenser saturation tem-
perature (Tcond) is demonstrated in Figure 2a,b, respectively. The increase in saturation
temperature in the evaporator increases turbine inlet temperature and also turbine inlet
pressure, which results in larger expansion in the turbine and larger turbine power. Simi-
larly, by keeping the saturation temperature of the evaporator constant at 23 ◦C, the rise in
condenser saturation temperature or the turbine outlet temperature leads to reduction in
temperature ratio (T3/T4) across the turbine and reduction in turbine outlet pressure, and,
consequently, a reduction in power output is observed, as evident from Figure 2b.
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(a) (b) 

Figure 2. (a) Variation of evaporator temperature and (b) Condenser temperature on turbine power
and total UA of organic Rankine cycle operating with R152a and R1234yf working fluids.

In summary, higher evaporator saturation temperature (Tevap) and lower condenser
saturation temperature (Tcond) results in larger power output from the turbine. Moreover, a
turbine operating with R152a working fluid produced more power output compared to
R1234yf working fluid at all values of evaporator saturation temperature and condenser
saturation temperature. For a Tevap of 23 ◦C and Tcond of 12 ◦C, power output from R152a is
9063 W and for R1234yf, it is 4818 W. Total UA in the case of R1234yf working fluid is lower
than in the case of R152a working fluid, owing to lower heat duty of the evaporator and
condenser for R1234yf. For a fixed value of Tevap, the rise in Tcond brings about an increase
in MITA and LMTD of the condenser, which reduces total UA.

4. Conclusions

The study explores the thermodynamic performance of organic Rankine cycles op-
erating with R152a and R1234yf working fluid for ocean thermal energy conversion. For
both working fluids, the power output increases with a rise in evaporator temperature and
a reduction in condenser temperature. Secondly, the power output in the case of R152a
working fluid is higher than R1234yf working fluid but the value of total UA (indicator for
size of condenser and evaporator) is comparatively higher in the case of R152a working
fluid. The maximum first law efficiency and second law efficiency obtained for R152a
working fluid are 2.8% and 47.9%, respectively.
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Abstract: Stirling engines are a type of reciprocating external combustion engine that uses one or
more pistons to perform useful work with the help of some external heat. The Fluidyne design, also
known as the liquid piston Stirling engine, uses liquid as pistons contained in a cylinder that entraps a
working gas. Stirling engines are low efficiency engines that can utilize waste and low-grade thermal
energy to pump water or do work at a small scale. Excellent opportunities to address difficulties with
energy security, water dissipation, and greenhouse gas emissions are provided by the employment
of these low-grade waste heat recovery techniques. This research will cover effects of changing
water levels and using a mixture of different working liquids of low heat of vaporization on engine
performance. Temperature, pressure, amplitude of oscillation variation with time and pumping
volume were determined with Vernier sensors and tracking software. This study confirms correlation
between working liquid volume and heat of vaporization on engine performance.

Keywords: Stirling engine; pumping; sustainability; low-grade heat; Fluidyne engine; external
combustion engine

1. Introduction

The liquid piston heat engine offers unparalleled potential to both renewable and
waste-heat recovering methods because of its low manufacturing and operational costs [1].
The flexible geometry of the engine holds a fluid and a gas in place [2]. The components are
inexpensive and simple to manufacture [3]. Stirling engines operate on a Stirling cycle [4,5].
The manufacturing costs of a liquid piston Stirling engine are extremely low. However, the
full potential of such a simple energy conversion device is still underexplored considering
that it could be used in areas with limited maintenance and availability of materials [6]. A
better understanding of the engine’s performance parameters is provided by this research.
These are affected by fluid vaporization and volume of working liquid [3,7]. Additionally
the pumping volume for each case has been measured.

2. Design

Fluidyne is divided into 4 segments which are labelled in Figure 1 with the testing
apparatus shown in Figure 2. The dimensions of the model are given in Figure 3 [8]. The
hot end is made of copper, the cold end with clear PVC (Polyvinyl chloride) tube and the
regenerator with polyethylene foam with a pumping line attached at the hot end. Heat is
supplied via a hot air gun with a 2000 W rating. Vernier temperature and pressure sensors
are used for measuring values of air at cold end [9].

Eng. Proc. 2022, 23, 34. https://doi.org/10.3390/engproc2022023034 https://www.mdpi.com/journal/engproc
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Figure 1. CAD model with segments.

 

Figure 2. Testing apparatus.

Figure 3. Dimensions of segments.

3. Results and Analysis

The effect of changing working liquid volume and liquid column vaporization on
engine performance was analyzed. For heat input, a heat gun was utilized with a rated
power of 2000 W. The amplitude of oscillation of the liquid, which is the displacement
covered by the liquid from its initial to its final position in the tuning column, are measured
using tracker software.

3.1. Effect of Working Liquid Volume (Water Is Used Only)

In order to analyze how an engine’s working liquid volume affects performance, tests
were carried out with volume of the working liquid (water) varied as 100 mL and 80 mL.
The effects of the varied volumes were studied with respect to oscillations amplitude and
stability, pressure and temperature variations in the cold end, and the pumping power at
that volume was found. Vernier temperature and pressure sensors were used to record
these values, which are illustrated in Figures 4 and 5.
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Figure 4. Temperature vs. time curve.

 

Figure 5. Pressure vs. time curve.

The oscillations produced in the tuning column were analyzed for both volumes using
tracker 6.0.10 software, and the variation of amplitude with time is illustrated in Figures 6 and 7.

 

Figure 6. 80 mL volume.
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Figure 7. 100 mL volume.

To determine the pumping rate, we added a water reservoir under the pumping line,
and a test tube of 20 mL capacity was connected to the upper part of the pumping line. The
time required to fill the test tube was measured with a stopwatch. The time was measured
from the instance the oscillations became prominent and stable summarized in Table 1.

Table 1. Pumping data for different working fluid volume cases.

Liquid Volumes (mL) Pumped Volume (mL) Time (s)

100 20 22

80 8 25

The analyzation of the graphs showed that the temperature variations for the cold
end remained similar in both 80 mL and 100 mL working fluid volumes. This is strongly
justified and implied by the constant heat input to the hot end in the system. The pressure
variations for the 100 mL volume case lye in the range 108–114 kPa while for the 80 mL
volume case the variation majorly existed between 102–107 kPa. This implies that although
the pressure varied by equal values in the cold end, the magnitude of the pressure trend
in the cold end for the 100 mL case was more than that for the 80 mL case. This is also
reflected and supported by the pumping data regarding both cases.

Frequencies of oscillations for both cases were similar; however, for the case of 100 mL,
the amplitudes were higher with respect to the 80 mL oscillations. The frequency of the
oscillations remained a factor of engine geometry and heat input.

For a lower volume of water engine, the starting time was less than that for a higher
volume of water; hence, for a lower temperature differential, the amount of working gas
should be higher compared to that of working liquid. A similar outcome was proven by
Mahdy [10].

3.2. Effects of Liquid Column Vaporization

The next part of the research is to notice the effects on engine performance by the
vaporization of liquid. For this purpose, an alcohol that is Ethylene Glycol is used to
achieve variations of vapor pressure to know the relationship between fluid vaporization
and engine performance. Vapor pressure was determined using Raoult’s law after the
fluids were mixed volumetrically, as illustrated in Tables 2 and 3.

Psolution = Xsolvent·Psolvent (1)

XA =
nA

nA + nB
(2)
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Table 2. Heat of vaporization (kJ/mol) and vapor pressure.

Liquid Heat of Vaporization Vapor Pressure (100 ◦C)

Water 40.66 87,726

Ethylene Glycol 65.60 2466

Table 3. Calculated vapor pressure.

Mixtures Ratio Vapor Pressure

Glycol, Water 20–80 70,180

Glycol, Water 40–40 43,863

Glycol, Water 50–10 14,621

Temperature and pressure values were recorded for three mixtures (100 mL, 80 mL
and 60 mL) at cold end, as illustrated in Figures 8 and 9.

 

Figure 8. Temperature vs. time Graph for glycol mixtures.

 
Figure 9. Pressure vs. time Graph for glycol mixtures.
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The oscillations in the tuning column were also analyzed using tacker software for
all the concentrations for the sake of comparison of oscillations under different operating
conditions, as shown in Figures 10–12.

 

Figure 10. 100 mL mixture.

 

Figure 11. 80 mL mixture.

 

Figure 12. 60 mL mixture.
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In all the cases, the source of heat input and conditions were kept the same, and
experimental results show that although the range of pressure variation is the same, higher
pressures are achieved with greater concentration of water than ethylene glycol. The tem-
perature plots do not show a recognizable or definite trend, possibly because the heat input
is maintained constant. The analysis of amplitude vs. time graphs from video tracker mod-
elling and analysis software show that when the liquid columns are occupied with greater
concentration of liquid, with higher heat of vaporization, the oscillations are somewhat
more stable but with a much smaller amplitude. Compared to the mixtures with greater
concentration of water in liquid columns, the graphs show that for a given hot column
temperature, the rate of energy conversion into vaporization is higher for liquids having
relatively low enthalpies of vaporization, which results in a larger oscillation amplitude. It
was found that the engine’s operating frequency was reliant on geometry but unaffected
by input energy back when the working liquid was just water. The research indicated that
there is some dependence of the engine’s operating frequency on the composition of glycol
mixtures. Similar research was conducted by Newlan, and the results were consistent with
previous studies

4. Conclusions

There is a strong correlation between engine output power and a high vapor pressure
of the engine working fluid, suggesting that at a constant heat input, as the concentration of
the lower heat of vaporization liquids rises, more energy may be transferred to mechanical
work. This is in line with the results of Oyewunmi’s research.
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Abstract: Phase change materials (PCMs) store or release heat during their phase transition. Their
low thermal conductivity affects the performance of the latent heat energy storage system. This
study aimed to investigate the thermal conductivity of PCMs by mixing surfactants. Surfactants with
varying weights of sodium stearate (SS), gum arabic (GA), and sodium stearoyl lactylate (SSL) were
mixed with paraffin wax. The charging and discharging rate of pure paraffin wax was compared
to surfactant-mixed paraffin wax. Pure paraffin wax peaked at 66.76 ◦C. SSL’s highest temperature
was 68.3 ◦C at the critical micelle concentration (CMC) (the concentration of surfactants above which
micelles form) and 69 ◦C above the CMC. GA reached 70 ◦C at the CMC and 71 ◦C above the CMC.
Sodium stearate (SS) reached 72.12 ◦C at the CMC and 73.8 ◦C above the CMC. The melting time
test revealed that a reduced melting time resulted in the higher heat conductivity of paraffin. When
compared to the melting times of pure paraffin, those of composite PCM containing SSL (>CMC), GA
(>CMC), and SS (>CMC) decreased by 6.12%, 14.28%, and 22.44%, respectively. The results show
that a concentration above the critical micelle concentration of sodium stearate leads to the best
results compared to other samples. Surfactants form micelle, which acted as the conducting medium
inside the paraffin wax. Thus, paraffin wax’s thermal conductivity was boosted, and the study’s goal
was met.

Keywords: PCM; paraffin wax; thermal conductivity; surfactants

1. Introduction

Energy is a human need that is decreasing. Energy storage balances supply and
demand. It is possible to store energy in a thermal storage system. The ability to store heat
reduces the amount of energy required. Phase change materials (PCMs) can store thermal
energy at a constant temperature throughout phase shift, making them excellent for solar
energy storage, heating, and cooling. However, they have limited thermal conductivity,
restricting their practical use in storage systems.

Different strategies are used to improve the phase change material’s thermal conduc-
tivity. High-thermal-conductivity fillers improve a PCM’s thermal conductivity. Metal
particles, carbon fibers, extended graphite (EG), and nanoparticles improve PCM thermal
conductivity but have downsides.

L. Xia et al. [1] made composite phase change materials with EG. The researchers found
that EG networks became more compact as their mass fraction increased. In composite
PCMs, increasing the EG content to 10% boosted thermal conductivity tenfold over pure
paraffin. EG has a negative effect on a PCM’s latent heat, which lowers as the EG fraction
increases.

Areeg Shama et al. [2] enhanced paraffin wax’s thermal properties by adding CuO
nanoparticles in varying amounts. Their experiments showed that 1% paraffin wax/CuO
is optimal. Composite PCM slows paraffin melting by 22.22 per cent.
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Hadi Fauzi et al. [3] added surfactants to eutectic PCMs. Sodium myristate, sodium
palmitate, and sodium stearate at 0, 5, 10, 15, and 20% formed PCM eutectic mixes. Sur-
factant additions affected the eutectic mixtures’ thermal properties and conductivity. The
increased latent heat of fusion and thermal conductivity can be achieved by adding 5 per-
cent SM, 5 percent SP, and 5 percent SS to an MA/PA eutectic mixture.

These methods had issues with nanoparticle segregation, leakage, and stability, as
well as the poor dispersion of nanoparticles. In this study, we employed surfactants as
nanoparticles. Surfactants improve the heat conductivity of paraffin wax because they form
micelles at concentrations above the critical micelle concentration.

2. Materials and Methods

Three surfactants, sodium stearate (SS), gum arabic (GA), and sodium stearoyl lactylate
(SSL), were chosen as nanoparticles. Six samples were generated by mixing three surfactant
particles at and above the critical micelle concentration (CMC) with paraffin wax.

Sample Preparation

We placed 100 g of paraffin wax in a 250 mL glass beaker and heated at 75 ◦C as shown
in Figure 1. Molten paraffin wax was mixed with surfactants at or above the critical micelle
concentration. The magnetic hot-plate stirrer was then turned on at 75 ◦C. Surfactant and
paraffin wax were mixed in a beaker by spinning a stirring bar. Magnetic pellets agitated
the solution at 1500 rpm for 15 min when one gram of surfactant was added.

 
Figure 1. Magnetic stirring of samples in the beaker placed on a hot-plate heater.

3. Experimentation Procedure

As shown in Figure 2, the heat sink was filled with composite paraffin wax. One end
of a K-type thermocouple was attached to the DAQ controller and the other to the heat sink.
The heat sink was positioned at the top of the hot-plate heater in this configuration. The
heater for the hot plate was turned on. The signal was transmitted to the data logger using
a K-type thermocouple sensor. A data collecting system monitored sample temperatures
at multiple positions of the heat sink every minute. During the charging cycle (melting
process), paraffin wax was heated for up to 90 min on a hot-plate heater in a testing
chamber. The temperature was set at 75 ◦C. The hot-plate heater was turned off, enabling
the composite paraffin wax to cool in the air for up to 90 min (discharging). Charging was
the absorption of heat to heat and melt the paraffin wax. Discharging was the release of
heat to solidify or cool the material to assess its thermodynamic and thermal heat release
rate over time.
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(a) (b) 

Figure 2. (a) Hot-plate heater melts paraffin wax; (b) data logger with a computer system records the
temperature of paraffin wax and samples during heating and cooling.

4. Results and Discussion

Three different surfactants with concentrations equal to and greater than the critical
micelle concentration (CMC) were mixed with paraffin wax. Two samples of each surfactant-
based paraffin wax were prepared at and above the CMC. A data acquisition system
recorded the charging and discharging behaviour of these samples. First, the charging and
discharging behaviour of only pure paraffin wax was recorded and then compared with
surfactant-based paraffin wax samples.

Critical Micellar Concentration Measurement

The CMC of a surfactant was determined by measuring the pH of the solution while
adding surfactant particles to molten paraffin wax. We observed that two separate trend
lines were found when the pH of the solutions was plotted against the surfactant concentra-
tions. The CMC value relates to the point where the pH rate begins to change. The CMC of
each surfactant was calculated using graphs, as shown in the Figure 3. The critical micellar
concentrations for SSL, GA, and SS were 10 mM (Molar concentration),12 mM, and 15 mM,
respectively.

   
(a) (b) (c) 

Figure 3. (a) CMC of SSL; (b) CMC of GA; (c) CMC of SS.

The charging and discharging results of the samples above the CMC showed a better
heat transfer rate than those at the CMC. Figure 4 shows that the maximum peak tempera-
ture obtained at the CMC was 68.3 ◦C and above the CMC was 69 ◦C in the case of sodium
stearoyl lactylate (SSL). In the case of gum arabic (GA), the maximum peak temperature
obtained at the CMC was 70 ◦C and above the CMC was 71 ◦C. In the case of sodium
stearate (SS), the maximum peak temperature obtained at the CMC was 72.12 ◦C and above
the CMC was 73.8 ◦C. Figure 4 indicates that the PCM’s peak temperature increased after
the addition of the surfactants. The highest heat transfer occurred in the sodium stearate
(SS) mixed with paraffin wax. For the sodium stearate (SS)-based sample, the phase change
temperature was 57.7 ◦C, and the peak temperature was recorded as 72.12 ◦C at the CMC
concentration. A higher peak and phase temperature was recorded at 73.8 ◦C and 57.13 ◦C,
respectively, for the concentration greater than the CMC.
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Figure 4. Comparison of charging and discharging profiles of samples with pure paraffin.

Figure 4 also compares the charging and discharging of pure paraffin wax with com-
posite paraffin wax. It shows that composite paraffin wax melts and solidifies faster than
pure paraffin wax. The peak temperature of the sodium stearoyl lactylate (SSL) compos-
ite increased by 2.30677% and 3.3553% compared to pure paraffin wax at and above the
CMC. For the gum arabic (GA) composite, the peak temperature increased by 4.85321%
and 6.35111% at and above the CMC. The peak temperature increased by 8.02876% and
10.5452% in sodium stearate (SS) composite at and above the CMC. The increase in paraf-
fin’s thermal conductivity was evaluated by contrasting the melting times of composite
PCMs with those of paraffin. The melting time was measured from temperature curves
until the PCMs reached their melting point (58 ◦C) from the starting temperature (34 ◦C).
Pure paraffin and the composite PCMs with SSL (=CMC), SSL (>CMC), GA (=CMC), GA
(=>CMC), SS (=CMC), and SS (>CMC) melted in 49, 47, 46, 44, 42, 40, and 38 min, respec-
tively, indicating that the composite PCM melting times lowered by 4.08%, 6.12%, 10.20%,
14.28%, 18.36%, and 22.44%, respectively, compared to pure paraffin. The composite PCMs
melted faster due to the paraffin’s improved heat conductivity. The thermal conductivity of
pure paraffin and the composite PCMs with SSL (=CMC), SSL (>CMC), GA (=CMC), GA
(>CMC), SS (=CMC), and SS (>CMC) was 0.2 Wm−1K−1, 0.22 Wm−1K−1, 0.24 Wm−1K−1,
0.27 Wm−1K−1, 0.3 Wm−1K−1, 0.33 Wm−1K−1, and 0.36 Wm−1K−1, respectively.

5. Conclusions

This study experimented with the charging and discharging of paraffin wax and
composite paraffin wax (surfactant). The thermocouples detect the increase in peak temper-
ature during the phase transition process during a specified heating period. Surfactants
at different concentrations generate micelles, which act as a heat-transmitting medium in
the PCM.
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Abstract: Keeping the temperature within safe limits and overcoming the component failures are
highly dependent upon heat dissipation in electronic devices. Temperature reduction is a critical
factor to be improved in electronic devices due to their compactness in size. Here, a nail-to-cylinder
ionic wind generator was constructed for heat reduction. Ionic wind generation represents a new
type of cooling for electronic devices. We measured the discharge current and ionic wind speed
for various electrode temperatures, electrode distances, and applied voltages. The electrode space
and voltage were changed under different conditions; ionic wind velocity was examined within
the device. According to the experiments, the installed ionic wind generators represent an effective
method of cooling for electronic devices. The experimental results showed that an electrode space of
10.0 mm, a diameter of 25.4 mm, and a voltage of 5 kV led to the maximum ionic wind velocity.

Keywords: passive temperature excursion; nail-to-cylinder design; ionic wind velocity and corona
discharge; electronic devices

1. Introduction

Ionic wind has the potential to develop electro-hydrodynamic thrusters, plasma
actuators, and cooling devices. Ionic wind generators can be used to cool small electronic
devices in addition to their motionlessness, silence, and compactness. Estimating the
mechanical forces produced by the discharge has been a key focus in the development of
ionic wind applications. Thermal management and flow control are potential applications
of the nail-to-cylinder-type generators [1]. Our high performance could be achieved
by combining multiple generators and exploiting the high permeability of the collector
electrodes. The application of ionic wind generation cooling has been restricted because of
unresolved parameters [2]. There are several parameters to consider, such as the highest
possible wind speed, the lowest possible operational voltage, the lowest possible ozone
generation, electrode degradation, and the best electrode geometry [3]. Curved electrode
tips, semicircular contours to collect electrons [4], and a high-curvature electrode tip for
corona discharge have all been proposed in recent studies as ways to reduce voltage
requirements [5]. In recent years, more research has been conducted on the use of ionic
wind to cool electronic devices.

2. Experimental Setup

Figure 1 depicts an ionic wind generator with a nail-to-cylinder design. Copper nails
with 0.7 mm diameters and copper tubes with 1.4 mm diameters were used to make the
collection electrode and the electrode for the collectors [6]. The distance between electrodes
in this experiment was manually adjusted on a platform where each electrode was attached.
A DC power supply was used to measure the voltage and discharge current flowing
between the electrodes. Diameter, D, length, L, voltage, V, between electrodes, and distance,
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G, between electrodes all have a direct impact on the speed of ionic wind [7]. A range of
5 kV to 10 kV and interelectrode space of −10 mm to 20 mm was used to test cylinder
electrodes with diameters 25.4 mm and lengths of 10 mm, 30 mm, and 50 mm [8]. A
negative reading meant that the needle electrode had been successfully inserted in series
with the cylinder electrode. Measurements were taken in accordance with the procedure
outlined below [8]. A 20 s period of operation was required after turning on the power to
stabilize the ionic wind flow. Analysis of the average values was conducted for each of the
three measurements involving the same control parameters (Table 1).

 

Figure 1. Actual view of the experimental setup.

Table 1. Experiments were conducted with the following input parameters.

Parameters Test Values Unit

Voltages applied (V) 5, 6, 7, 8, 9, 10 kV
Electrode distances (G) −10, −5, 0, 5, 10, 15, 20 mm

Cylinder electrode lengths (L) 10, 20, 30 mm
Cylinder electrode diameters (D) 25.4 mm

3. Results and Discussion

Experimental Results Validation

The motivation to select these parameters was that voltage and discharge current
could be changed by manipulating the flow of speed, “U”, the geometrical configuration,
“G”, and the diameter, “D”, and by modifying L. As voltages were applied to this device,
the ionic wind speed changed from -10 mm to 20 mm with a length value of 30 mm and a
diameter of 25.4 mm, as presented in Figure 2a. Figure 2a presents the best results obtained
for an available distance (G) between the electrodes, by increasing the applied voltage
value and the velocity. By increasing the applied voltage (V), the electric field (E) increased;
thus, velocity increased by increasing the voltage applied. Maximum wind velocity was
achieved at an electrode distance between 5 mm and 10 mm. The maximum ionic wind
velocity was achieved with a ratio of interelectrode distance to cylindrical diameter (G/D
ratio) ranges between 0.3 and 0.5 mm.
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Figure 2. The relationships between applied voltage (V), interelectrode space (G), and ionic wind
velocity (U). (a) Experimental results (b) Literature results.

The output extracted results presented in Figure 2a were validated with the experi-
mental results from Longnan Li [9] displayed in Figure 2b. The presented results show the
best validation through comparisons with experimental studies in the literature.

Figure 3 depicts the relationship between current and voltage for an ionic wind
generator. To avoid unstable current behavior, we only evaluated electrode lengths that
are more than or equal to the distance between the electrodes. Additionally, there was no
correlation between the discharge current or other parameters such as the electrode length
or ionic wind velocity in the experiments using 10 mm and 50 mm cylindrical electrodes.
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Figure 3. The discharge current–voltage applied characteristics of the ionic wind generator. (a) Ex-
perimental results (b) Literature results.

Figure 3a presents that while increasing the voltage value, the current increased, and
the current was maximized when the voltage value was 10 kV. These results were obtained
at various distance (G) values between the electrodes and a diameter value of 25.4 mm. For
negative distance values between the electrodes, the current dependency on the electric
potential was unstable; in this case, it was limited to some extent due to the positive distance
(G) value between the electrodes. Using a different cylindrical length electrode, there was
no such dependency observed on the ionic wind velocity for other measurements.

To validate the experimental results, the findings were compared with those of Long-
nan Li, presented in Figure 3b. The obtained results best matched with the results in the
literature, and in this way, the obtained results were validated.

4. Conclusions

The purpose of this study was to investigate the cooling effect of ionic wind which
was developed by nail-to-cylinder electrodes on electronic devices. According to the
experimental results, the ionic wind generator exhibited the following characteristics:
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optimum ionic wind voltage, discharge current, and ionic wind velocity. From this study,
it is considered that a higher voltage applied enhances the strength of ionic wind. If a larger
space between electrodes is used, the ionic wind velocity will be lower for the same applied
voltage. In contrast, a larger space between electrodes (G) can extend the operating voltage
range and generate higher ionic wind velocity. The maximum ionic wind velocity was
achieved with a ratio of interelectrode distance to cylindrical diameter (G/D ratio) ranging
between 0.3 and 0.5 mm. Ionic wind operation voltage increased from 5 kV to 10 kV when
the interelectrode space was increased from -10 mm to 20 mm. It was possible to achieve
the maximum ionic wind velocity when the interelectrode space was 10.0 mm, the diameter
was 25.4 mm, and the applied voltage was 5 kV.
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Abstract: The world is moving towards renewable energy sources because of fossil fuel depletion
and its adverse environmental impacts. To study the thermosiphoning process using water and
nanofluids at different angles of receiver tubes, an indoor experimental setup was designed. The
maximum flow rate achieved at a 35◦ angle was 6.30 mL/s and the maximum outlet temperature
achieved was 82.8 ◦C at a 45◦ angle using water. The flow rate achieved using Al2O3 nanofluid was
8.20 mL/s. The results show that the time to achieve the thermosiphoning was greatly reduced with
an enhanced flow rate of 30.1% using nanofluids as compared with water.

Keywords: thermosiphoning; nanofluids; heat transfer; receiver tube; boundary conditions;
Boussinesq approximation

1. Introduction

In recent decades, many advancements have been made in the field of solar energy
technology. Parabolic collectors are the type of solar collectors used to concentrate sun
rays on an absorber tube [1]. The acceptance angle of the compound parabolic collector
determines the maximum number of sun rays to be concentrated [2].The concentrated light
is used to heat the liquid flowing through it. The circulation of fluid in the tubes takes place
using an active system that requires a continuous power source. However, thermosiphoning
is a passive system used to circulate the fluid using natural convection [3]. The main aim
of this research is to design an indoor setup to investigate the use of thermosiphoning for
the purpose of pumpless water flow in a compound parabolic collector. The numerical
results use the Boussinesq approximation method for incompressible fluids [4]. Boussinesq
approximation suggests that the variation in all of the fluid properties other than density is
ignored. The work accomplished in this research is the design and fabrication of an indoor
setup for experimental thermosiphoning results. Using the experimental results, the flow
rate, volume accumulated, and temperatures were calculated. The use of thermosiphoning
in solar water heaters using the flat plate solar collectors has already been implemented
and is a mature technology [5]. However, thermosiphoning has not yet been accomplished
in compound parabolic solar collectors. There is a considerable research gap in achieving
thermosiphoning in the case of compound parabolic collectors. This research paper is
a contribution to achieving passive fluid flow in a compound parabolic solar collector
through the principle of thermosiphoning. This study also focuses on using Al2O3-based
nanofluids with enhanced thermal properties as working fluids. This research has not been
carried out previously and very little literature reviews are available on it.
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2. Methodology

2.1. Simulation Analysis

Complete setup and analysis was carried out using ANSYS 2021 R2. This is the
free convection heat transfer phenomena, where the motion of fluids is caused by the
buoyancy forces arising from variation in the density of fluid with the temperature. This
is why we used the Boussinesq method, which is a density-based solver used to achieve
thermosiphoning. The geometry, meshing, and boundary conditions are shown in Figure 1.

  

(a) (b) (c) 

Figure 1. (a) Ansys model, (b) meshing, and (c) boundary conditions.

2.2. Indoor Experimentation

The experimentation involved achieving thermosiphoning using water in an indoor
designed setup. The heater was made using an induction coil that heats the pipe placed
inside of it. The whole setup of the indoor system consists of a heater, copper pipe, water
tank, and K-type thermocouple. The schematic diagram and indoor setup diagram are
shown in Figure 2.

  

(a) (b) 

Figure 2. (a) Schematic diagram of the indoor setup and (b) indoor experimental setup.

Readings were taken at different angles of inclination. The copper pipe is inside the
heating source to gain maximum heat flux through the heater. The heater is made in a
way that maximum heat flux reaches the copper tube. The K-type thermocouple is used to
measure the temperature at the inlet and outlet of the copper pipe.

3. Results and Discussion

The theoretical results are from the simulation of the pipe on the ANSYS setup 2021 R2.
The energy model was used with a viscous laminar type of fluid. The gravity and buoyancy
effect was also added into the simulation. The Boussinesq approximation method was used
for defining the values of density, specific heat capacity (Cp), thermal conductivity, and
viscosity of the fluid with the change in the temperature of the fluid. The simulation results
for temperature and velocity are shown in Figure 3.
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(a) (b) 

Figure 3. (a) Temperature distribution diagram and (b) velocity distribution diagram.

The temperature and velocity distribution diagrams show that the outlet temperature
obtained was 379 K, whereas the inlet temperature was 300 K. At the start of the thermosi-
phoning, the whirling phenomena of fluid occurred, then the continuous flow of fluid was
obtained. The maximum outlet velocity obtained was about 0.011 m/s. As these numerical
results are close to the experimental results, this shows that, with the increase in the flux
value, the outlet temperature and velocity contours also increase. In the experimental setup,
three cases of receiver tubes at different angles with water as working fluid are studied.
The parameters observed during the experimentation were flow rate, inlet temperature,
and outlet temperature. All of the parameters are shown in Table 1 below.

Table 1. Indoor setup specifications and the experimental results.

Receiver Tube Angles

35◦ 40◦ 45◦

Receiver tube length (in) 21 21 21
Tube diameter (in) 0.63 0.63 0.63

Flow rate achieved (mL/s) 6.30 5.92 4.97
Inlet temperature (◦C) 28.5 27 28

Outlet temperature (◦C) 76.1 74.9 80.8

The results show that the thermosiphoning starts at different temperatures for all
inclination angles. At a 35◦ angle of the receiver tube, the thermosiphoning starts at a
temperature of 54.5 ◦C, while thermosiphoning start at a slightly higher temperature of
57 ◦C at an angle of 40◦. The longest time and temperature to achieve thermosiphoning took
place at 45◦, which was 60 ◦C. This is because a larger temperature difference is required to
cause the buoyancy effect. The four cases use a tube diameter of 0.63 in and length of 21 in.
The results of the thermosiphoning are shown in Figure 4.

  

(a) (b) (c) 

Figure 4. (a) Time vs. accumulated volume, (b) time vs. outlet temperature, and (c) volume accumulated.
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The water-based Al2O3 nanofluid with a 0.05% concentration of nanoparticles shows
an increased flow rate of 8.2 mL/s at a 35◦ angle of the receiver tube. The graphs in
Figure 5 show that the thermosiphoning took less time and a lower temperature to achieve
thermosiphoning as compared with water. The comparison of the numerical and simulation
results is also shown in Figure 5 for the case of water as working fluid.

  

(a) (b) 

Figure 5. (a) Volume accumulated with time and (b) temperature at outlet.

The maximum flow rate of 6.30 mL/s with water was achieved at a receiver tube angle
of 35◦. The simulation results show a flow rate of 5.8 mL/s. The simulation shows that
an outlet temperature of 379 K was achieved. The temperature at which thermosiphoning
begins varied between 10 min and 12 min depending on the angle of the tube. The results
obtained using water-based Al2O3 nanofluid show that the thermosiphoning time was
reduced to just 8 min at a 35◦ angle. The flow rate achieved was also enhanced by 30% with
nanofluids. This difference in time was achieved as a result of the enhanced heat transfer
capacity of nanofluids. The results show that water and nanofluids can be employed in
compound parabolic collectors for a pumpless water flow if the flow rate requirements are
very small.
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Abstract: The component’s strength and reliability are greatly influenced by the occurrence of cracks
and flaws. Material surfaces or internal defects can create stress concentration, which causes failure
of the materials. To quantify the stress intensity factor (SIF) and strain energy release rate (SERR)
around the tips of the crack, numerical simulation has been performed on a plate of central crack
with Comsol Multiphysics. The SIF and SERR with varying uniaxial stress loading (5, 10, 15, 20,
25 MPa) and crack’s angle (0◦–180◦) were determined using the J-integral method. The results show
that the crack’s maximum opening and sliding displacement occurred at an angle of 90◦ and 45◦

respectively. For mode I, the SIFs were maximum at the crack’s inclination of 90◦ and for mode II, it
was maximum at an angle of 45◦. Similarly, the SERR was also found to be maximum when the crack
was normal to the applied stress and observed to increase with the increase in applied stress.

Keywords: stress intensity factor (SIF); strain energy density (G); J-integral method; crack’s angle;
stress concentration; opening; and slide mode displacement

1. Introduction

There are certain flaws or cracks either interior or at the surface of the components
which were created due to high stresses induced during the manufacturing process. These
cracks or flaws cause stress intensity when the components are under loading conditions.
The stress distribution or intensity needs to be quantified around the tips of the crack
because it creates a state of stress concentration (SC). SIF is a fracture mechanic parameter
and is used to define the crack tips stress singularity and is denoted by K. When the SIF
becomes equal to or greater than the fracture toughness, the component gets fractured and
fails. Based on the crack surface displacement, the stresses near the crack tip can be divided
into three basic types as shown in Figure 1 [1].

Figure 1. The three types of loading with respective crack’ modes (a) Mode I (b) Mode II (c) Mode
III [1] (d) The inclination of the crack with the load stress [2].
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Research has been performed to develop fracture mechanics criteria to quantify the
fracture toughness of different materials and developed different criteria. These fracture
criteria can be classified into the following three groups which are further subdivided:
stress, strain, and energy-based criterion [3].

For the uniaxial stress loading, the analytical equations for finding the SIFs within a
rectangular plate of infinite length can be calculated by [4];

KI = σ ×
√
(πa)× sin2β (1)

KII = σ ×
√
(πa)× sinβ × cosβ (2)

The stress and strain around the crack tip are greatly affected by a constant term
called T-stress and can lead to better results [5]. Energy-based theory cannot give a good
prediction about the kink angle while the strain energy released rate (SERR) and maximum
tangential stress (MTS) criteria give better predictions about the crack growth trajectories [6].
For a semi-infinite plate, the relationships between SIFs and the oblique edge fracture were
investigated [7]. An experimental investigation was performed on the plate with a crack
edge and find the effect on the SIFs (KI and KII) [8].

In the paper, a rectangular solid plate with an interior fracture is subjected to uniaxial
stress. The fracture or crack is at an angle with the load direction, implying that it exhibits
in both modes I and II. The J-integral approach is used to calculate the SERR at crack tips.
As the stress intensity was caused at the tip of the crack and these SIFs must be quantified
for both mode I and mode II using J- the integral method. The SIFs and SERR, the opening
and sliding displacement with the crack’s inclination and applied stress was studied using
COMSOL Multiphysics software.

2. Numerical Modeling

A rectangular Aluminum plate with a central slanted crack is subjected to a stress
in the Y direction. The crack’s inclination varies from 0◦–180◦ while the applied stress
field varies from 5–25 MPa. The dimension of the plate is given in Table 1. The SIF and
the SERR are to be calculated at each angle of the crack. The tips of the crack under the
mixed mode (Tensile, compressive and shear) of stress loading can be in opening mode
with the tensile mode (denoted by KI), in plan shear mode (denoted by KII) [9]. For this
purpose, the Comsol Multiphysics was used to quantify the effect of loading stress and
crack’s inclination on the SIFs, SERR, opening and sliding displacement.

Table 1. The dimensions of the rectangular plate with central crack.

S. No Parameters Symbol Values

1 Plate’s length L 100 mm
2 Plate’s width W 80 mm
3 Crack length 2a 40 mm
4 Crack angle β 0◦–180◦
5 Load in Y-axis σ 5–25 MPa

3. Results and Discussion

A 2D rectangular plate with a central crack was studied using Comsol Multiphysics.
The load was applied in the uniaxial direction in Y-direction. The crack’ angle was varied
from 0◦ to 180◦ and the respective opening and sliding displacements, the SERR and the
corresponding SIFs were determined. The slanted crack can create two types of SIFs, one
for mode I (opening) and other for mode II (shear). As the crack is at center of the plate
and it has two sharp edges, so at each edges the SIF was calculated for each mode. The
variation of the opening and sliding displacement of the crack with the inclination and
varying load is shown in Figure 2a,b respectively. Since the plate is two-dimensional plate,
there will no tearing mode of crack. The SERR at both the crack tip 1 and tip 2 are given in
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Figure 2c,d. The SERR was high when the crack is normal to the applied load. For mode I,
the SIFs at both the crack’s tip are given in Figure 2e,f. It will be high when the applied
load and crack are normal to each other. Similarly, for mode II, the SIF is maximum when
the applied load is at 45◦ to the crack as given in Figure 2g,h. The numerical simulation
results are shown in Figure 3.

(a) (b) 

(c) (d) 

(f) (e) 

Figure 2. Cont.
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(g) (h) 

Figure 2. The variation of crack opening displacement with angle and loads (a) The variation of crack
sliding displacement with inclination and loads (b) The SERR for mode I at crack tip 1 (c) The SERR
for mode I at crack tip 2 (d) The SIF for mode II at crack tip 1 (e) The SIF for mode II at crack tip 2
(f) The SIF for mode I at crack tip 1 (g) The SIF for mode I at crack tip 1 (h).

 

 

(a) (b) (c) 

(d) (e) 

Figure 3. Von mises stress distribution at different applied loads (a) 5 MPa (b) 10 MPa (c) 15 MPa
(d) 20 MPa (e) 25 MPa.
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4. Conclusions

From the numerical investigation, it was concluded that:

4.1. For Mode I (Opening)

i. The opening displacement of the crack was maximum when the stress was ap-
plied normally (at 90◦) to the crack and increased with the increase in the applied
stress field.

ii. The SERR was high when the crack was normal to the applied stress.
iii. SIF was also high when the angle is 90◦ between applied stress and crack and was

directly related to the applied stress.

4.2. For Mode II (Sliding)

i. The crack sliding displacement was maximum when the applied stress and the
crack were at an angle of 45◦ and was directly related to the stress field.

ii. The SERR was high when the crack was at 45◦ to the applied stress.
iii. SIF was also high when the angle was 45◦ between applied stress and crack.
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Abstract: The present study aims to evaluate the effect of process parameters such as melt temperature
(MT), squeeze pressure (SP) and insert pre-heating temperature (IPT) on the ultimate tensile strength
(UTS) of an AA7075-Cu overcast joint using an orthogonal array (L8) of Taguchi techniques. The
analysis of variance (ANOVA) test results showed that SP is the most significant process parameter
due to the significant reduction in air gaps between aluminum and copper. The optimal value
of UTS (39.33 MPa) was attained at higher levels of SP (90 MPa), MT (800 ◦C) and IPT (300 ◦C).
The confirmation test validated the significance of process parameters in optimizing the UTS of an
AA7075-Cu overcast joint due to the low percentage error.

Keywords: ultimate tensile strength (UTS); orthogonal array (L8); AA7075-Cu overcast joint; insert
pre-heating temperature (IPT)

1. Introduction

The application of the (7xxx) aluminum alloy series is quite significant in the automo-
bile and aerospace industries due to its high strength and low density [1]. The properties
of these alloys are determined by the selection of casting techniques and the process pa-
rameters involved in their manufacturing processes [2]. In this regard, researchers have
developed different metal joining techniques and have classified them into three groups:
solid with solid bonding, liquid with liquid bonding and solid with liquid bonding. It is
worth mentioning that liquid with liquid bonding is economically unfeasible, and solid
with solid bonding is a time-consuming process. Hence, these two methods are not feasible
for industrial practices.

However, solid with liquid bonding, also called overcasting, has superior characteris-
tics in multisystem applications, such as design flexibility and a low processing cost. Many
researchers have studied the impact of control process variables on the mechanical charac-
teristics of overcast joints, such as Ali et al. [3], who observed that, at the die temperature,
SP and MT have significant effects on the UTS, and micro-hardness of Al-Al overcast joints.
In another article, Ali et al. [4] found that IPT also has prominent effects—followed by SP
and pouring temperature—on the UTS and micro-hardness of aged Al-Al overcast joints.
Additionally, Liu et al. [5] observed that copper and Al alloy have a high diffusion affinity
with each other at high temperatures. However, the effects of IPT, SP and MT on the UTS
of the AA7075-Cu overcast joint have not been explored yet. Therefore, the purpose of this
research work is to evaluate the effect of process parameters such as SP, IPT and MP on the
UTS of the AA7075-Cu overcast joint using the Taguchi technique.
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2. Materials and Methods

The chemical composition of the AA7075 material has been confirmed using a spark
optical emission spectroscopy test, as shown in Table 1. The copper was found to be
90 percent pure copper. After that, copper inserts were machined to a size of (4 × 13 × 90)
mm and polished using abrasive paper to remove any burr. A zinc coating has been
performed using electroplating techniques to achieve a 5 μm thickness on a copper insert. It
is worth noting that the optimal zinc coating thickness on a solid copper insert was 5 μm [5].
Overcast billets of AA7075-Cu have been manufactured in four stages. In the first stage,
AA7075 melts in the electrical resistance furnace to achieve the desired melt temperature.
In the second stage, the insert was preheated to achieve the insert pre-heating temperature
and inserted into the die block’s ejection pin. At the third stage, an oxyacetylene torch was
used to achieve a die temperature of 250 ◦C, and AA7075 was poured into the die block.
In the last stage, one operator unclamps the die block, and the other operator disconnects
the cast billet from the ejection bin using a hammer. Furthermore, overcast billets are
machined at the center of cylindrical billets into rectangular shapes according to the ASTM
E8/E8M-11 standard [6].

Table 1. Composition of selected material.

Elements Mg Mn Si Fe Cu Ti Zn Cr Al

Weight Percent (Al) 2.1 0.3 0.4 0.5 1.2 0.2 5.1 0.18 Remainder

3. Experiment Design

Based on the literature review [3,4], and after performing the trial runs, higher and
lower levels of process parameters such as SP (60 to 90 MPa), MT (750 to 800 ◦C) and IPT
(250 to 300 ◦C) were determined. The Taguchi orthogonal L8 array was selected to design
the experiment due to three process parameters, and each process parameter has two levels
(23). Therefore, eight experiments were conducted using Minitab 19.0 software to ensure
that all levels of the selected process parameters were considered equally. Additionally,
three E8/E8M-11 ASTM standard specimens were extracted from each overcast billet, and
three readings of UTS were taken at each experimental setting for repeated measurements
and more reliable results. A universal tensile tester with a capacity of 50 KN was used to
measure the UTS value at a strain rate of 0.005 mm/s and at an ambient temperature. The
mean value of these three measurements was considered as the final value, as shown in
Table 2.

Table 2. Experimentation according to the Taguchi orthogonal L8 array.

Experiment No.
Input Variables Output Response (UTS)

SP MT IPT Mean Standard Deviation

1 60 750 250 16.00 1.50

2 60 750 300 19.00 1.32

3 60 800 250 22.67 1.26

4 60 800 300 27.50 1.32

5 90 750 250 23.63 1.52

6 90 750 300 28.13 1.10

7 90 800 250 32.20 1.18

8 90 800 300 39.33 0.76

4. Results and Discussion

The experiment results showed that an optimal UTS value was achieved at 90 MPa SP,
800 ◦C MT and 300 ◦C IPT, and the lowest UTS value was attained at 60 MPa SP, 750 ◦C
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MT and 250 ◦C IPT, as shown in Table 2. The stress–strain curve at optimal experimental
settings is given in Figure 1a. The ranking criteria in the mean ratio depicted that SP
was ranked 1 due to the highest contribution ratio (0.48), as shown in Table 3. This was
also evident from the scanning electron microscope (SEM) flat specimen (Figure 1b,c).
Furthermore, Minitab 19.0 software was used to run an analysis of variance (ANOVA)
test to determine the significance of each process parameter. In this analysis, the values
of adjusted R2 and predicted R2 were 0.997 and 0.998, respectively. These two parameters
show that there is less variability between the adjusted and predicted data. Additionally,
the standard deviation (SD) was obtained as 0.135, and this indicates the accuracy of the
developed model. ANOVA Table 4 shows that SP, MT and IPT have significant effects on
the UTS, because the p values are less than 0.05. The main effects plot from Figure 2a shows
that increasing SP from 60 to 90 MPa, MT from 750 to 800 ◦C and IPT from 250 to 300 ◦C
increases the UTS significantly. The low level of SP causes large air gaps between the solid
Cu insert and AA7075 that lead to a lower UTS value, and a higher UTS is achieved at a
higher level of SP (90 MPa) due to the reduction in air gaps between the solid Cu inserts
and AA7075, as shown in Figure 1c. It is also evident from the previous studies that the
UTS of the Al-Cu overcast joint increases with increasing MT and SP, and aging parameters
improved the UTS of the Al-Al overcast joint by 12.4% [4].

 
  

(a) (b) (c) 

Figure 1. (a) Stress–strain curve at optimal experimental settings; SEM images at (b) 60 MPa SP,
750 ◦C MT and 250 ◦C IPT; (c) 90 MPa SP, 800 ◦C MT and 300 ◦C IPT.

  

(a) (b) 

Figure 2. (a) Main process parameter effects plot for mean ratios; (b) interactions plot for UTS.
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Table 3. Response table for means of selected parameters.

Level SP MT IPT

1 21.29 21.69 23.63
2 30.83 30.43 28.49

Delta 9.53 8.73 4.87
Rank 1 2 3

Table 4. ANOVA for means.

Source DF. Seq SS. Adj SS. Adj MS. F P Contribution Ratios

SP 1 181.769 181.769 181.769 103.51 0.001 0.48
MT 1 152.542 152.542 152.542 86.87 0.001 0.40
IPT 1 47.369 47.369 47.369 26.98 0.007 0.12

Residual Error 4 7.024 7.024 1.756
Total 7 388.704

The interaction plot from Figure 2b depicted that MT and IPT interactions have the
most significant effect, since low levels of MT and IPT cause the inappropriate melting of
zinc coating, which leads to a reduction in the diffusion coefficient, and a small number
of Cu atoms diffuse into the AA7075, as evident from Figure 1b. As a result, a lower UTS
was observed at low levels of MT and IPT. Likewise, a higher UTS was attained at higher
levels of MT and IPT due to the appropriate melting of zinc coating, which leads to a large
number of Cu atoms diffused into the AA7075, as evident in Figure 1c. Consequently, a
higher UTS was observed at higher levels of MT and IPT. It is also noted that MT and IPT
interactions have significant effects on the squeeze overact joint due to the appropriate
melting of zinc coating at higher levels of MT and IPT [4].

5. Validations

To validate the results obtained from the Taguchi method, a confirmatory test has been
conducted, as shown in Table 5.

Xpredicted = Xavg + (XIPT − Xavg) + (XSOP − Xavg) + (XMOPT − Xavg) (1)

In Equation (1), XIPT, XSOPT and XMOPT are the maximum values of IPT (28.49), SP
(30.83) and MT (30.43) from Table 3. Xavg represents the average UTS value (26.06) seen
in Table 2. The actual value of UTS was considered at optimal process parameters. The
confirmation test demonstrated the importance of selecting the right combinations of
process parameters.

Table 5. Confirmation test.

Actual Value Predicted Value Error Percentage Error

39.33 38.17 1.16 3.63

6. Conclusions

It was concluded that 90 MPa SP, 800 ◦C MT, 300 ◦C IPT and MT and IPT interaction
were the optimal process parameters to achieve the UTS of an AA7075-Cu overcast joint.
Furthermore, it has been observed that an increase in MT, IPT and SP from low levels to
high levels significantly increases the UTS value due to an appropriate melting of zinc
coating, a large number of copper items diffused into the AA7075 and a reduction in gas
porosities that leads to strong metallurgical bonding.
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Abstract: In general, the parallel machine scheduling problem that minimizes maximum completion
time is NP-hard in a strong sense; a lot of heuristics have been proposed for this kind of problem.
In this paper, the unrelated parallel machine scheduling problem with maintainability (UPMSPM)
is studied, in which the reliability of machines obeys exponential distribution. A hybrid algorithm
HDSMO, which combines the discrete spider monkey algorithm (SMO) with the crossover and
mutation operation, is proposed to solve UPMSPM. In view of the lack of local search capability in
the later iteration of the traditional SMO algorithm, inertial weights are introduced to update the
local leader and the global leader. Computational experiments with randomly generated instances
demonstrate that the proposed HDSMO algorithm can obtain significantly better solutions in a
shorter time than GA and SMO algorithms.

Keywords: unrelated parallel machine scheduling; spider monkey optimization; preventive
maintenance

1. Introduction

UPMSP is an important branch of production scheduling. In the real-world production
system, long-term running wear and performance degradation of the machines can easily
lead to production interruptions, requiring preventive maintenance (PM) to keep machines
running [1]. Therefore, it is of great significance to consider the joint optimization of
maintenance and scheduling for UPMSP [2]. UPMSP studies considering maintenance are
relatively rare, and several classic studies are as follows [3].

Cheng et al. studied UPMSP with degradation and maintenance and proved that the
problem could be optimally solved in polynomial time [4]. Avalos-Rosales et al. studied
unrelated parallel machines and considered preventive maintenance activities and setup
times by order and by machine [5]. Luo J et al. proposed a predictable scheduling and
rescheduling and accounting for machine failures and consistency in unrelated machine
environments, where work separations include printed circuit boards (PCB) [6].

Comparatively speaking, the research on UPMSP based on the Spider Monkey Opti-
mization (SMO) algorithm is rare. Aiming at the optimization problem of unrelated parallel
machine maintenance and scheduling integration, this paper proposes a hybrid spider
monkey algorithm, and compares it with classical algorithms to provide the foundation for
solving UPMSP [7].

2. Problem Formulation

The problem studies in this paper can be described as follows: n jobs are to be
processed on m unrelated parallel machines; in most situations, we assume m is less than
n, and these jobs are non-preemptive and can all be processed at time 0. Maintenance
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performed on the machine may depend on the state of the machine (e.g., running time).
The state of a machine is determined by reliability, which decreases with the cumulative
processing time of the workpiece or degradation of the machine. Once the reliability of
the machine falls below the threshold rth, PM must be implemented. The reliability of the
machine does not change during operation.

Using the three-field notation α|β|γ for describing scheduling problems, we de-
note our problem by Rm/nr, VPM/Cmax, where nr denotes those jobs are non-resumable;
“VPM” denotes variable PM; the objective is to minimize the maximum completion time.
The decision is to determine the allocation and sequence of n jobs on m machines and the
maintenance time of the machines. Since problem Rm//Cmax has been proved to be an
NP-Hard problem, it can be concluded that problem Rm/nr, VPM/Cmax is an NP-Hard
problem by comparison. Thus, the approximate methods are needed to solve real-size
instances.

3. HDSMO Algorithm

3.1. Basic Flow of the HDSMO Algorithm

SMO is a proposed global optimization algorithm; the main feature is that it can
improve the ability to search for optimal solutions. However, in the traditional SMO algo-
rithm, the spider monkey individual SMh completely inherits the old location information
of the individual in the updating process, which makes the algorithm lack the local search
ability in the late iteration. An HDSMO algorithm considering inertia weight aims at the
above problems and shortcomings. nllc and nlll represent the local leader counter and limit,
respectively, while nglc and ngll represents the global leader counter and limit. The process
of the proposed HDSMO algorithm is shown in Figure 1.

 
Figure 1. Flow chart of the proposed HDSMO.

3.2. Local Leader Phase (LLP) Update with the Inertia Weight

SMnewh = p1 ⊗ f (pr ⊗ g(pw ⊗ v(SMh), LLl), SMr) (1)

The position update process in the local leader stage of the SMO algorithm is shown in
Equation (1): the population is first divided into different groups, v(SMh) is the mutation
operation added to enhance the local search ability according to inertia weight Pw. For the
individuals of the first 50% generation population and the last 50% generation population,
the mutation operation methods of reverse order and two-point exchange can be used
respectively, which can effectively improve the diversity of the population and further
improve the local search ability of the algorithm. The mutation method is shown in Figure 2,
where 0 represents the machine, and the remaining numbers represent the job.
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Figure 2. Two mutation operations (a) reverse order (b) exchange.

g(pw ⊗ v(SMh), LLl) and f (pr ⊗ g(pw ⊗ v(SMh), LLl), SMr) represent crossover op-
erations. The mutant individuals cross with LL according to crossover rate Pr, and the
generated new individuals cross with random individuals according to crossover rate P1.
In this paper, two crossover methods are designed based on whether there are identical
parts between individuals, as shown in Figure 3.

Figure 3. Two kinds of crossover operation (a) with the same parts; (b) without the same parts.

3.3. Global Leader Phase (GLP) Update with the Inertia Weight

At this phase, individual SMh mutates according to crossover rate inertia weight Pw,
and then crosses with GL according to crossover rate Pr, and the generated new individuals
cross with random individuals according to crossover rate P2. The same method is shown
in Section 3.2.

4. Numerical Example and Analysis

4.1. Parameters Setting

The experimental data include the number of machines m, the number of jobs n, the
processing time pij, the PM parameters including the threshold UT, and the maintenance
time tPM. For each combination of problem instance size, Generate 10 random problem
instances. The instances and the range of experimental parameters are shown in Table 1,
the parameters of the GA algorithm and the DSMO algorithm are experimentally analyzed,
and the algorithm parameter values under different problem scales are determined as
shown in Table 2.

Table 1. Experimental problem scale and parameter range.

Size m n pij tPM

Small 2,3 6,8 U[1, 100] 10
Medium 4,5 30,50 U[1, 100] 20

Large 10,20 100,200 U[1, 100] 20

Table 2. Parameter values for algorithms.

Parameter
GA DSMO HDSMO

Small Medium Large Small Medium Large Small Medium Large

N 100 350 500 100 300 450 100 350 200
Maxt 200 400 500 100 400 500 100 400 500

p1 0.4 0.3 0.5 0.3 0.6 0.8 0.2 0.3 0.5
p2 0.15 0.2 0.2 0.5 0.6 0.8 0.4 0.3 0.5
pw / / / / / / 0.05 0.25 0.35

4.2. Computational Experiments and Discussion

The computational experiments result for the different algorithms are given in Table 3.
Each algorithm calculates the average relative percentage deviation (PD) from the optimal
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Cmax solution, i.e., the value PD = Cmax−C∗
max

C∗
max

. There is also the average computed time in
seconds (CT).

Table 3. The performance of the algorithms.

Size n*m*
GA DSMO HDSMO

CT PD CT PD CT PD

Small

n6m2 1.741 0 0.904 0 3.237 0
n6m3 1.619 0 1.027 0.027 4.226 0
n8m2 1.417 0 0.982 0.012 3.45 0
n8m3 2.239 0.008 1.139 0.031 4.394 0.002

Medium

n30m4 19.499 0.461 43.592 0.436 50.455 0
n30m5 18.533 0.764 45.173 0.711 52.502 0
n50m4 25.016 0.899 67.643 0.92 72.982 0.007
n50m5 24.789 1.137 68.049 1.175 71.131 0

Large

n100m10 121.056 3.843 289.134 3.926 138.101 0
n100m20 179.374 7.294 329.983 7.1 169.284 0
n200m10 215.577 4.709 546.221 4.633 247.991 0.002
n200m20 255.377 10.451 587.604 9.618 265.533 0.005

It can be concluded from Table 3 that HDSMO is superior to DSMO and GA in average
relative percentage deviation for three scale problems. However, in terms of computation
time, the DSMO algorithm outperforms GA and HDSMO for the small problems, and the
needed computation time of HDSMO is decreased with the increase in the problem size.
The HDSMO algorithm is a recommended method for solving large and medium-sized
problems because it can give approximate optimal solutions in a short computing time.

5. Conclusions

According to the property of the addressed problem and the decision-making method
of “job-grouping batch and allocating”, a hybrid discrete SMO algorithm is proposed in
this paper. Experimental results demonstrate that HDSMO is superior to GA and DSMO in
solving quality and effectiveness.
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Abstract: For assembly lines of circuit printing board (PCBs), this study investigated an integrated
scheduling problem of the component allocation problem (CAP) and component placement sequence
problem (CPSP) with the fixed interval preventive maintenance to minimize the maximum com-
pletion time (Cmax), the total energy consumption (TEC), and the total maintenance time (TMT)
simultaneously. An improved spider monkey optimization (ISMO) algorithm is proposed with
selecting the local leader (LL) and the global leader (GL) using a parallel lattice coordinate system. We
compared the proposed ISMO algorithm with the classical optimizations, including SMO, NSGA-III,
DE, and PSO, by the production data of an enterprise; the results showed that the ISMO algorithm
can obtain pareto solutions with better convergence and diversity.

Keywords: ISMO algorithm; multi-objective scheduling optimization; PCB assembly line

1. Introduction

With the transformation and upgrading of the manufacturing process to be digital and
intelligent, the PCB manufacturing industry has developed rapidly. The scheduling of PCB
assembly lines directly affects the benefits of the PCB manufacturing enterprise.

Researchers have studied the scheduling problem of PCB assembly lines. The early
research was mainly based on single CAP and CPSP problems. However, the two processes
of component allocation and sorting are closely related, and the solution results of CAP
have a considerable influence on the solution results of CPSP; thus, the current research is
mainly based on the integration of CAP and CPSP. Typical studies on CAP are as follows:
Ji et al. studied the CAP problem with minimizing cycle time, and designed a genetic
algorithm to solve it [1]; Ho et al. studied the CAP problem with minimizing the total
distance and proposed a hybrid genetic algorithm [2]. Typical studies on CPSP problems are
as follows: Lin et al. studied the CPSP with maximizing production capacity, minimizing
total assembly time, and head movement distance [3]; Grunow et al. proposed a three-stage
heuristic method to solve CAP and CPSP problems [4].

Typical studies on integrating CAP and CPSP are as follows: Luo et al. constructed a
heuristic algorithm for solving the CPSP problem that combines a genetic algorithm and
a tabu search [5]; Mumtaz et al. proposed a hybrid SMO algorithm for the multi-level
planning and scheduling of PCB assembly line [6]; Gao et al. proposed a hierarchical
multi-objective heuristic algorithm for optimizing PCB assembly [7].

After analyzing the literature, we can find that the current research on the scheduling
problem of the PCB assembly line focuses on a single objective; the maintenance of the
machine and the energy consumption of the assembly line are rarely considered. Therefore,
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this study designed an ISMO algorithm for the integrated scheduling problem of CAP and
CPSP, aiming to minimize Cmax, TEC, and TMT at the same time.

2. Problem Formulation

The problem studies in this paper can be described as follows: if CN is the number of
PCB orders, then m number of machines for t types of n component patches are required.
Each machine will require maintenance at regular intervals to ensure the normal state of
machines, i.e., the continuous placement time of the machine cannot exceed the mainte-
nance interval time UT. The focus is to determine the optimum distribution and placement
sequence of n components on the m machine to minimize Cmax, TEC, and TMT simultane-
ously. The energy consumption of machines is mainly composed of three parts: processing
energy consumption, maintenance energy consumption, and idle energy consumption.

Assumptions of this paper include the following: (1) all machines on a PCB assembly
line are identical; (2) a machine can only place one component at a time on the PCB; (3) the
same type of components can be assigned to multiple machines on the PCB assembly line;
(4) there is no priority constraint on component placement; (5) each machine has a feeder,
and multiple feed slots can be placed in each feeder, and only one type of component can be
placed in each feed slot; (6) the machine cannot stop for maintenance during the placement
process.

3. ISMO Algorithm

3.1. Basic Flow of the ISMO Algorithm

SMO is a proposed global optimization algorithm: the main feature is that it can
increase the ability to search optimal solutions. The ISMO algorithm is proposed to solve
multi-objective problems. The process of the proposed ISMO algorithm is shown in Figure 1.

 
Figure 1. Flow chart of the proposed ISMO.

3.2. Solution Based on Parallel Coordinates

The proposed problem is multi-objective optimization problem; therefore, the Pareto
solution set is normalized by parallel coordinates to determine the advantages and disad-
vantages of each solution. The rth target value corresponding to the (ns)th solution in the
Pareto solution fns ,r set to a

(
NS × R

)
two-dimensional planar mesh (NS is the number of

Pareto solutions, R represents the number of target values), using Equation (1) to obtain the
lattice coordinate component Lns ,r:

Lns ,r = NS × fns ,r − f min
r

f max
r − f min

r
, (1)

where f max
r = max fns ,r and f min

r = min fns ,r are the maximum and minimum values of the
rth target of the Pareto solution, respectively. If fns ,r = f min

r , then Lns ,r=1.

128



Eng. Proc. 2022, 23, 15 3 of 5

The density distance D(SMu) of SMu can be calculated using Equation (2).

D(SMu) = ∑NS

j=1,j 	=i
PCD(SMu, SMv)

2

NS , (2)

where SMv is the individual in the solution set except SMu, and PCD(SMu, SMv) can be
calculated using Equation (3).

PCD(SMu, SMv) =

{
0.5, ∀r, Lu,r = Lv,r

∑R
r=1|Lu,r − Lv,r|, ∃r, Lu,r 	= Lv,r

, (3)

The individual with the largest density distance in the Pareto solution set is selected
as the optimal solution.

3.3. Local Leader Phase (LLP)

In the LLP, the population is divided into groups, and then the individual SMu is
updated in the group as follows: SMu is crossed with LL first, and the obtained offspring
individuals are crossed with the random individual in the group; then, the best individual
is selected as the new individual.

The crossover process is illustrated below. The crossover of the components part
adopts the two-point crossover method, and the crossover of the machine part adopts the
single-point crossover method. The example of crossover is shown in Figure 2.

 
 

(a) (b) 

Figure 2. (a) Component’s crossover; (b) machines crossover.

4. Numerical Example and Analysis

4.1. Parameter Settings

In order to evaluate the solution efficiency and quality of the ISMO, SMO, NSGA-III,
PSO and DE were selected as the comparison algorithms. Based on the production data of
a certain enterprise [8], the experimental problem scale and parameter range are shown
in Table 1, and the algorithm parameters are shown in Table 2. n, m, ct, and CN are the
number of components, machines, component types, and PCB orders, respectively; UT and
MT are the maintenance interval time and the maintenance time; vm is the velocity of the
machine head; d is the distance covered as the machine head moves; and FP, PP, and MP
are the idle power, processing power, and maintenance power of the machine, respectively.

Table 1. Experimental problem scale and parameter range.

Parameters Value Parameters Value Parameters Value

n 10 20 30 MT 300 FP U [1, 3]
m 2 3 4 vm 100 PP U [1, 9]
ct 4 5 6 d U [300, 350] MP U [1, 99]

CN 10,000 20,000 30,000 UT 14,400
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Table 2. Parameter values for algorithms.

Instance m = 2, n = 10 m = 3, n = 20 m = 4, n = 30

Algorithm ISMO SMO NSGA-III PSO DE ISMO SMO NSGA-III PSO DE ISMO SMO NSGA-III PSO DE

popsize 150 100 150 150 150 150 150 150 150 150 150 150 150 150 150
maxgen 150 100 150 200 150 200 150 150 200 200 200 150 200 200 200

pc 0.7 0.7 0.75 / / 0.7 0.7 0.75 / / 0.75 0.75 0.8 / /
pm 0.1 0.1 0.2 / / 0.1 0.1 0.15 / / 0.15 0.15 0.2 / /

4.2. Computational Experiments and Discussion

In this study, three problem instances were tested, with each problem instance run
10 times, in order to compare different algorithms in terms of operational efficiency and
operational quality. The results are shown in Table 3. CT is the running time of the
algorithm; Nd is the average number of Pareto solutions obtained by the algorithm; IGD is
inverse generation distance; and NR is non-dominant rate.

Table 3. Performance indicator results for algorithms.

Algorithm
m = 2, n = 10 m = 3, n = 20 m = 4, n = 30

CT Nd IGD NR CT Nd IGD NR CT Nd IGD NR

ISMO 13.4198 3.2 1646.5110 0.7861 41.4082 5.5 623,020.0337 0.7231 53.9259 6.8 1,892,077.6829 0.6624
SMO 12.6523 1.5 44,995.7403 0.0111 38.2206 2.4 842,868.3469 0.0000 50.7701 2.5 2,043,876.5376 0.0676

NSGA-III 22.8764 1.3 8391.4363 0.3139 27.2215 1.2 1,595,181.4112 0.2269 45.0490 1.1 5,047,418.3441 0.2699
PSO 12.1930 1.6 22,905.7269 0.0000 14.0099 2.5 1,062,318.0880 0.0125 16.2862 3.0 4,656,473.8169 0.0000
DE 5.1382 1.8 56,670.4167 0.0000 8.3881 2.9 1,075,758.9253 0.0375 10.2588 3.2 4,453,947.1130 0.0000

It can be seen from Table 3 that the CT of DE and PSO algorithms is shorter, and the CT
of ISMO, SMO, and NSGA-III algorithm is longer. The DE and PSO are basic algorithms,
and the principle and running steps are relatively simple; therefore, the CT is significantly
shorter than the other three algorithms. For the number of Pareto solutions obtained
by different algorithms, the average order from large to small is: ISMO, DE, PSO, SMO,
NSGA-III. When using IGD, the ISMO algorithm is obviously the best, followed by SMO,
and the PSO and DE are poor, whereas the NSGA-III has better results in n = 10 problem
instances, but worse result in the n = 20 and n = 30 problem instances. When using NR, the
ISMO algorithm is obviously the best, followed by NSGA-III, and the SMO, PSO, and DE
are worse. In general, compared with the other four algorithms, the ISMO algorithm has
obvious advantages, but its advantages decrease with the increase in scale.

5. Conclusions

For the integrated CAP and CPSP scheduling problem considering machine preventive
maintenance, this paper has proposed an ISMO algorithm based on the parallel lattice
coordinate, which minimizes Cmax, TEC, and TMT at the same time. The experimental
results show that the ISMO algorithm can effectively increase the diversity and convergence
of the obtained solutions.
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Abstract: A hybrid differential evolution (HDE) algorithm that minimizes the total earliness and
tardiness time (ET), a just-in-time objective, is studied for a single-batch-processing machine (SBPM)
scheduling problem with different processing times, release times, sizes and delivery times. A hybrid
differential evolution algorithm with an integrated Tabu search (TS) algorithm is proposed to improve
the capacity of the neighborhood search of a differential evolution algorithm (DE). The experimental
results show that the proposed HDE can obtain better an objective value than the basic DE can.

Keywords: differential evolution algorithm; Tabu search algorithm; single-batch-processing machine
scheduling problem

1. Introduction

The problem of batch processing machine (BPM) scheduling is a significant branch
of the production scheduling problem. The scheduling problem of burn-in operations in
semiconductor manufacturing is a BPM scheduling problem. Therefore, it is important to
carry out research on BPM scheduling in the context of intelligent manufacturing.

Many research studies have been conducted in the literature. Donbson and Nambi-
madom studied the SBPM scheduling problem to optimize the mean weighted flow time
with different job sizes [1]. Chou et al. designed an improved genetic algorithm to solve
the SBPM scheduling problem with different sizes and delivery times of jobs [2]. Zhou
improved the DE by selecting the mutation operator adaptively for the same problem
that is mentioned in the literature to minimize the makespan [3]. In order to optimize the
maximum lateness for the SBPM problem with non-identical job sizes and release dates,
Zhou presented a modified particle swarm optimization (MPSO) algorithm [4]. Parsa et al.
designed a dynamic programming algorithm to optimize the BPM scheduling for the JIT
objective with a common due date, and different processing times and sizes of jobs [5].
Zhang et al. designed SLTS heuristic rules for the SBPM scheduling problem with different
processing times and due dates, which can effectively minimize the ET [6]. Zhang et al.
designed AABF and ITSLS rules to optimize the total weighted earliness and tardiness [7].

This article researches an SBPM problem to minimize the ET objective, and a hybrid
differential evolution algorithm is designed to minimize the ET.

2. Problem Description

The problem can be described like this: n jobs will be processed on a SBPM. First, the
jobs will be assigned to a batch and one job can only be assigned to a batch once. The total
size of the jobs in a batch cannot be greater than the constraint of the machine S. Then, the
processing sequence of the batches is determined to optimize the ET.
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Some assumptions need to be considered: (1) pj, rj, sj and dj, respectively, represent
the processing time, release time, size and delivery time of job j. (2) The process cannot be
interrupted, even if there are still some jobs in the batch have not been finished. (3) The
largest release time of the jobs in the batch determines the release time of a batch. (4) The
longest processing time of the jobs in the batch determines the processing time of a batch.
Using the three-field notation α|β|γ which was introduced for describing scheduling
problems, we denote our problem by 1

∣∣pj , rj, dj, sj, S
∣∣ETmin .

3. Description of DE and HDE

As a frequently used evolutionary algorithm, DE is widely used. DE includes popu-
lation initialization, mutation, crossover, selection operations, and it can quickly explore
solution space.

3.1. Initialization

The initial population of DE is a P × n set that is constructed by P individuals. P de-
notes the population size. Each individual has n elements, and n denotes the number of jobs
that there are. Therefore, the initial population can be denoted by xt

i = (xt
i,1, xt

i,2, · · · , xt
i,n),

which represents the ith individual in a generation t(i = 1, . . . , P). In this article, a job
permutation list is obtained by a ranked-order-value (ROV) rule, which is dependent on
the random key representation. As Table 1 shows, the random key of the jobs is {0.3, 0.6,
0.1, 0.8, 0.4, 0.9}, and we can get the permutation of job X = {3, 1, 5, 2, 4, 6} by using ROV.
Then, a first-fit (FF) rule is employed to group the jobs that are sorted into batches. We
assume that the capacity of the machine is S = 10, and the two batches.

Table 1. Job permutation obtained by ROV.

Jobs 1 2 3 4 5 6

Random key 0.3 0.6 0.1 0.8 0.4 0.9
Job permutation 3 1 5 2 4 6

Job size 1 8 5 1 3 1

B = {b1, b2} = {{3, 1, 2}, {5, 4, 6}} will be obtained. The individual Xt
i , i = 1, . . . , P is

randomly generated. Each random key value of the individual is generated by Formula (1)

x0
i,j = xd + random × (xu − xd), j = 1, · · · , n (1)

xd = −1, xu = 1, random is a random value, random ∈ [0, 1].

3.2. Mutation

In this step, this article applies DE/rand/2 to generate the mutant individuals vt
i . The

mutation operator can be described as Equation (2):

Vt
i = Xt

a + F × (
Xt

b − Xt
c
)
+ F × (

Xt
d − Xt

e
)

(2)

where a, b, c, d, e are not equal to each other and are respectively generated in the set
{1, . . . , P}, and F is randomly chosen in the range [0, 1].

3.3. Crossover

A trial individual Ut
i will be produced in the crossover operator, jrandom is a random

natural number jrandom ∈ {1, . . . , n}. The CR determines whether an element of Vt
i can be a

part of Ut
i , and the CR is randomly generated in the range [0, 1]. The crossover operator

can be described as Equation (3):

ut
i,j=

{
vt

i,j i f random ≤ CR or j = jrandom

xt
i,j otherwise

j = 1, · · · , n (3)
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3.4. Selection

In this step, we demonstrate how to compare the fitness of Ut
i with Vt

i and select the
better one which will be used as a new individual of the next population. f represents the
fitness value.

xt+1
i =

{
Ut

i i f f
(
Ut

i
) ≤ f

(
Xt

i
)

Xt
i otherwise

(4)

Equation (4) describes how to select an individual to become a new part of the
next population.

3.5. Combination of Two Algorithms

The DE has a weak local search capacity. Therefore, a local search strategy is embedded
into the DE to improve the local search capacity of DE, as it is proposed. The TS algorithm is
a common local search algorithm. The TS sets a Tabu list to forbid some repeated operations
and uses aspiration criterion to assoil a good solution status. After the selection operator of
DE, the next step is choosing the best individual of this population as a candidate solution
to perform the Tabu operation. Introduced next is 2-opt which produces a new candidate
solution. As shown in Figure 1, by exchanging two and four, we can obtain a new solution.

 

Figure 1. The process of 2-opt.

3.6. The Process to Sort the Batches

The batches are sorted according to the median of the job due date in the batch, and
the steps are as follows:

1. They are given a job permutation, and the jobs are assigned to a batch by the FF rule,
and b batches are obtained;

2. The median of the jobs due dates dmedian
Bi

, (i = 1, . . . , b) in the batch are found, and
they are sorted in to an increasing order which decides the order of the batches that
are being processed: B1, B2, . . . , Bb;

3. The start time of the batch SBi = max
{

rBi , CBi−1

}
is, when i = 1, CB0= 0. The comple-

tion time of the batch is checked, to see if CBi < dmedian
Bi

, Bi is shifted from the left to
the right until CBi = dmedian

Bi
; if the situation is otherwise, then nothing needs to be

changed. The operation is repeated until all the batches are scheduled.

4. Computational Experiments

4.1. Data Generation

Extensive computational experiments are done. Let n = 10, 12, 15, 20, 40, 60, 80,
100 for these. The processing time pj, the release time rj and the size sj of job were,
respectively, discrete distributions in the range of [1, 100], [0, 50] and, [1, 10]. The due
date of the job dj satisfies the following formulae dj = pj + U[dmin, dmin + β × P]/2 and
dmin = max(0, P × (α − β/2)), P = ∑n

j=1 pj, α = 1, β = 0.5. The machine’s capacity is
S = 30.
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4.2. Results Analysis

To compare the quality of the DE and HDE, each scale data were randomly produced
in 10 instances. Table 2 shows the average values of the completion time (CT) and the ET
that were obtained by testing every scale of the jobs.

Table 2. Results that were obtained by different algorithms.

n
DE HDE

Gap (%)
CT ET CT ET

10 2.24 224.3 9.04 224.3 0
12 2.72 309.9 20.96 306.2 −0.01
15 13.39 384.5 27.30 378.2 −0.02
20 52.81 617.8 106.42 585.4 −0.05
40 110.12 2035.5 207.26 1434.9 −0.30
60 168.83 5744.6 570.46 2807.1 −0.51
80 222.60 10966.4 803.57 4304.3 −0.61
100 274.67 22962.7 925.48 6649 −0.71

The sixth Column of Table 2 shows the gap between the DE and HDE,
Gap = (ETHDE − ETDE)/ETDE × 100%. According to Table 2, the ET that was obtained by
HDE is close to the DE when n ≤ 0, because two kinds of algorithm can explore the solution
space completely. With the increase of job scale, the ET that can be obtained by HDE is
much better than the DE when n ≥ 40, which indicates that the exploitation capacity of
HDE is obviously better than DE.

5. Conclusions

In this paper, a SBPM scheduling problem with non-identical processing times, release
times, due dates and arbitrary job sizes to minimize the ET was addressed. An HDE was
proposed according to the characteristics of the problem. Compared to the basic DE, HDE
can achieve a better solution, especially in situations where there are more than 60 jobs.
Future research may consider the parallel-batch processing machine problem. At the same
time, many objectives will be considered to be closer to the reality.
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Abstract: Human Resource(HR) is one of the main departments in an organization that foresees all
the manpower of a company. HR trends are changing rapidly. One such advancement in the field of
HR is the human resource information system (HRIS). This paper aims to investigate and prioritize
the factors of manpower activities and strategic HRM in HRIS. For this purpose, analytic hierarchy
process (AHP) has been used. The result showed that HRs use HRIS for basic purposes such as
training, hiring, and forming HR policies. This paper provides an insight into the investigation of the
most important factors while implementing HRIS in an organization.

Keywords: human resource information system; manpower activities; strategic human resource
management; analytic hierarchy process

1. Introduction

Technology is evolving rapidly with time. So, businesses and other organizations must
adapt to new trends to stay in the competition. Technology helps businesses in managing
and retrieving their database, keeping records, increasing office productivity, and much
more [1]. Mid- to high-level companies use the human resource information system (HRIS)
to achieve all these goals with just a few clicks. Some research regarding the impacts of
HRIS on human resources has already been conducted. Hendrickson [2] has defined HRIS
as an integrated system that helps the organization gather, store, analyze and process
information regarding its human resource. Mark Feffer [3] recognized human resource
information system as a trend that will only grow.

It is new terminology, and many are unaware of it, especially in Pakistan. This
paper helps to identify and investigate what Pakistani engineering firms use HRIS for and
how they prioritize the manpower activities and strategic HRM factors in HRIS. These
preferences have been obtained using the multicriteria decision-making (MCDM) technique
called analytic hierarchy process (AHP).

2. Literature Review

Human resource information system has a vast impact on various aspects of an
organization from hiring to career management to strategic human resource management.
Researchers have been finding ways to define HRIS and its impacts on organizations.
Lippert and Swiercz [4] focused on the user’s trust in the technology. The greater the trust,
the easier it will be to deploy the HRIS. Obeidat [5] talked about HRIS and its relationship
with human resource functionalities. He described HRIS as a system that is comprised of
strategic tools and planners that improve the future forecast of the supply and demand of
the workforce and enhance workers’ performances.
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Regarding HRIS and manpower activities, Fernandez [6] studied the impact of human
resource information system on the recruitment of new employees. With the increase in
competition, it is very important for companies to hire better people for the job and to ease
the pain of hiring and recruiting. Khera and Gulati [7] did not limit her study to recruitment
like Fernandez. She tried to observe the impact of the HRIS on other human resources
activities such as training, HR planning, etc. The results after data analysis showed that
HRIS has many benefits but one of the best benefits is its capability of storing and analyzing
employees’ data.

HRIS has been changing the face of traditional HRM and is converting it into more
of an advanced HRM with the use of technology; it is known as strategic human resource
management (SHRM). Nagendra and Deshpande [8] focused on the strategic side of human
resource management. According to this study, aligning IT with HR strategies would help
the organization improve its HR tasks. Cheema [9] focused on the decision-making side of
the SHRM System.

Vargas [10] explained the analytic hierarchy process(AHP) and its applications in
different fields. This study described the two processes that are involved in AHP. The first
process includes hierarchic design of pairwise comparisons and the second process deals
with evaluation of that comparison. Esangbedo et al. [11] mostly focused on the use of
multi criteria decision making techniques in human resource information system.

3. Research Methodology

This study aims to investigate and find the preferences of factors regarding manpower
activities and SHRM in HRIS. For this purpose, AHP was used. The first step was to
identify all the significant factors in manpower activities (hiring, training, job satisfaction,
promotion/demotion, wages, incentives, employees’ health, employees safety, communica-
tion, staffing, and leaves) and SHRM (career management, demand/supply, HR policies,
employee’s rights and policies, HR development, job analysis, work–study method, ratio
trend analysis, risk management, decision making, business process re-engineering (BPR),
workplace learning, HR planning, e-learning, globalization, and offshoring). The next step
was to make questionnaires (for manpower activities and SHRM) that would help to assign
weights in a pairwise comparison. The weights were assigned using a preference table. The
questionnaire was filled out by HR experts. After obtaining the response, the third step
was to put in all the weights of all the factors and to find the prioritized factors using AHP
(by using expert choice). At first, manpower activities factors were put into the software.
Weights were assigned to the factors and the results were obtained. After that, the same
steps were followed for SHRM factors.

4. Results and Findings

After putting the weights for manpower activities in expert choice, the comparison
matrix obtained is shown in Figure 1.

 

Figure 1. Pairwise comparison matrix obtained from the software “Expert Choice” for manpower
activities.

From Figure 2, it can be seen that for manpower activities, the preferred factors include
hiring (0.208), and communication (0.166), while staffing showed the lowest value of 0.032.
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Figure 2. Preference table for manpower activities using expert choice.

The next step was to put in the alternatives for SHRM and assign weights to them
using the software. The pairwise comparison matrix for SHRM is shown in Figure 3.

 

Figure 3. Pairwise comparison matrix obtained from the software ”Expert Choice” for SHRM.

For SHRM, the results after assigning the weights to all the factors showed the follow-
ing priority: HR policies, job analysis, HR development, career management, HR planning,
employees, rights and policies, decision making, and so on. This order shows that for
SHRM, HRs prefer HRIS for forming and managing HR policies (0.120), keeping a record
of employees and job analysis (0.110), developing HR department (0.10), and employees’
career management (0.094). Further results are presented in Figure 4.

Figure 4. Preference table for SHRM using expert choice.

5. Conclusions

The main purpose of this study was to identify the priorities of human resource
regarding manpower activities and strategic human resource information system while
using HRIS. In this research work, analytical hierarchy process was used to prioritize the
factors.

Hiring, training, promotion/demotion, HR development, policy making, and job
analysis were found the most important factors while studying the manpower activities
and strategic human resource management. The major limitation of this study includes the
use of traditional (outdated) HR systems in engineering firms. Most of the HR experts were
found unaware of the use HRIS and its working which opens the way for HR researchers
to investigate this limitation in future.
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Abstract: There have been many studies performed on the optimal design and expansion of a natural
gas transmission network; however, very few works have addressed the problem of the reinforcement
of an existing natural gas transmission network with limited application. This study is focused
on the reinforcement of an existing natural gas transmission network with the aim to minimize
investment cost. The compressor stations have been assumed operational in either direction. A
mathematical model was developed for the problem, which is non-convex mixed integer nonlinear
programming (MINLP) in nature; therefore, a convex relaxation was formulated to solve the problem
easily in General Algebraic Modeling System (GAMS, GAMS Development Corp., Fairfax, VA, USA)
using DICOPT and CONOPT solvers. The model was applied to a small transmission network for
validation and the results proved its efficiency.

Keywords: natural gas; transmission network; reinforcement planning; optimal expansion; mixed
integer nonlinear programming

1. Introduction

The natural gas transmission network is the most critical part of a gas supply chain
network. The different gas supply sources including the indigenous gas-producing sources,
Liquefied Natural Gas (LNG) terminals, underground storage, and international pipeline
entry points are connected to a natural gas transmission network at borders. Major indus-
trial consumers such as gas-fired electric power plants, and fertilizer and cement plants are
directly connected to a natural gas transmission network. Therefore, its efficient operation
and optimal expansion are very critical to ensuring an uninterrupted supply of natural gas
as well as minimal cost [1]. Natural gas transmission networks are high-pressure networks
spanning entire countries involving large distances. The natural gas transmission networks
expanded with time due to the addition of the new demand centers and the enhanced load
at the existing ones. The flow dynamics of natural gas through a pipeline are very complex
due to the nonlinear relationship between the natural gas pressure and flow [2]. Further,
the combinatorial nature of pipeline diameters makes the problem mixed-integer in na-
ture [3]. These characteristics make the problem an Mixed Integer Nonlinear Programming
(MINLP), which further needs reformulations and relaxation for efficient results. In litera-
ture, the unidirectional operation of the compressor stations has been considered, which
makes the compressor station nonoperational in the reverse direction, hence, it has no role
in the capacity of the cyclic network in the reverse direction. In this study, it is assumed that
they can operate in either direction to fully utilize their capacity, hence, the network. The
objective of this study is to propose a mathematical formulation for the optimal expansion
of a gas transmission network while considering the reinforcement of the existing network
with the bidirectional flow of the compressor stations. The substantial costs can be saved
by even minor improvements in design and operation conditions. The total cost can be
minimized by optimizing system variables while ensuring that all network constraints are
satisfied [4]. A typical natural gas transmission network is shown in Figure 1.
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Figure 1. A Cyclic Gas Network.

2. Problem Formulation and Mathematical Modeling

We are dealing with the reinforcement of an existing gas transmission network with
the following assumptions: The network under study is a cyclic gas network and is in a
steady-state condition. The gas composition and temperature are assumed as constant
over time and space. The variations in elevation of the network are neglected and it is
considered horizontal. The demand at each delivery node must be fully satisfied, i.e., no
shortages are allowed.

Let,

i, index of the nodes; a, index of the arcs;
N, the set of nodes;
Ns, the set of supply nodes;
Nt, the set of transit nodes;
Nd, the set of demand nodes;
A, the set of arcs;
Apipe, the set of pipe arcs;
Acomp, the set of compressor arcs;
D, the set of commercially available diameters of pipe;
Qa, the flow rate in a pipe (million standard cubic feet per day);
πi

a, the inlet square pressure (or inlet head) of the pipe (psi);

π
j
a, the outlet square pressure (or outlet head) of the pipe (psi);

ya, binary variable showing gas flow direction in a pipe;
ka, auxiliary variable for a pipe arc;
L, the pipe length (miles);
Da, the internal diameter of the pipe (inches);
M, nodes-arcs incidence matrix;
b, the vector of supply or demand;
Pmax, the maximum pressure at a node (psi;
Pmin, the minimum pressure at a node (psi);
πi

max, the maximum pressure head limit;
πi

min, the minimum pressure head limit;
Ca, the cost of pipe per mile per inch.

2.1. Objective Function

The objective function is to minimize the construction cost of new pipelines, which is
given by:

Min Z = ∑
a∈Apipe

Ca·Da·La (1)
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2.2. Constraints

There are some limitations posed by the technicalities of a gas transmission network,
therefore, the model is subject to the following constraints:

πi
a − π

j
a = βQa|Qa|, ∀ a ε Apipe (2)

πmin
i ≤ πi ≤ πmax

i , ∀ i ε N (3)

τmin
a ≤ τa ≤ τmax

a , ∀ a ε Acomp (4)

MQ = b (5)

where β is a constant in the pressure loss equation; whereas, the modulus of Qa shows the
direction of gas flow in a pipe arc. Further, Equation (5) summarizes flow balance equations
at each node.

3. Solution Methodology

The relation between the gas flow and pressure makes the problem non-convex in
nature, which is difficult to solve; therefore, the convex relaxation is applied to the constraint
(2) of the model, then, solved in GAMS.

3.1. Convex Relaxation

The model with the convex relaxation of (2) is as below:

Min Z = ∑
a∈Apipe

Ca × Da·La (6)

ka = βQ2
a (7)

ka ≥ π
j
a − πi

a + 2ya

(
πi

min − πj
max

)
(8)

ka ≥ πi
a − π

j
a + 2(ya − 1)

(
πi

max − πj
min

)
(9)

ka ≤ π
j
a − πi

a + 2ya

(
πi

max − πj
min

)
(10)

ka ≥ πi
a − π

j
a + 2(ya − 1)

(
πi

min − πj
max

)
(11)

πmin
i ≤ πi ≤ πmax

i , ∀ i ε N (12)

τmin
a ≤ τa ≤ τmax

a , ∀ a ε Acomp (13)

MQ = b (14)

The Equations (8)–(11) are called McCormick envelopes for the equation
ka = 2(ya − 1)

(
πi − πj

)
[5]. These envelopes result in exact reformulation because it

is the product of a binary variable with a continuous variable.

3.2. GAMS as Modeling Language

The mathematical model developed in Section 3.1 is now modeled into a computer
program in General Algebraic Modeling System (GAMS) [6], which is then solved through
DICOPT and CONOPT solvers. GAMS is a high-level modeling language used for mathe-
matical optimization. DICOPT is DIscrete Continuous OPTimizer that solves Nonlinear
Programming (NLP) and Mixed Integer Programming (MIP) sub-problems alternatively.
CONOPT is used due to a large number of nonlinear constraints [7].

4. Computational Experiments and Results

All the computational experiments were performed on a small gas transmission
network with 16 nodes and 15 arcs. The details of some arcs are shown in Table 1. Two
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benchmarks were created from the base network; (i) the enhancement in diameter of the
segment s1 which consists of arcs 1 to 3 as well as the higher pressure at the supply nodes
(ii) the installation of a compressor station at the transient node to boost the pressure. The
results show that the first benchmark is feasible, whereas, the second benchmark was
infeasible despite increasing the pressure. The optimal solution for the first benchmark was
achieved at a 12-inch diameter [8,9].

Table 1. Arcs details.

Arc Length (Miles) Arc Resistance

1.2 2.78 4.45 × 10−8

2.3 13.51 2.16 × 10−7

3.4 2.7 4.32 × 10−8

5. Conclusions

In this study, we developed a mathematical model with convex relaxation for the
reinforcement of a gas transmission network with a minimal investment cost objective. The
computational experiments showed that the developed model is an efficient tool to solve
the problem of the optimal expansion of a gas transmission network in a very short time.
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Abstract: This study aims to analyze the existing market status of lighting technologies in Pakistan,
the existing policy and regulatory framework, and the key driving factors which have led to the
market growth of LED technology in both rural and urban areas. The results obtained from an
extensive survey backed by the literature on the policy landscape of energy efficiency showed that
LED technology has penetrated approximately 95% of the existing market. With a low payback
period and high return rates, the entire transition toward LED lighting can lower mercury pollution
by 700 kg, lower carbon dioxide by 33,000 kt, and save USD 6.5 billion in the form of electricity
bills. This transition has been mainly driven by the low cost of technology resulting from regulatory
support in the form of the Minimum Energy Performance Standards (MEPs), labeling schemes, and
reduced taxation on both sales and manufacturing.

Keywords: light-emitting diode; energy conservation; mercury pollution; technology index

1. Introduction

The major challenges for developing countries in their SDG pathways are the limited
energy resources and resulting GHG emissions from their inefficient use [1]. Considering
the rapid growth in population, urbanization, and industrialization, the role of electricity
in running the whole ecosystem is extremely significant, and its irrational use could create
major hurdles in achieving the targets of the sustainable development goals (SDG-7), i.e.,
access to reliable and affordable energy [2]. Over the past two decades, Asian countries
have shown the highest growth in their energy consumption; however, at the same time, the
highest share of energy wastage comes from the same countries due to their low technology
development index [2].

Among the key demand sectors, lighting constitutes a significant portion of total
electricity consumption in buildings. According to the Global Lighting Challenge (GCL),
15% of global electricity is consumed by the residential sector [3]. This is even greater
than the total electricity produced by the entire global nuclear industry. Until 2010, the
technology commonly used for lighting purposes in Pakistan was fluorescent lamps and
tubes. In recent decades, most countries have made significant progress by shifting from
conventional to solid-state lighting through the use of LEDs [4]. Statistics have indicated
that if all existing lights were instantaneously converted to LEDs, it could save over 800 Mt
of emissions globally. Another study on ASEAN countries indicated that a transition
toward LEDs would result in cost savings of USD 3500 million per year while saving
35 TWh of electricity and 20 Mt of CO2 emissions [5].

Over the product life cycle, the economic prospects of increased efficiency have been
directly linked to its higher efficiency, better performance, longer lifespan, low emissions,
and most importantly, cost savings in the form of reduced electricity bills [3]. Research
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has indicated that by 2030, Pakistan can save around 1.2 TWh by promoting energy ef-
ficiency in the lighting sector. This could further result in economic savings of around
USD 120 million [2]. NEECA (MoE, Power Division) in Pakistan conducted research in
collaboration with United for Energy (U4E), which indicated that a complete transition
from conventional to LED lighting could save 4 TWh of annual electricity and reduce
consumer bills by around USD 408 million [6].

Although the penetration of LEDs provides a more positive energy and economic
outlook, it also helps achieve the targets of both energy and climate commitments. This
includes Pakistan’s recent support of the African Lighting Amendment (ALA), which was
recently approved at the Conference of Parties of Minamata Convention on Mercury [7]. As
per the convention, all parties that are signatories to the convention must phase out mercury-
containing lighting products (mainly indoor) by 2024–2025. Further energy efficiency
improvements aid Pakistan in achieving the targets of SDG-7 and the resulting reduced
environmental emissions provide a way forward for fulfilling the commitments mentioned
under Pakistan’s Nationally Determined Contributions (NDCs) [8]. Therefore, this study
critically analyzes the status quo of the lighting sector in Pakistan while analyzing the policy
and regulatory support that was provided to LEDs, leading to its high-rate penetration.

2. Methodology and Data Collection

The methodological approach in this section consists of two data categories. Primary
data were collected through a market survey of 135 shops at seven different locations
in Pakistan (Islamabad, Rawalpindi, Taxila, Wah Cantt, Gujranwala, Hassanabdal, and
Lahore). This survey data was used to collect the most insightful data on the lighting
products available in the different categories. Table 1 indicates the sample data collection.

Table 1. Parameters for data collection (single entry mentioned here for LED bulbs).

Data Collection Parameters

Retailer: Liaqat Electronics Category: LED Bulb
Price: PKR 200 for 18 W LED Brand Name: Areebah

Model: IKF D-30 Voltage and Frequency: 85–265 V * 50 Hz
Base Type: E-27 Lumens and CKI: 3000 and 6500 K

CRI and Lifetime: N/M and 8000 h UPC: 16787300

The data collection based on the parameters defined in Table 1 was initially analyzed
for identifying the market penetration of the different categories, and then it was arithmeti-
cally analyzed to calculate the energy savings, environmental savings, mercury reduction,
and the payback period. Secondary data were collected through existing energy sector
policies, power policies, climate change policies, and the recently published Draft National
Energy Efficiency and Conservation Policy of Pakistan 2022. Furthermore, regulatory
reforms, such as the Introduction of Minimum Energy Performance Standards along with
the labeling scheme, were also critically analyzed and a comparison of lighting and other
similar household products was also made.

3. Results and Discussion

Survey Results and Data Insights

The market analysis indicated that the low cost of LED technology has driven a
rapid transition toward LED lighting in Pakistan. Figure 1a indicates the frequency with
which the different categories of products were available in the market, whereas Figure 1b
indicates the number of models that currently exist in the market.
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Figure 1. (a) Availability of different models in retail stores (b) Numbers of different models available.

Based on Figure 1, LEDs have the highest share in both market presence as well as
the number of models present within the market. Driven by the economic analysis of the
survey data, LEDs are the most feasible choice for customers.

Based on Table 2 and further analysis of the data, LED bulbs have an instantaneous
payback, whereas linear tubes have a payback period of 5 months. This means that
an additional investment of PKR 440 on a single product can save PKR 6900 over the
life cycle of a product. Furthermore, considering the fixed quantity of light generated
from different sources, LEDs can increase the rated lifetime by 12,000 h, reduce annual
electricity consumption from a single bulb by 60 kWh, and reduce CO2 emissions by
around 187 kg. Through a complete transition, Pakistan can reduce mercury pollution
by 700 kg, lower carbon dioxide by 33,000 kt, and reduce electricity bills by almost USD
6.5 billion. Compared to other Asian countries (India, Bangladesh, Philippines, Sri Lanka,
and Vietnam), Pakistan has the lowest payback period and highest power-saving potential.
These results very clearly highlight that LEDs are by far the most suitable technology for
the lighting sector in Pakistan.

Table 2. Economic incentives and paybacks for the transition toward linear LEDs.

Parameter LFTs LED Retrofits

Lifetime 13,000 h 25,000 h
Tube Price PKR 210/- PKR 650/-

Power Consumption 36 Watts 18 Watts
Usage (9 h/day) 118 kWh/year 59 kWh/year

Cost of Electricity PKR 2047/year PKR 1037/year
Cost (7-year timeline) PKR 14887 PKR 7192

Additional Cost payback - 5-Months

The statistics highlighted in the results section indicate that LEDs have deeply pen-
etrated the lighting market owing to the efforts of NEECA [9] and FBR. Customs duty
for LEDs is only 3% as opposed to 20% for all other categories. Similarly, to ensure local
production, the sales tax on LED products is zero, whereas it is 17% for other imported
products. These interventions have led to the availability of a strong indigenous market for
all available LED products. Even the larger number of LED models encountered during
the survey were local products available at a much cheaper price than imported products.
This has significantly driven the cost of lighting products to well below their fluorescent
counterparts.

4. Conclusions

This study highlights the current market status and key drivers that have led to
the country-wide adoption of LED lighting technology in Pakistan. Through a survey
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conducted in seven different areas in Pakistan, this study identified that LED bulbs have a
sale share of 98.5% in Pakistan’s retail market. CFL lamps (known previously as energy
savers) despite being introduced after ICs have a lower share of sales owing to their higher
cost (20.7% for ICs and 14% for CFLs). Florescent linear tubes are however still available
in approximately 90% of the relevant market due to the high cost of the LED linear tubes
that come with a structure intact. However, the payback analysis identified that although
LED bulbs have an instantaneous payback, LED linear tubes have a payback of 5 months.
Thus, spending an additional PKR 440 today can save approximately PKR 6900 over the
product lifecycle. Through a complete transition from fluorescent lighting to LEDs, Pakistan
can cumulatively reduce mercury pollution by 700 kg, lower carbon dioxide by 33,000 kt,
and reduce electricity bills by almost USD 6.5 billion. On a regulatory and policy front,
this study identified the key roles played by FBR and NEECA in reducing taxation and
producing MEPs and labeling schemes for a rapid transition.
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Abstract: The vortex turbine (VT) is a micro-hydro turbine that extracts power from a water vortex
that is artificially generated in a conical or cylindrical cross-section basin. The former cross-section
gives rise to a stronger vortex than the latter, meaning it has more potential for power generation. For
this reason, the present study experimentally analyzed the effect of sensitive geometric parameters
on the VT performance, i.e., the rotor to basin diameter ratio (RB) and runner’s position in the conical
basin (CB). The results show that the ideal runner in terms of RB for the best performance of VT is a
runner with RB = 0.6, which has a maximum potential for the utilization of the forced vortex region
of the Rankine vortex. Moreover, the best position for the installation of a VT runner is the location at
the bottom near the orifice, as the strong vortex tangential velocity and maximum head drop at the
mid-position is not a feasible option. Blades with a tilt in the vertical plane are suggested for use in
the power extraction at the bottom of CB whereas crossflow blades suit the rotational flow region
near the top of CB, i.e., the surface vortex.

Keywords: gravitational water vortex turbine; potential flow; runner position; conical basin; Rank-
ine vortex

1. Introductions

A huge amount of hydro energy has remained unutilized due to low flowrate and
a low-head issue [1]. This problem can be addressed with the use of gravitational water
vortex turbine (VT) technology, as all other conventional hydro turbines need one of the
above-mentioned parameters in a sufficient amount. This type of turbine can easily operate
from 0.7 m to 3 m under the water head [2]. It is used to extract energy from the water vortex,
which is artificially generated when the water exits under the force of gravity from the
orifice of the basin in either a cylindrical or conical configuration [3]. The VT performance
reduces when the blades are varied from 6 to 12 on a runner [4]. The performance of
the VT has also been analyzed with different profile blade runners, such as centrifugal,
Francis, and impulse paddle type, while it is suggested that the runner should have a
minimum hub diameter with straight blades at an angle for better VT performance [3,5].
It is reported that the CB provides a stronger vortex than a cylindrical basin under the
same water head and flow rate [4]. Moreover, the vortex can re-originate itself in the CB
once it is distorted through a runner that is fixed in the basin. Therefore, for the first
time, Gheorghe-Marius et al. proposed the idea of using stepwise runners in a CB, and
they reported a detailed analytical model [3]. Later, the same approach was used for the
purpose of a detailed experimental investigation of multi-stage VT performance [6]; The
authors’ recent study is particularly focused on the inter-stage and intra-stage performance
evaluation of multi-stage VT [7].

This study is especially devoted to the sensitive runner’s design parameters, including
the rotor diameter to corresponding basin diameter ratio (RB) and runner’s position in the
CB for the purpose of maximum power extraction. The effect of the above parameters on
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the performance of the VT has been examined by plotting the brake Torque (T), power (P),
and efficiency (η) vs. the rotational speed (rpm). To the best of our knowledge, the present
manuscript is of worthy consideration for the further exploration of VT technology.

2. Experimental Setup and Methodology

The designed experimental rig used for the performance evaluation of the VT is shown
in Figure 1a. The testing facility comprised a centrifugal pump, storage tank, overhead
reservoir, conical basin, and assembly of a VT. The VT runner, which had four blades of the
Savonius profile, was used to extract power from the water vortex. The bucket method was
used for the measurement of flowrate [7]. An inlet flow rate of 4 L/s was kept constant
for all the experiments. A tachometer and Prony brake mechanism were used for the
measurement of rotational speed, N (rpm), and brake torque, T (N-m), respectively.

 
 

(a) (b) 

Figure 1. (a) Experimental test rig for the VT PPs investigation; (b) the Savonius blades profile.

The following equations are used for the measurement of the experimental angular
velocity ω (rad/s), brake power P (watt), and turbine efficiency η.

Ω = 2πN/60 (1)

P = Tω (2)

η = P/HP (3)

“HP” refers to the available hydraulic power. The developed mathematical model is used
for the analytical measurements of the above performance parameters (PPs) [7].

3. Results and Discussion

In the operation of the turbine, it is important to know the value of torque and RPM
for a specific power output under a constant water head and inlet flow rate. Therefore, the
effect of the RB and position of a runner on the performance of the VT have been depicted
by plotting the performance curves at various load conditions.

3.1. Analysis for Rotor Diameter to Corresponding Basin Diameter Ratio (RB)

The RB is among the major geometric parameters that greatly influence the PPs of the
VT. The variation in the RB results in the change of the runner’s diameter. For this reason,
the RB is varied by the fixing of the blades of Figure 1b, which were T1, T2, and T3 at stage
3 (S3), as shown in Figure 2. The first subscript terms R31, R32, and R33 stand for the stage
of the VT, while the second subscript stands for the type of blade. For example, R31 is the
runner fixed at stage 3 while having T1 blades. In Figure 2, the comparison between R33
and R31 showed that R33 performed better than R31 with a higher brake torque (38%↑)
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at the cost of low rpm (17%↓), thus providing more power. Under the same conditions,
R32 competes with R33 in the same power production and efficiency with an advantage
of less weight; thus, it may be termed as the optimum performing runner when RB = 0.6.
Figure 2 also reflects that the VT runner with RB = 0.47, showing its installation within the
rotational flow region of the Rankine vortex; it achieved the highest rpm. In the Rankine
vortex, the rotational vortex has a greater ability for power generation due to the existence
of a strong tangential velocity in it, unlike the irrotational flow region [8]. The maximum
RB runner reflects its presence in the region of both free and forced vortex while providing
the lowest rpm.

Figure 2. PPs of the VT with different RB runners and schematic of VT setup.

The optimum performer runner (R32) implies its installation on the interface of the ro-
tational and irrotational vortex. R32, in terms of PPs, overshoots the analytical calculations
due to having the highest capacity for the utilization of the rotational vortex region. Thus,
based on the discussion above, a runner with RB = 0.6 is suggested as a runner for VTs.

3.2. Effect of Runner Position

The mounting position of an individual runner in a CB has a great impact on the
performance of a VT. At the same input design parameters, the maximum energy can be
harnessed from the vortex by fixing the turbine runner at its proper location along the
height of the shaft. This is why the position of the runner is varied by fixing the T1 blades
of Figure 1 at S1, S2, and S3, respectively (Figure 2). Thus, the insight runners in this section
are R11, R21, and R31.The results achieved through the adopted technique are plotted in
Figure 3.

The highest rotational speed of R11 at S1 is because of the maximum head drop at the
same inlet flowrate. Among all the runners, the runner fixed at S2 (R21) underperformed the
other two, R11 and R31, in all modes of PPs. Thus, it can be suggested that the mid-position
of CB should not be utilized for power generation in the case of single-stage turbines.
Between the runners R11 and R31, the more promising candidate is R11. It produced
double the power compared with R31 with a lower water head utilization tendency, as
indicated by its lower efficiency. On the other hand, R31 has more competency for water
head utilization over R11, thus making it difficult to credit the S1 or S3 position for energy
generation. An in-depth observation would shed an inkling on the selection of the blades
profile. S1 and S3 are the location of the maximum and minimum head drops, respectively.
Thus, we suggest that blades of the same profile are tilted in a vertical plane at S1 to utilize
both head and vortex tangential velocity. The vortex tangential velocity resulting through
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the water head drop and artificial vortex generation in the CB is the major contributor to
the higher power of R11, which is fixed near the bottom. In the position of S3, the available
water head is minimum, but the blades of the selected profile suit S3 well. We conclude
that in the case of a single-stage VT, the bottom position near the orifice while using the
runner with blades tilted in a vertical plane is preferred for power generation. The top
position is feasible for power generation if the runners have blades of the present profile.

Figure 3. PPs of the VT runners with T1 blades positioned at S1, S2, and S3, respectively.

4. Conclusions

The purpose of the present study is to trace the best diameter (RB) runner and fixing
position of the vortex turbine in a conical cross-section basin for maximum power output.
The analysis was carried out based on rotational speed (rpm), power (watt), and efficiency
under different loads. For the best performance of the VT, it is recommended to use a
runner with RB = 0.6 as it showed the maximum potential in utilizing the potential flow in
the Rankine vortex. The bottom position near the orifice is preferred for the installation of
the VT due to the presence of a strong vortex tangential velocity.
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Abstract: The key objective of the research is to calculate and design the Small Horizontal Axis Wind
Turbine (HAWT) that can meet Pakistan’s energy needs. This is the plan for producing approximately
20 kW of electricity to distribute the load used by common household appliances. This study will
focus on Jamshoro, Sindh, Pakistan, where a wind turbine is considered to generate electricity. The
appropriate design is required to make the turbine more efficient and decreases the cost. Q-blade
wind turbine software verifies the design parameters. The maximum power factor is achieved at
the design speed of 8 m/s. Design analysis is also performed in Q-blade wind turbine simulation
software.

Keywords: horizontal axis wind turbines; power factor; Q-blade software

1. Introduction

Pakistan is among the ten countries in the world facing the most serious energy crisis.
As the country faces challenges with numerous monetary, political, and social issues, the
conversion from a traditional fill-based economy to a green economy will be difficult. The
household consumes 30% of the total energy generated and electricity demand is increasing
daily and posing a challenge to the current energy solution. In urban areas, the energy
demand increases more as people migrate from the big city [1].

In the old days, the energy produced from the wind was used for many purposes as
the grinding of wheat and corn. However, “Blade Element Momentum Theory” was intro-
duced during the 1980s. Using this theory, many wind turbine designs were presented [2].
The energy demand in the world is increasing continuously, and 2% of this demand is
increasing through fossil fuel, which has terrible and adverse effects on our environment [3].
Until 2009, not a single network of wind farms existed. However, presently, the circum-
stance has changed remarkably, and wind ranches adding to the general framework are
now a reality [4,5]. Presently, the current administration of Pakistan has introduced an
arrangement for a power age up to 2030 that assumes an introduced capacity in the north
of 162 GW [6]. In the south (Sindh and Baluchistan), Pakistan has a 1046 km coastline,
although most wind power projects are now being built in the GharoKeti Bander and Hy-
derabad wind corridors. Calculating the axial and circumferential inducible factors of wind
turbine wings is challenging. The geometry of the blades is very complex; additionally, the
blades are now manufactured with glass fiber and carbon fiber composite layer structures
for high wind turbine performance [7,8].

The purpose of the research is to calculate and design a small wind turbine for small-
scale energy needs in Pakistan. This is the plan for generating about 20 kW of electrical
energy to spread the load used by common household machines. The area for this study is
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Jamshoro, Sindh province, Pakistan, the place where wind turbines will be built to generate
power. Wind power design formulations are used to estimate the blade design values. At a
designed velocity of 8 m/s, a reliable energy coefficient is obtained.

2. Design Parameters

The following parameters mentioned in Table 1 are analyzed and considered for the
blade design.

Table 1. Design Parameters.

Blade Length (l) Tower Height (h) Swept Area (A)
Rotor Diameter

(d)
Rotor Speed (ω)

Number of Blades
(n)

7.2 m 40 m 162.86 m2 6.92 m 89.66 rpm 3

3. Results and Discussion

The direction of the wind is one of the wind aspects. The location of a wind farm
and the placement of wind turbines inside the wind farm are heavily reliant on statistical
information about wind directions over time. Upwind wind turbines reduce wind speed
and increase disturbance for downwind wind turbines. The wind’s power is directly
proportional to the cubic of mean wind speed (v).

P ∝ v3 (1)

Output Power is the electric power supplied by the generator [9].

P =
1
2

CPρAv3 (2)

The value of CP (Power Coefficient) decreases as wind speed increases. Equation (3)
shows the relation between CP and wind speed.

CP ∝
1
v3 (3)

The tangential speed at the tip of the blade is divided by the actual wind speed to
calculate TSR. Its value determines by using Equation (4). Tip speed ratios concerning
different wind speeds relation is shown in Table 2 at different wind speeds.

λ =
ωr
v

(4)

Table 2. Output power.

Wind Speed (m/s) CP Tip Speed Ratios (λ) Output Power (kW)

7 0.58 9.2 19.9
7.5 0.47 8.67 19.84
8 0.42 8.12 21.538

Actual output can be determined by Equation (2).

4. Airfoil

Airfoils for wind turbines (HAWTs) are often designed with high-lift coefficients and
low-drag coefficients for use at small angles of attack. S1020 airfoil | Ornithopter airfoil
is used in this research because it gives a reliable lift-to-drag ratio which will be useful to
stabilize the wind turbine. Figure 1 shows the shape of the S1020 airfoil.
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Figure 1. Airfoil design.

4.1. Foil Specifications

As it increases, the value of the Alpha (Angle of Attack) ratio of lift coefficient to drag
coefficient starts decreasing. In real-life, Alpha is between 10 to 15 degrees [10]. In this
research, values of Lift to Drag ratio are analyzed for different Angles of Attack between 0◦
to 12◦ degrees; it gives very smooth values to 12 degrees. Figure 2a,b show the specification
of the airfoil S1020 at 12 degrees and the graph between Alpha and Cl/Cd.

  
(a) (b) 

Figure 2. Alpha (Angle of Attack) and ratio of lift coefficient to drag coefficient.

4.2. Static Structural Analysis

Static Structural Analysis analyzes the effect of stable (or stationary) loading states on
a body, while inertia and the damping effects induced by time variable loads are neglected.
In this research, the Wind turbine blade is fixed at a circular foil end which is a boundary
condition. Figure 3 simulates the Static Structural Analysis for the turbine.

 

Figure 3. Static Structural Analysis.

4.3. Airflow Analysis

Airflow analysis is conducted using Q-blade software and analyzed at 8 m/s since
using equation (2) approximately 20 kW of electricity can be achieved, theoretically. The
colors on the blades show stress on the blades during airflow. By using software, calculated
values can be observed experimentally. The calculations are practically testified by using
Q-blade wind turbine software at 8 m/s, HWAT generates more than 20 kW of electricity.
The airflow analysis and output calculations as described in Figure 4.
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Figure 4. Airflow Analysis of the wind turbine blade.

5. Conclusions

This study demonstrates the precise design and calculation of 20 kW horizontal axis
wind turbines to meet Pakistan’s energy demands—on a small scale. The power factor can
be deduced from the current design and calculation. It varies slightly according to wind
speed, and its value rises at low wind speeds compared to high wind speeds. In addition,
airflow analysis is conducted using Q-blade software at 8 m/s. Hence, the proposed design
is suitable to provide pollution-free and sustainable energy.
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Abstract: The paper presents a model to carry out a short-term flow data extension for a minimum of
30 years using the Gauss–Newton Empirical Regression Algorithm (GNRA) for the determination
of the hydropower generation capacity of rivers in ungauged channels. An averaged 2 years of
precipitation, observed experimental discharged data, and 30 years of historical and predictive
precipitation data were used to generate a regression model equation after authentication analysis. A
minimum, average, and maximum of 30 years of historical, and predictive discharge data and power
characteristics of the river were generated. A discharge predictive accuracy of 96.71% and a Pearson
Correlation Coefficient of 0.954 were established between the experimental and model results. The
river has minimum, average, and peak power potentials of 5 MW, 10 MW, and 20 MW, respectively,
and is capable of yielding power throughout the year.

Keywords: data extension; discharge; rivers; hydro; power; regression; analysis

1. Introduction

The need to improve Nigeria’s power generation has emphasized the importance of
improving the country’s hydropower generation output [1]. However, the development of
hydropower resources is currently being hampered by a hydrological data shortage due to
large ungauged river channels. Data extension techniques using empirical rainfall-runoff
models are used to overcome this challenge [2].

A recent study [3] developed a new hybrid biogeography-based optimization (BBO)
technique to achieve a better capability to predict daily stream flow. The study referenced
in [4] applied regression analysis and clustering in catchments to give excellent results
in the data analysis and forecasting of hydrological runoff; the study referenced in [5]
also used the regression tree ensemble approach to develop a model with good accuracy
for runoff prediction. Ramana validated the adequacy of regression analysis for runoff
prediction with the formulation of a model with three hydrological modules [6]. The
present methods of modeling surface runoff involve complex evaluation processes with
many interconnecting variables [7] that are not available for most river basins in Nigeria.

The paper presents a faster, cheaper, and more convenient model to carry out short-
term flow data extension to a minimum of 30 years using the Gauss–Newton Regression
Algorithm (GNRA) for data extension in ungauged river channels. GNRA is one of the
most popular, efficient, and simple methods for solving non-linear problems [8].

2. Materials and Methods

The observed 2 years of experimental discharge data were extended to 30 years of
discharge data using GNRA. The regression model equation was generated and validated
using rainfall data for 2018 and 2019 for the study period. The validated model equation
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was used to carry out 30 years of the data extension process. Correlation analysis was
implemented between the model and experimental results.

Modeling Equations

The general relationship for the empirical modeling process is shown in Equation (1).

Q = f [X, Y] (1)

where

Q is the runoff output;
X is the input dataset of rainfall;
Y is the input dataset of historical runoff.

The regression model equation generated by the study process is given in Equation (2).

D = 6.5870 + 0.2614F − 0.0042F2 + 0.000019F3 (2)

D is the discharge (m3/s);
F is the rainfall (mm).

The hydroelectric power output was evaluated using Equation (3).

P = ρghDη (3)

where

P is the generated power (MW);
ρ is the density of water (1000 kg/m3);
g is the acceleration due to gravity (9.81 m2/s);
h is the head of water (50 m);
η is the plant efficiency (0.90).

3. Results and Discussions

3.1. River Orle Rainfall–Discharge Regression Output Analysis

The River Orle rainfall–discharge output is shown in Figure 1. It indicates a good
fit, with the data point close to the regression line plot. This indicates low values of
residuals, which equally indicates the agreement between the model and experimental
results. Figure 2 represents the plot of the observed experimental results and the regression
model output.

Figure 1. Fitted rainfall–discharge line plot.
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Figure 2. Profile of experimental and model discharge plot.

The mean annual discharge for the experimental and model results are 19.282 m3/s
and 19.937 m3/s, respectively, whereas the total average discharges are 231.393 m3/s and
239.252 m3/s, respectively. This indicates a model discharge predictive accuracy of 96.71%.
The large difference in the experiment and model discharge for June and July is because the
model data were derived from 60 years of monthly rainfall data, whereas the experimental
data were derived from 2 years of average monthly data. This is because there used to be
occasional high-volume rainfall between June and July for a number of years.

The proximity in the discharge indicates that the monthly discharge of the river falls
within the same range and demonstrates the accuracy and precision of the model.

3.2. Power Generation Analysis

Figure 3 indicates the discharge and power generation profile of the river. The medium
flow range of the river, Q10 to Q70, is between 10 m3/s and 42 m3/s which corresponds to
the 5 MW–20 MW power output range. The river has a peak power output of 20 MW, base
power of 10 MW, and low power of 5 MW, respectively, within this hydropower power
generation range.

 
Figure 3. Integrated discharge and power duration curve.

4. Conclusions

A 30-year historical and predictive discharge data extension was carried out using the
Gauss–Newton Regression Algorithm from the observed 2 years of experimental discharge
data, in order to meet the requirements for the design of hydropower facilities. The profile
of the river’s average monthly discharge and power generation output was determined
with the generated and validated model. Model discharge predictive accuracy of 96.71%
and a Pearson Correlation Coefficient of 0.954 were established between the experimental
and model results. The river has minimum, average, and peak power potentials of 5 MW,
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10 MW, and 20 MW, respectively, within the medium flow range, and is capable of yielding
power throughout the year.
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Abstract: For any solar energy utilization, it is essential to know the value of radiation on an hourly
basis and monthly basis. Generally, for Islamabad, Pakistan, available data are limited, and it is
difficult to correctly evaluate the harnessed solar energy. In this paper, the monthly average solar
radiation of Islamabad on an hourly basis has been presented, as compared to the available yearly
average data in the literature. Moreover, the Angstrom–Prescott constant for Islamabad, Pakistan,
has been calculated. The proposed relation has the error of radiation less than 1.5%.

Keywords: solar radiation; extraterritorial solar radiation; Islamabad; Pakistan; angstrom constant

1. Introduction

Monthly average values of the clear sky solar radiation component for Islamabad,
Pakistan, specifically for 9AM, 12PM, and 3PM, have been presented by P. Akhter et al. [1].
However, correlations have been proposed by Firaz Ahmad et al. [2] to obtain monthly
average daily radiation at Karachi, Pakistan. Using various empirical relations, the mean
monthly solar radiation has been estimated for Karachi, Quetta, Lahore, Multan, and
Peshawar by Gadiwala M. S. [3]. Ulfat et al. have proposed the Angstrom constant for global
and diffuse radiation for Islamabad [4]. G Salima et al. have determined the Angstrom
constant for estimating solar radiation in Malawi [5]. S A M Maleki et al. have revisited the
various solar radiation models [6].

2. Monthly Average Solar Radiation

The daily extraterrestrial solar radiation on horizontal surface (Hoh) is calculated
from [7]:

Hoh = G∗
o ts

[
1 + 0.033 cos

(
360 d

365

)]
[sin(∅) sin(δ)

+ 180
πωs

cos(∅) cos(δ) sin(ωs)]
(1)

where Go* is the solar constant (Go* = 1366 w/m2). d is the day of the year starting from 1st
January, as d = 1 and ϕ = 33.738◦ is the latitude of Islamabad. δ is declination and ωs is the
hour angle at sunset.

To calculate the average monthly radiation, the midday of the month has been consid-
ered. Using Equation (1), the average monthly extraterrestrial solar radiation on a clear day
of Islamabad is presented in Figure 1.
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Figure 1. Monthly average solar irradiance of Islamabad.

3. Angstrom–Prescott Model for Islamabad, Pakistan

The daily solar radiation on the horizontal surface on earth (Hh) is given by the
Angstrom–Prescott relation [8]:

Hh
Hoh

= a + b
n
N

(2)

The application of Equation (2) involves the parameters N and Hoh that are determined
using the geographical information of the location under consideration only, where n/N is
the fraction of possible sunshine, N is the maximum possible bright sunshine duration, and
n is actual bright sunshine duration. The value of N is calculated from the metrological data
of sunrise and sunset. It approximately takes 30 min from sunrise to reach full brightness
and approximately 30 min before sunset when the brightness starts to reduce. This fact has
been considered while calculating the N value. a and b are the Angstrom constants.

To evaluate the Angstrom constant (a, b), global solar radiation on the horizontal sur-
face on earth (Hh) is taken from P. Akhter et al. [1] at 12:00 pm noon. Global extraterrestrial
solar radiation on the horizontal surface (Hoh) is calculated using Equation (1). The actual
bright sunshine duration (n) is evaluated from weather and climate [9]. Since the data
pertain to the total hours of average bright sunshine of the month, the daily average value
is calculated by diving by the total number of days of the month (see Table 1).

Table 1. Data for evaluating the Angstrom constant.

Month
Average Sun
Shine Month

n N n/N Hh Hoh Hh/Hoh

(hr/Month) (hr) (hr) (Global) (Global) (Global)
Calculated Calculated

1 196 6.323 9.18 0.688 561 839 0.668
2 189 6.750 10.2 0.661 674 956 0.705
3 202 6.516 10.98 0.593 762 1134 0.671
4 249 8.300 12.05 0.688 866 1246 0.695
5 311 10.032 12.93 0.775 928 1333 0.696
6 298 9.933 13.4 0.741 897 1352 0.663
7 260 8.387 13.17 0.636 912 1302 0.700
8 249 8.032 12.38 0.648 875 1222 0.716
9 262 8.733 11.37 0.768 793 1216 0.652
10 274 8.839 10.33 0.855 690 1091 0.632
11 249 8.300 9.4 0.882 555 936 0.592
12 194 6.258 8.93 0.700 489 836 0.584
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Figure 2 shows the plot of Hh/Hoh vs. n/N, along with the fitted curve. The Angstrom
constants obtained by fitting a linear curve are a = 0.92697 ± 0.0485 and b = −0.35362 ± 0.06104.
The Angstrom–Prescott model for Islamabad, Pakistan, is given by:

Hh
Hoh

= 0.92697 − 0.35362
n
N

(3)

0.5 0.6 0.7 0.8 0.9 1.0
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
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1.4
1.5

H
h/H

oh

n/ N

Hh/Hoh

 curve fitted

Figure 2. Linear curve fitting to obtain the Angstrom constant.

The predicted values by Equation (3) are compared with the calculated values given
in Table 2. The error is less than 1.5%. Hence, the proposed model can be confidently used
to calculate global solar radiation on the horizontal surface on earth at Islamabad, Pakistan.

Table 2. Comparison of calculated results (Equation (2)), predicted by Equation (3).

Month n/N
Hh/Hoh

(Global)
Calculated

Hh/Hoh
(Predict)

Error
%

1 0.688 0.668 0.683 −1.476
2 0.661 0.705 0.692 0.012
3 0.593 0.671 0.717 −0.045
4 0.688 0.695 0.683 0.011
5 0.775 0.696 0.652 0.043
6 0.741 0.663 0.664 −0.001
7 0.636 0.700 0.701 −0.001
8 0.648 0.716 0.697 0.018
9 0.768 0.652 0.655 −0.003
10 0.855 0.632 0.624 0.008
11 0.882 0.592 0.614 −0.021
12 0.700 0.584 0.679 −0.094

Ulfat et al. [5] have proposed the Angstrom model as

H
Ho

= 0.2883 + 0.5519
n
N

(4)

The proposed model for the prediction of global solar radiation on horizontal surface
by Equations (3) is compared with the Ulfat model given by Equation (4). The result is
given in Table 3. It is observed that that, in some cases, the Ulfat model’s error is up to 18%.
Conversely, our proposed model error is less than 1.5%.
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Table 3. Comparison of the proposed model with the Ulfat model.

Month
H/Ho

(Global)
Calculated

H/Ho
Predicted

H/Ho
Predicted
% Error

H/Ho
Ulfat

H/Ho
Ulfat

% Error

1 0.668 0.683 −1.476 0.668 0.024
2 0.705 0.692 0.012 0.653 5.149
3 0.671 0.717 −0.045 0.615 5.613
4 0.695 0.683 0.011 0.668 2.657
5 0.696 0.652 0.043 0.716 −2.033
6 0.663 0.664 −0.001 0.697 −3.395
7 0.700 0.701 −0.001 0.639 6.069
8 0.716 0.697 0.0185 0.646 6.966
9 0.652 0.655 −0.003 0.712 −6.007

10 0.632 0.624 0.008 0.760 −12.807
11 0.592 0.614 −0.021 0.775 −18.266
12 0.584 0.679 −0.094 0.675 −9.013

4. Conclusions

The monthly average solar radiation of Islamabad, Pakistan, is provided, and the
Angstrom–Prescott model for Islamabad, Pakistan, is proposed. The proposed model
predicts global solar radiation within a 1.5% error.

Author Contributions: Conceptualization, S.M. and A.N.; methodology, S.M. and M.J.H.; software,
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Abstract: Microfluidic paper-based analytical devices have broadened the scope of microfluidics by
offering low-cost, simple, faster fabrication, biodegradability, and environmentally benign devices
capable of medical diagnostics, environmental sensing, and food quality control. These devices are
incredibly versatile, which is one of their most notable features. Despite recent advancements in
paper-fluidics, creating slow flow channels in paper still remains a challenge. Herein, we propose
viscous barriers of various concentrations embedded along the paper channel to control its flow
velocity by altering the pore size. We used sugar concentrations in the range of 0–40% dried in porous
media and then recorded flow behaviors of water and castor oil. From experiments, it was observed
that by increasing the sugar concentration, delay time also increased. Moreover, changing the type
of fluid (w.r.t viscosity) also varies the flow delays as castor oil took a much longer time to cover
the same channel length as compared to water. We believe that our proposed method will play an
important part in improving flow delays and can be applied for food quality applications such as
time–temperature indicators due to its simple fabrication and cost-effective technique.

Keywords: delay zone; food quality; microfluidic; paper-based microfluidics

1. Introduction

Global health is the most important challenge that the world faces in improving dis-
ease detection and diagnosis precision. Health can be improved by providing an adequate
quality of food and a pollution-free environment. Microfluidics devices provide great
potential for food safety and inexpensive diagnostics. These devices enable less sample con-
sumption as well as quicker reaction and separation times. Integrated microfluidic devices
are used for a wide range of applications. These applications include medical diagnostics,
environmental sensing, drug discovery, drug delivery, chemical and biochemical processes
in the field of analysis, as well as energy conversion and storage [1–5]. Such devices are
mainly used for immunosensing, point of care (POC), and filtration of biological fluid on
a chip [6]. Martinez et al. of Whiteside’s group at Harvard realized the use of paper for
microfluidic devices in 2007 and reported first microfluidic paper-based analytical device
(μPAD) [6]. The developing cost of μPADs is minimal, because paper is the cheaper, flexible,
portable, and biodegradable material. As a result, there is no external force required to
control the flow of the fluid in the paper due to its capillary force.

Understanding of flow control is very important in paper-based microfluidic devices
for its accuracy and predictability [7,8]. Flow control in a two-dimensional paper-based
microfluidics device can be done by either changing the geometry or by changing the
chemical properties of the flowing fluid [9]. A simple geometric control can be done by just
changing the channel length to control wicking times [10]. Printing baffles on the paper
can also be used to decrease flow time [11]. Chemical flow control can be done by using
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sugar and wax to create barriers in the path of the flowing fluid to decrease flow time for
food quality control.

For our research, we have used sucrose for creating barriers in the path of the flowing
fluid. By adding sugar barriers into the paper channel, porosity will decrease, and as a
result, imbibition of the solution into the paper will decrease. Decrease in the pore size
of the paper will increase the resistance of the flowing fluid in the paper channel; as the
resistance is increased, the flowing fluid will take more time to reach the required point.
In this research, we adopted the chemical-based method to control and manipulate fluid
flow in paper for food quality devices such as time–temperature indicators to increase the
delay time of fluid flow in paper. The flow control was achieved by changing the amount
of sucrose in the solution of wetted paper.

2. Theoretical Background

Flow can be classified as wet-out flow and fully-wetted flow. One-dimensional
fluid flow into a dry porous paper channel is termed as wet-out flow. The classic Lucas–
Washburn (L–W) concept of wet-out in a paper pore does not take part in the complicated
reduction process of sugar-treated strips; it would provide a useful framework for describ-
ing the origin of time delays. The L–W equation is derived from the capillary force due to
surface tension of the paper and the viscous force of fluid flow. It explains that the length
of liquid imbibition is proportional to the square root of time.

L2 =
rγcosθ

4μ
t (1)

where L is the penetration length of the wicking fluid, r is the pore size radius of the paper
strip, γ is the surface tension force, θ is the contact angle and μ is the dynamic viscosity of
the flowing fluid. The capillary force responsible for fluid flow in paper is caused by the
surface tension γ at the fluid surface. The higher the capillary pull, the higher the surface
tension at the liquid interface, and hence the higher the fluid flow in the paper channel.

3. Materials and Methods

The delay time of wet-out flow through the paper strip is increased by creating the
delay zone of different sugar concentrations. A sugar solution is prepared by mixing the
sucrose in distilled water at room temperature. Solubility of sucrose in water at 200 ◦C is
66.7% by mass. We prepared the sugar solution in distilled water of 30% and 40% sucrose
by mass. Whatman filter paper strips of grade 40 were inserted in 30% and 40% sugar
solution until the solution was wicked at the desired point on the strip. Wicking strips
were dried at room temperature. Figure 1 shows the preparation of the sugar delay zone of
different concentrations.

Figure 1. Preparation of sugar delay zone.

As the length travelled by liquid in the rectangular channel increases, viscous drag
acting on it also increases, which causes the flow velocity to decrease with time. Figure 2
shows the image during the experiment. The flow speed of the water is high in the low
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concentration delay zone. For the high concentration sugar delay zone, the liquid flow
is slow. Time to reach the fluid at the finish line is increased by increasing the sugar
concentration from 0–40%. The length of liquid flow in the paper strip is measured by the
Image J software (National Institutes of Health and LOCI, 1.48 v, Bethesda, MD, USA, and
Madison, WI, USA), as shown in Figure 2c.

   
(a) (b) (c) 

Figure 2. Image during experiment: (a) Water flow untreated strip; (b) flow of castor oil in 30% sugar
concentration strip; (c) penetration length measured with Image J software (1.48 v).

4. Results and Discussion

Figure 3a shows the flow of water in the paper strips of different sugar concentrations.
Water flows in the untreated 0% sugar concentration strip for 7 min to reach a length of
60 mm. At the creation of a delay zone of 30% sugar concentration, it takes 18 min to reach
the finish line of the 60 mm length. Water flowing in a created delay zone of 40% sugar
concentration, on the other hand, takes 20 min to reach a length of 28 mm. So, this indicates
that wicking delay time can be increased by increasing the sugar concentration to some
extent.

 
(a) (b) 

Water Castor Oil 

Figure 3. Length–time curve: (a) Flow of water in sugar delay zone of different concentrations;
(b) flow of castor oil in sugar delay zone of different concentrations.

To increase the delay time from hours to days, we used the high viscous fluid of
castor oil, which has a viscosity of 14 times more than water. The flow of castor oil in
the untreated paper strip of 0% sugar solution takes two and a half days to reach the
same length of 60 mm as shown in Figure 3b. However, in the delay zone of 40% sugar
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concentration, castor oil takes much more time, 2 days, to cover the length of 40 mm. Hence,
the results show that time delay can be increased by creating a sugar delay zone of different
concentrations and changing the wicking fluid from water to a high viscosity liquid.

5. Conclusions

Flow delays were achieved by using sucrose solutions of various concentrations in
paper media to study their effect on flow delays. Several experiments were performed
by changing sucrose concentrations in distilled water in a range of 0–40%. Moreover, the
flow behavior of highly viscous fluid, e.g., castor oil, was also studied and compared with
distilled water. From experiments, it was recorded that a flow delay of 40 min was achieved
by using a 40% sucrose concentration. To achieve a flow delay of two days, castor oil is
also promising in this regard. We believe that this study will help researchers to develop
more sustainable and efficient methods of flow delays for food quality and environmental
sensing applications of paper-based microfluidic devices.
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Abstract: A meso-micro analysis technique established on the basis of micro-mechanics of failure in
combination with progressive-based damage criteria of the composite material constituents (i.e., fiber
and matrix) is demonstrated to predict the impact and compression after impact (CAI) performance
of biaxial composite laminates. Damages in the composite material constituents are calculated using
different failure models. The analysis technique is then used to investigate the impact and CAI
behavior of 45◦ biaxial composite laminates, for both thermoset and thermoplastic resin systems. The
results were presented in the form of damage propagation contours for both impact and compression
after impact and a comparison of graphs showing displacement-time, internal energy-time, velocity-
time, and contact force-time for both thermoset and thermoplastic resin.

Keywords: multi-scale; micromechanics of failure; impact; compression after impact; biaxial composite
laminates

1. Introduction

Recently, an exceeding growth of the application of biaxial composite laminates have
been observed due to a high ratio of strength to weight, an ability to tailor the material for
different applications and resistance to damage due to impact load [1]. Due to the recent
advancements in the aircraft-based industry and increased claim for the composite laminate
based structures, the demand of accurate failure prediction models has also increased.

For the design and development of structures based on composite materials, the
numerical investigation can play a vital role in the reduction in resources such as cost
and time. For accurate numerical analysis and prediction of complex failure phenomenon
due to impact, dependable failure theories and models based on progressive damage
are required to accurately investigate the failure mechanism in the composite laminates-
based structures [2]. Therefore, predictive tools requiring a smaller quantity of essential
mechanical tests are becoming more significant.

The failure models dependent on the micromechanics technique have exceedingly
developed expediency for investigators by accurately developing the complex mechanisms
in the composite laminate based structures; having an advantage in investigating the failure
prediction at constituents-based level [3]. Due to the combination of meso-level and micro-
level representative unit cells, this multi-scale technique takes the accuracy and efficiency
of both micromechanics and macro-based analysis.

A meso-micro analysis technique established on the basis of micromechanics of failure
(MMF) technique [4] and progressive based damage analysis is used to predict the impact
and compression after impact (CAI) performance of biaxial (BX) laminates. MMF is de-
pendent on progressive damage models for constituents, i.e., fiber and matrix, in which
there is a transfer of data from micro-scale to meso-scale and back again. In view of the
advantage of accurate MMF predictions [4], MMF based technique is applied to predict
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the impact and CAI behavior of BX 45 laminates made with a thermoset and thermoplastic
resin system.

2. Methodology

For impact analysis, an explicit model-based scheme was used to perform the simula-
tion of the impact loading using ABAQUS 6.14 (Dassault Systèmes, Vélizy-Villacoublay,
France), where dynamic explicit solver was used. An algorithm was established for com-
bining MMF and a progressive damage model and was implemented using VUSDFLD.

In this study, two types of resin systems, i.e., thermoset and thermoplastic were
investigated for BX 45 composite laminate. The used fiber (T700) behaves as transversely
isotropic material, having five independent material properties [5], whereas the matrix
behaves isotropically, having two material properties [5].

The geometry, dimensions and the boundary conditions are given in Figure 1a. The
ply thickness for all investigated models was taken as 0.125 mm. The radius of the impactor
model was taken as 5 mm. The starting location of the impactor was established above the
BX laminate model. Four sides of the composite laminate were constrained using fixed
boundary conditions. After the impact analysis, CAI was performed, in which the left-over
damages from impact analysis were introduced to the laminate and a compression test was
performed. The procedure showing the methodology is shown in Figure 1b.

 

(a) (b) 

Figure 1. (a) Geometry and Boundary Conditions (b) Methodology adopted for impact and CAI.

In the developed FE geometries, the plies were made with the help of an eight-node
linear brick element, i.e., C3D8R. [6]. Mesh sensitivity analysis, which is an important step
in the simulation process, was performed and it was concluded that the selected mesh
remained a compromise amid the quality of output and computational time.

3. Results and Discussion

The impact resistance and CAI behavior of the BX 45 composite laminate made with
thermoset and thermoplastic resins were quantitatively assessed by a visual examination
of the contours induced by damage, as they are exposed to an impact of 50 m/s. The
Figure 2a–f shows the damage contours of impact and CAI for the BX 45 composite
laminate along with the displacement, velocity, internal energy and contact force time
histories for V = 50 m/s.

The results shown in Figure 2a are the ply-by-ply damage contours, indicating the
damage propagation for the impact case. The damage contours are shown at the time step
of t = 0.05 s and t = 0.1 s. As a result of the visual examination, it is qualitatively concluded,
due to the use of thermoplastic resin, that BX 45 laminates caused an improved dispersal of
the impact-based energy; a lesser damage area due to deletion of elements, and, therefore,
an enhanced resistance due to impact.

176



Eng. Proc. 2022, 23, 18 3 of 4

 
(c) 

 
(a) (d) 

(e) 

(b) (f) 

Figure 2. (a) Damage contours for Impact; (b) damage contours for CAI; (c) Displacement vs. time
graph; (d) internal energy vs. time graph; (e) velocity vs. time graph (f) contact force vs. time graph
for BX 45 composite laminates.

Figure 2b shows the results for the CAI case, in which the damaged biaxial composite
laminate due to impact is subjected to compression strain of 2% and 4%. The damage
contours for the CAI case shows that less damage is induced in the thermoplastic case as
compared to the thermosetting case, thus indicating there is more residual strength in the
case of thermoplastic resins based biaxial composite laminates.

To further investigate resistance due to the impact of BX 45composite laminate, the
assessment of absorption of impact energy was performed and results are shown in
Figure 2c–f. The evaluation includes the investigation of reduction in displacement and
velocity of projectile after impact. The absorption capacity of impact energy for composite
laminates is investigated by analyzing the decrease in residual velocities against the inci-
dent impact velocity. The results show that the decrease in residual velocity was higher
in the case of thermosetting resin than the thermoplastic reason. The higher the decrease
in residual velocity of the projectile, the higher the impact energy absorption. On the
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basis of the assessment of impact damaged areas, it can be deduced that BX 45 composite
modeled using thermoplastic resin shows enhanced resistance due to impact compared to
the BX 45 composite modeled using thermosetting resin.

4. Conclusions

In this research, a multi-scale technique dependent on MMF in combination with a
progressive damage model is demonstrated, and later applied on the 45-degree biaxial
composite laminate, made of thermosetting and thermoplastic resin system. The full pene-
tration of an impactor with a velocity of 50 m/s was simulated, followed by a compression
after impact simulation. The impact resistance was assessed based on the quantitative
analysis using damage contours for both impact and CAI and also on the basis of impact
energy absorption. Results showed that the BX 45 composite laminates with thermoplastic
resin results in enhanced resistance due to impact compared to composite laminates with
thermosetting resin. The demonstrated methodology for investigating the impact resistance
of composite laminates is relatively general as it initiates with the vital composite material’s
constituents, fiber and matrix. As soon as the material properties are attained, the proposed
technique can be used to investigate any material and structure, subjected to different types
of loadings.
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Abstract: In this study, cellulose triacetate (CTA) hybrid membrane is successfully prepared via the
phase-inversion method for bioethanol recovery through pervaporation. Nano zinc oxide (ZnO)
particles are mixed into the polymer matrices of CTA to enhance the pervaporation membrane’s
performance. The fabricated hybrid membrane is characterized using environmental scanning
electron microscopy (ESEM) and thermogravimetric analysis (TGA) to reveal the surface morphology
and thermal resistance, respectively. The pervaporation performance of the hybrid membrane is
assessed for recovering bioethanol from its dilute solution. Pervaporation results show that the
hybrid membrane prepared with 3 wt.% ZnO achieved a permeation flux of 1065.71 g/m2h, while
the separation factor was around 1038 at 50 ◦C operating temperature.

Keywords: bioethanol; cellulose triacetate; mixed-matrix membrane; pervaporation; zinc oxide
(ZnO)

1. Introduction

Fortunately, the use of renewable energy resources and environmentally friendly pro-
duction methods is rising, and biofuels are emerging as a viable alternative to fossil fuels [1].
Bioethanol has been used in the last few years as a substitute for gasoline owing to its
low-cost, high-octane rating, and low environmental impact [2]. However, the profitability
of bioethanol is considerably reduced due to the difficulties involved in its production and
separation. One of the significant bottlenecks among them is product inhibition during the
fermentation stage, which minimizes the ethanol titer and productivity [3]. Accordingly, in
situ ethanol recovery from fermentation broth can improve ethanol yield and productivity.
Recently, pervaporation has been demonstrated to be beneficial for in situ ethanol recovery,
which, in turn, enhances product inhibition in the fermenter [4]. Pervaporation is an ap-
pealing membrane-based technique owing to its enhanced efficiency, separation selectivity,
low energy consumption, and lack of toxicity to microorganisms [5].

The membrane material plays a significant role in the fabrication of pervaporation
membranes. It has been seen that combining polymeric and inorganic nanofillers to create
hybrid membranes is an easy and cost-effective approach to increase membrane selectivity
and overcome trade-off limitations [6,7]. Incorporating suitable nanofillers could improve
pervaporation performance by enhancing selective diffusion and sorption, or both. A
cellulose derivative, cellulose triacetate (CTA), has gained prominence again as a membrane
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material because of its superior mechanical characteristics, less fouling affinity, better
hydrophilicity, and excellent oxidation stability. Moreover, it can be fabricated into a very
dense film, which is requisite for use as PV membranes [8]. As a low-cost, multifunctional
inorganic nanofiller, zinc oxide (ZnO) has lately received much attention as a result of
its unique chemical and physical properties, such as superior stability, nontoxic nature,
and potent bactericide and antibacterial characteristics [9]. Moreover, ZnO nanofiller’s
better hydrophilicity has shaped it as a suitable filler for enhancing the hydrophilicity of
hybrid membranes [10]. Accordingly, mixing ZnO nanofillers into the CTA matrix for
pervaporation is a promising strategy for recovering bioethanol from fermentation broths.

This study employs the phase inversion technique to fabricate a hybrid membrane
consisting of cellulose triacetate polymer and ZnO nanofillers. The effects of nano-ZnO
fillers on the physicochemical characteristics of the hybrid membrane, such as structural
morphology and thermal properties, are also assessed during this study. Furthermore, the
PV performance of the fabricated hybrid membrane is evaluated during the recovery of
bioethanol from the aqueous solution as a function of feed content.

2. Materials and Methods

Membrane Preparation, Characterization, and Performance

CTA–ZnO hybrid membrane is fabricated via the phase inversion method. First,
3 wt.% ZnO nanoparticles are dispersed in dimethyl sulfoxide (DMSO) solvent for 1 h in
an ultrasonic bath operating at 60 ◦C. Then, the suspension solution of ZnO is stirred for
2 h at 75 ◦C. Next, CTA solid polymer is added to the suspension of ZnO and stirred for
6 h at 75 ◦C to obtain a uniform dope solution. The dope solution is placed for 12 h in
the fume hood to eradicate air bubbles formed during the stirring process. Then, a fixed
amount of dope solution is poured into Petri dishes and left inside the fume hood for 48 h
to remove the solvent properly via evaporation at room temperature. Finally, the dried
membrane is detached from the Petri dishes and washed with deionized water to remove
the remaining solvent.

Morphological assessment of the fabricated hybrid membrane is examined using envi-
ronmental scanning electron microscopy (ESEM), Thermo Fisher Scientific, Waltham, MS,
USA. A thermogravimetric analyzer (TGA), Shimadzu, Kyoto, Japan is used to examine the
thermal characteristics of the fabricated hybrid membrane. The pervaporation performance
of the CTA–ZnO hybrid membrane in the recovery of bioethanol from the aqueous solution
is investigated using a locally fabricated experimental setup.

3. Results and Discussion

3.1. Membrane Characterization

The influence of 3 wt.% ZnO nanoparticles on the morphological characteristics of
hybrid CTA–ZnO membrane is assessed by SEM analyses and shown in Figure 1. The
CTA–ZnO fabricated hybrid membrane cross-sectional morphology depicts a sponge-like
porous structure in Figure 1a. It can be seen that mixing ZnO nanofillers into the CTA
matrix results in a surface made of numerous protrusions, as shown in Figure 1b. SEM
analysis indicates that CTA membrane mixed with ZnO nanofillers results in a porous and
asymmetrical structural membrane.
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Figure 1. Morphology of hybrid membrane: (a) cross section; (b) surface.

TGA analysis is carried out to assess the thermal characteristics of fabricated hybrid
CTA–ZnO membrane. Figure 2 demonstrates that the thermal degradation of the hybrid
membrane occurs in three stages. It can be seen that the hybrid membrane started to
degrade at 95 ◦C and continued to degrade up to 380 ◦C. The addition of ZnO nanofillers
considerably altered the thermal resistance of the fabricated hybrid membrane.

Figure 2. TGA analysis of hybrid membranes.

3.2. Pervaporation Performance

The effect of the water content in the feed on the pervaporation performance of
the CTA–ZnO hybrid membrane at 50 ◦C is shown in Figure 3. Results indicate that the
permeation flux and the separation factor strongly depend on the feed content. It can be seen
that, with increasing water content in the feed, the permeation flux increases considerably
because of the improved membrane affinity towards water. In addition, increasing from
10 wt.% to 25 wt.%, the water concentration in the feed reduces the separation factor
substantially because of better membrane swelling. Finally, the maximum permeation flux
of 1065.71 g/m2h at the concentration of 25 wt.%, while the highest separation factor is
around 1038 at 10 wt.% feed concentration.
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Figure 3. Pervaporation performance of hybrid membrane for water concentration in feed at 50 ◦C.

4. Conclusions

A phase inversion approach is employed to fabricate CTA–ZnO hybrid membrane for
bioethanol recovery via pervaporation. It is revealed that adding 3 wt.% ZnO nanofillers
to the CTA polymer matrix enhanced the permeation flux. Furthermore, the addition
of ZnO nanofillers also enhanced the membranes’ chemical composition, hydrophilicity,
and thermal stability. The maximum permeation flux and separation factor achieved
by the hybrid membrane at an operating temperature of 50 ◦C is 1065.71 g/m2h and
1038, respectively.
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Abstract: The determination of aircraft loads in the preliminary design phase is important for the
optimal design of aircraft structures. In this paper, the inflight load calculation methodology for
aircraft in the preliminary design phase is formulated in the form of a computer tool developed in
MATLAB/Simulink environment. In this tool (Loads Model), aircraft maneuvers are simulated, and
the corresponding time histories of loads (shear force, bending moment) on the aircraft components
(wing, horizontal tail, vertical tail, fuselage) are obtained, which are required for the preliminary struc-
tural design of the aircraft. The loads tool can be used to implement the design loads requirements
established in “NATO RTO-45” for control configured fighter aircraft.

Keywords: loads calculation methodology; aircraft loads; load cases; inflight loads; maneuver loads;
Simulink; loads model; dynamic inversion controller; loads tool development

1. Introduction

The structural design cannot be initiated unless the loads acting on the aircraft are ac-
curately determined. The procedures for design loads calculation for different aircraft types
are readily available in the literature [1,2]. Modern military fighter aircraft are controlled
by a fly-by-wire system and carefree handling technology. Hence, the determination of
loads for aircraft with carefree handling capability and a load-limiting flight control system
is different from conventional methods. For the design loads determination of military
fighter aircraft, the NATO RTO-45 [3] specifications have been followed, which requires a
loads tool to be developed for maneuver loads estimation.

A loads model (loads tool) is a platform in which the critical inflight load cases are
simulated, and the loads of aircraft for different components are determined. In this paper,
a loads model is developed in the Simulink environment of MATLAB. The loads model
and the guidelines defined in [3] are used to determine the flight loads acting on the aircraft
that are subsequently required for the preliminary design of the aircraft structure.

2. Framework of Inflight Loads Calculation Tool

In the loads model, the flight dynamics block is linked with a feedback controller to
perform the maneuvers specified in different military aircraft design standards for loads
estimation. The flow of the whole loads model has been defined to present a clear picture
of the load’s framework that is being used for aircraft loads estimation.

The flight dynamics model (FDM) provides the aircraft states (roll rate(p), pitch rate(q),
yaw rate(r), angle of attack(α), sideslip(β), load factor (Nz)) time histories as a result of
control inputs. The outputs of the flight dynamics model are used as inputs for the loads
computation block, which calculates the loads acting on various aircraft components. The
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Loads Model developed in Simulink is shown in Figure 1. The framework of the Loads
Model is shown in Figure 2.
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where u, v, and w are the velocities and X, Y, Z, L, M, and N are the moments about the
body axes of aircraft, where Φ, θ, and ψ are the bank, elevation, and directional angle of
the aircraft.

 

Figure 1. Loads tool developed in Simulink.

A Dynamic Inversion (DI) Controller is implemented in the Simulink Loads Model
to generate the required control surfaces deflections (δe (elevator deflection), δa (aileron
deflection), δr (rudder deflection)) to make the aircraft follow desired rates (p, q, r). The
NDI controller has been modeled in Simulink using the guidelines outlined in [4,5].
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Aircraft Loads (Component-Wise)

The maneuver state variable time-histories of the aircraft are used in conjunction with
the component-wise aerodynamic coefficients for the calculation of component lift, drag,
side force, and twisting moments. The loads equations for all the components of the aircraft
are formulated using the approaches described in [1,6–8].

The equations for the lift of the wing and horizontal tail are given in Equations (4) and
(5). The equation of drag is given in Equation (6), where CL and CD are the lift and drag
coefficients, respectively.

Le(t) = q∞Sw [Ce
L (α

e(t), βe(t), M, h) + Ce
Lδe(α

e(t), βe(t), M, h) δe (4)

Lw(t) = q∞Sw
[
Cw

L (αw(t), β(t), M, h) + Cw
Lq̂(α

w(t), β(t), M, h) q̂(t)) cw
2V∞

+Cw
Lδa(α

w(t), β(t), M, h) δa
(5)

De,w(t) = q∞Sw
[
Ce,w

D (αe,w(t), βe,w(t), M, h)
]

(6)

where q∞ and Sw are the dynamic pressure and wing reference area of the aircraft. The
superscript represents the coefficient of the respective component. Additionally, the change
in the angle of attack due to aircraft rotational rates has also been incorporated. The
equation of the wing angle of attack is shown in Equation (7).

αw(t) = α(t) + tan−1

(
p(t)yw

cp

u − r(t)yw
cp

)
(7)

The equations for the vertical tail are also formulated using the same approach and
assumptions. Finally, the aerodynamic and inertial loads are added, and resultant shear
force and bending moments at the root of the respective component are obtained.
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3. Results and Validation of Loads Model

3.1. Validation with DynaFlight Results

For the validation of the tool developed in this research, the trim analysis of the Loads
Model developed in Simulink for a sample aircraft is compared with the results of existing
aircraft loads calculation software, “DynaFlight”.

The sample aircraft for which trim analysis has been performed is shown in Figure 3.
The aerodynamic model of the sample aircraft and user interface of Dynaflight is shown in
Figure 4. The mass of the aircraft is 18,500 kg.

Figure 3. Aircraft model.

 

Figure 4. DynaFlight interface.

The comparison of the trim analysis for both the software for 5G pull-up and 1G level
flight conditions at 0.8 Mach (M) at sea level is shown in Tables 1 and 2.

Table 1. Results for 5G pull-up maneuver.

Parameter Simulink DynaFlight Difference

Angle of Attack (deg) 1.4 1.6 12.5%
H-Tail Deflection (deg) −8.9 −9.19 3%

Shear Force on Wing (N) 651,892 658,993 1%
Shear Force on Horizontal Tail (N) −242,342 −243,211 0.4%
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Table 2. Results for 1G level flight condition.

Parameter Simulink DynaFlight Difference

Angle of Attack (deg) −1.36 −1.47 7.4%
H-Tail Deflection (deg) −5.48 −5.57 2%

Shear Force on Wing (N) 363,436 309,395 14.8%
Shear Force on Horizontal Tail (N) −211,619 −212,509 0.5%

For simplicity and fast computation of results, panel methods are used to obtain the
aerodynamic data of the aircraft. The effects of unsteady or transient aerodynamics on
wing lift due to unsteady pitching maneuvers are ignored. The aerodynamic data are
obtained at discrete points, and the linear interpolation is used by the built-in Lookup
tables of Simulink. For simplicity, the center of pressure (CP) is kept at 0.25 of the mean
aerodynamic chord (MAC) of the lifting surface.

In longitudinal trim conditions, the load is also carried by the fuselage. The load on
the fuselage is not shown in the table above. The error in the wing load for the 1G condition
is larger due to the way the aerodynamic data of the individual component is stored in the
Simulink model. To reduce the error, the aerodynamic data of the individual components
should be obtained by taking into consideration the effects of lifting surfaces present in
front of the wing. The angle of attack is a flight parameter, and the difference in the value
of the angle of attack (α) could be the result of different numerical solution techniques used
for the solution of flight dynamics equations in both software.

3.2. A Sample Load Case According to Flight Parameter Envelopes Approach (FPEA)

A run case for determining the maneuver loads of the sample aircraft according to the
guidelines of the FPEA described in [3] is shown in this section.

The combination of the normal load factor and the roll rate serves as a critical case for
the rolling maneuvers. Hence, the loads for the normal load factor coupled with the roll
rate have been simulated in the loads model of Simulink, and the results are shown.

The case on the flight parameter envelope as R2 in Figure 2 has been simulated in the
Simulink Loads model, and the corresponding shear force and bending moment on the
wing are displayed. At R2, the Nz is “5”, and the roll rate (p) is taken as “150 deg/s”.

The wing and tail loads of the sample aircraft have been found using the simulation of
2 s in Figure 5. The simulation shows the time histories of aircraft flight parameters and
component loading. The time history of the value of Load Factor (Nz) along with the roll
rate (p) shows that the NDI controller works fine for the tracking of desired parameters,
and the components' shear force and bending moments can be determined.

  
(a) (b) 

Figure 5. (a) Angle of attack (α), sideslip (β), normal load factor (Nz), pitch rate(q), yaw rate (r), and
roll rate (p) vs. time. (b) Shear force on wing and horizontal tail, bending moment on wing root and
horizontal tail root vs. time.
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4. Conclusions and Future Recommendations

The loads tool has been developed, validated, and further used to determine the loads
on different components of the aircraft. Additionally, a critical load case according to the
Flight Parameter Envelopes Approach (FPEA) has been simulated, and the loads on the
aircraft wing and horizontal tail are determined. All the other flight parameter envelopes
of the aircraft given in [3] need to be simulated for all the possible Mach numbers, altitudes,
and mass states for complete loads analysis. The capability of outputting the loads time
histories and having a controller for maneuver simulation makes this tool much more
feasible for maneuver loads determination compared to “Dynaflight”.

The flexibility effects of the aircraft structure need to be incorporated into the cur-
rent loads tool. Additionally, an aerodynamic tool for the determination of aerodynamic
forces and moments in the simulation run time needs to be included in the current loads
determination tool to make this tool a complete standalone loads software.
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