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This book is dedicated to all those young-spirited
people who care for our cities and are setting out to
make them better places.



Foreword

The more confidence we have in research at universities of applied sciences, the more it
grows in its tasks. It is gratifying to see how a concentrated passion for interdisciplinary and
sustainable urban and climate research has developed at the Stuttgart University of Applied
Sciences in recent years: starting from the two main research areas “energy-efficient
buildings and sustainable urban development” and “technologies for spatial data and
simulation” to the BMBF funding “FH-Impuls,” which we are grateful to receive.

I wish the research network iCity continued good cooperation with a wealth of research
results, partnerships, and follow-up projects that contribute to achieving the global climate
goals. May the manifold present research contributions inspire young students and encour-
age them to participate in our common goals.

President, University of Applied Sciences Stuttgart
Stuttgart, Germany

Katja Rade
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Foreword

They are the cities

The city is the first.
The city commences.
The city begins.
The city is the stone.

Stone thrown into the lake.
Now drawing circles.
Over the calm, vast water expanse.
Inertia loosens up everywhere.
Bringing excitement – freshness.

The city begins.
The city is the mouth.
The city is fist and
banner of red color.

From here,
from the mouth goes
excitement into the country.
The fist and the loosening up.
Banner, red, freshness.
To everywhere.

In many waves.

The city is the stone.

(Transl. Nina Ehresmann)
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Es sind die Städte1

Die Stadt ist die Erste.
Die Stadt fängt an.
Die Stadt beginnt.
Die Stadt ist der Stein.

In den See geworfener Stein.
Nun Kreise ziehend.
Über die ruhige, weite Fläche Wasser.
Überall Trägheit lockernd.
Erregung bringend – Frische.

Die Stadt beginnt.
Die Stadt ist der Mund.
Die Stadt ist Faust und
Banner roter Farbe.

Von hier geht,
vom Mund geht
die Erregung ins Land.
Die Faust und das Auflockern.
Fahne, Rot, Frische.

Nach Überall.

In vielen Wellen.

Die Stadt ist der Stein.

1Günter Kunert, Wegschilder und Mauerinschriften, Aufbau-Verlag GmbH, Berlin W8 1950, p. 19.
# 1950 Günter Kunert. Published by kind permission of Carl Hanser Verlag München.
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Editorial

Working in the field of urban research, you have a feel for cities. You know their pulse, and
discover their impulses. You listen to what makes them tick. The University of Applied
Sciences Stuttgart (HFT) is located in the heart of the city of Stuttgart. Being involved in
the iCity project (www.icity.de), we consider this very fortunate. Every day we approach
the city center from different directions and observe commuter traffic of all kinds, the
silhouette of the city’s many industries, its residential buildings and neighborhoods that
characterize them, as well as the beautifully landscaped squares with the greenery for
which we are grateful. We feel the breath, the life returning after the Covid-19 freeze. On
campus, we are filled with joy by the motivated students who flock back to the downtown
campus from all regions. Students who are inspired by the city and help shaping it in
continuous loops. As academic staff, we, too, are part of this community in which we work
and get inspiration at the same time.

But the changing climate has noticeably altered the perception of cities. The city is not
only an incubator of creativity and ideas but can also be a burden: amplify heat waves, be
source of heavy rains and strong winds here and elsewhere, and cause health problems due
to constant noise and air pollution. Cities as an abstract whole have their share of climate
change. Yet, they certainly are affected by their own destructive forces. Even their oft-cited
resilience lately appears overstretched, which is visible and tangible.

This is why the iCity project was coined (www.icity.de). iCity is a transdisciplinary
project as cooperation of over 50 researchers at HFT and over 45 project partnerships. It is
funded by the Federal Ministry of Education and Research (BMBF) in the then newly
created funding line FH-Impuls that supports research networks at universities of applied
sciences. Coined in 2017, it has focused on methods, services, and products for efficient
energy, building, data and mobility systems, so that cities can be run in a renewable,
sustainable, and socially acceptable way. The research project involves all types of partners
and relevant stakeholders to jointly contribute to the transformation of cities in order to
prevent increasing climate change.

As a former technical university and original winter school for building tradesmen, the
University of Applied Sciences has a constantly grown focus on teaching and research in
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the urban field. With this book, we have summarized the most recent results in the realm of
the iCity project regarding sustainable urban research. This publication does not include
project results that have already been published elsewhere. For example, we think of the
open access book Quartiersentwicklung und Klimaschutz. Handlungsoptionen für Städte
(Neighborhood Development and Climate Protection: Options for Cities) (https://www.
hft-stuttgart.de/fi leadmin/Dateien/Allgemeine-Hochschuldaten/Allgemeine_
Hochschuldaten/HFT_Quartiersentwicklung_und_Klimaschutz.pdf), published in 2020
from the University of Applied Sciences Stuttgart and formidably edited by Karin Hopfner
and Christina Simon-Philipp, a book we recommend to interested reader.

The publication at hand is a result of combined forces. Our great thanks go to all those
who have made this book possible. First and foremost is the German Federal Ministry of
Education and Research (BMBF), which, with its FH-Impuls funding line, has given
universities of applied sciences the opportunity to conduct long-term project research
together with partners from industry, local authorities and NGOs. This is how we were
able to coin the iCity project. We also heartily thank Dr. Siegfried Schubert and Dr. Lukas
Hoehr of VDI Technologiezentrum GmbH, who closely supervise our iCity project as
project sponsors of BMBF and provide administrative expertise wherever we fail.

Our partners in the project are providers of ideas and impulses, financial backers, and
particularly important critics. Our deep gratitude goes to them, and many of them have been
involved in the joint project from the very beginning. Sincere and heartfelt thanks go to
Werner Steiner of Robert Bosch GmbH as iCity partnership spokesman for industry. He
has helped develop the project from the outset and continues to support it creatively and
purposefully, providing the necessary valuable and free scope for maneuver.

Above all, our thanks go to the researchers and academic staff who are at heart of the
project. They are committed to an open exchange of ideas, welcoming new ways of
thinking and transdisciplinary formats, and putting them on paper. We are thankful to all
those who have taken on teaching loads to make research possible for their respective
colleagues. We acknowledge an extremely collegial approach that is necessary to enable
externally funded research at universities of applied sciences. Also, our thanks go to the
HFT rectorate, which strongly supports the research project as a whole. Some articles of
this book are results of research projects that did not appear within the iCity project.
Whenever this is the case, it has been pointed out in the introduction. We are grateful that
they have been made available to us to be included here. Finally, we want to thank all those
helping hands that made this book possible and whom we would like to mention by name:
Leonie Kinner, Christine Kraus, Vanessa Laane, Dr. Christina Rehm, Vipul Vinod Sarnot,
Hans-Jörg Seidler, Fenna Weber, and Ann-Kathrin Wolf.

Nina Ehresmann
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Introduction

The research goal of the iCity project at the Stuttgart University of Applied Sciences, and of
all associated research presented in this book is to support cities in becoming more livable,
intelligent, and sustainable. The research results compiled here propose tools, applications
and services in the areas of mobility systems, energy, artificial intelligence, smart data,
buildings, and infrastructures. The research relates to the relevant areas as well as to infor-
mation and communication technologies and acceptance studies. Transdisciplinary
research with mutual inspiration characterizes the research teams, which are composed of
academia, industry, and municipalities. Different experiences, ways of working, and points
of view lead to leaving their own single scientific research field behind and move towards
life science-oriented transformative research. We believe that many of the results presented
in the following chapters will also be useful in the long run when dealing with complex and
multidisciplinary technology cycles in terms of sustainable use. The following
contributions are organized into four parts: I Mobility, II Energy, III Simulation and
Data, and IV Buildings and Infrastructure.

I Mobility

Mobility and transportation play one of the most important roles in sustainable urban
development: they influence the interaction of economy and society and hold great
potential for CO2 savings. The articles presented here deal with offers of a socially
acceptable use of existing mobility systems and with digital technologies to get there.
They address questions of the design of motorized individual transport (MIT): Which
factors influence the choice of mobility offers? How must the offers be designed in order to
be used effectively and sustainably? How can we increase sustainable means of transport
since supply, participation and use can be highly emotional topics? Many of the
papers demonstrate acceptance research methods and analyses of published empirical
studies. This is due to the expansion of acceptance research in the university’s business
psychology department. It goes hand in hand with the structure of the iCity project to
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include acceptance research as a cross-cutting field in all research teams and thus to
conduct transformative studies with different stakeholders. Sustainable mobility here
means efficient mobility offers for the socially compatible use of infrastructures, drive
technologies, and services in order to efficiently reduce harmful CO2 emissions.

The chapter “Mobility and Transport” is opened with “How Innovative Mobility Can
Drive Sustainable Development: Conceptual Foundations and Use Cases Using the Exam-
ple of the iCity Ecosystem for Innovation” by Popovic, Bäumer et al. The authors explain
their holistic understanding of sustainability, and the necessity to reduce CO2 emissions
according to the 2030 Agenda. They examine the iCity project in terms of the SDGs and
identify it as a living lab. The individual iCity projects involve key stakeholders in the
research process, have an interdisciplinary layout, and work according to the six key
principles underlying living labs: networking of stakeholders, co-definition of the problem,
collaboration, iterative feedback loops, co-creation, and co-production. Popovic et al.
describe the iCity project as transformative research with a high potential for sustainable
innovation. As an example, they explore the application of key principles for living labs
using the tool of the “RouteMeSafe” application for cyclists developed in the iCity project.

The following article “Interests of (In)frequent Bike Users: Analysis of Differing Target
Groups’ Needs Concerning the RouteMeSafe Application” (Silberer et al.) describes the
process of inventing the RouteMeSafe application. Here, an app was developed that
allows bicyclists to identify safety levels of possible routes. The study was motivated by
the understanding that safety information from the cycling infrastructure of metropolitan
regions can generally make cycling more attractive. The RouteMeSafe app can be devel-
oped further by users. At the time of writing, a prototype allowed users to enter, view, and
rate dangerous locations to provide future feedback to local governments on their routing
and cause for improvement.

In “Artificial Intelligence Supporting Sustainable, Individual Mobility: Development of
an Algorithm for Mobility Planning and Choice of Means of Transport,” Heckmann et al.
describe the development of an application EmiLa for mobility planning. The research
design is based on a route planning algorithm fed by multiple linear regression. In contrast
to existing well-known routing apps, users can further develop, influence, and even
personalize the app developed here far beyond the usual parameters of date, time, and
means of transport: individualized adjustments can be made such as number of travellers
and their possible physical limitations and pieces of luggage carried; it differentiates
between ownership or rental of the means of transport, mobility subscriptions, and even
weather conditions. The app “EmiLa” is indeed available on the market.

“Almost every German citizen owns a bicycle, however roughly 50% [of which] are
used less than once a month or not at all”, as Armstroff and Gaspers point out in their paper
“Challenges to Turn Transport Behavior into Emission Friendly Use of Means of Trans-
port”. Since the use of emission-friendly cycling as means of transport has hardly
increased, they investigate in why this is so. They compare German bicycle use figures
with those of the Netherlands and conclude that over there, i.e., roads are wider and
separated from car traffic, Dutch people identify with bicycles as part of country’s
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branding, and bicycles must be given right of way on roads over cars. From their field tests
with pedelecs in the city of Tuttlingen, they conclude that the use of pedelecs can contribute
to significantly reducing the amount of passenger cars used in general.

Rawiel, too, investigated in use of pedelecs and comes up with a focus on navigation
systems in “Positioning of Pedelecs for a Pedelec Sharing System with Free Floating
Bikes.” Since global navigation satellite systems (GNSS) offer limited accuracy while
satellite signals are shadowed or reflected, i.e., vehicles in tunnels, he found out that fusing
GNSS with the method of dead reckoning (DR) proves to be promising, especially for free-
floating pedelec fleets used for sharing systems. While integrating different inertial
low-cost sensors to describe the movements of vehicles independently, Rawiel suggests
not only a secure tracking method for the fleet but also a low-cost system to compensate for
lacking GNSS data accuracy.

Why is it that so many people own a bicycle and do not use it as a means of
transportation to work, even though they only have relatively short distances to cover?
Weisbeck and Gaspers developed empirical qualitative online studies with students and
former students of the Stuttgart University of Applied Sciences (“Behavioral Development
of University Graduates in the Area of Work-Related Mobility: A Study Conducted for the
University of Applied Sciences Stuttgart”). They brought up an interesting correlation
between the use of bicycles as a mode of transportation during college and later in life for
commuting to work. Thus, making cycling to college more attractive to students could be
another lever to get more people cycling in the long run!

While the six of our mobility-related articles deal with two-wheeled mobility, the last
three articles deal with four-wheeled mobility regarding sustainable freight transport
(Meyer et al.), battery charging (Herrlich et al.), and use of electric trucks (Stütz et al.).
After reading Meyer et al.’s “Cargo-Hitching in Long-Distance Bus Transit: An Accep-
tance Analysis,” the reader is left wondering why cargo hitching is only hesitantly used in
Germany. The junior researchers investigated the transport of parcels by long-distance
buses and propose a business model that is economical, could be in demand, and at the
same time reduces emissions. They compared the use of this parcel transfer in Germany
with that of other countries such as Sweden, the USA, and Canada, where the system is
already widely used. We have to give it away here: Meyer et al. developed groundworks for
a sustainable business model for FlixBus. Most importantly, however, after cross-checking
with research on CO2 emissions in parcel delivery, they conducted a quantitative online
customer acceptance study based on UTAUT2, using seven existing expectation variables
as factors and employing sustainable expectation as an additional variable in a way that has
not been used before in this context.

In their paper “Promoting Zero-Emission Urban Logistics: Efficient Use of Electric
Trucks Through Intelligent Range Estimation,” Stütz et al. describe research results of the
project EN-WIN that was funded by the German Federal Ministry for the Environment,
Nature Conservation and Nuclear Safety (BMU). The study addressed power range and
consumption as critical success factors for use of electric trucks. They develop a model to
predict both, arguing that basic information from vehicle dispatching can be used for range
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prediction with higher precision than other approaches. The last three chapters of the
mobility section by Weißbeck/Gaspers (6), Meyer/Lang/Dehdari (7) and Stütz/Gade/
Kirsch (8) were not written in the context of the iCity project. We are glad that we are
allowed to include their work here.

II Energy

Preventing or at least limiting man-made climate change, which is mainly caused by the
CO2 emissions of the industrialized world, is one of the greatest challenges facing our
society in this century. Globally, cities are growing by 1.5 million people every week2 and
are responsible for nearly 80% of the energy-related global CO2 emissions.3 This clearly
highlights the significant role of cities in climate change prevention policies. Side effects of
cities’ high-energy demand include air pollution from hazardous gases and particulate
matter, as well as noise pollution. For a livable, intelligent, and sustainable city, a signifi-
cant reduction in energy demand and the transition to renewable and clean energy
technologies are of great importance.

To address these challenges, energy efficiency and the integration of renewable energy
systems play a major role in the iCity project. Topics covered range from the development
of new simulation tools for planning the energy transition in buildings and urban mobility
to technologies and systems for renewable energies and new ICT and IoT technologies.
The latter are important for efficient energy data collection and predictive control of entire
energy systems depending on the availability of renewable energy and the demand of the
power grid. The efficient coupling of different energy sectors is the key to the flexibility
required to adapt energy demand to available volatile renewable energy sources such as
wind or photovoltaics.

For commercial and industrial sites, highly innovative refurbishment and energy supply
concepts are still very limited and only available on a sector-specific basis. Such properties
often include own heating and cooling networks to supply the connected buildings and
production processes. The energy demand density of such sites is much higher than in
residential districts and therefore more complex to transform to CO2-neutral energy supply.
Within the iCity project, we are placing a special focus on this sector with the analysis of a
large research and development center of Robert Bosch GmbH in the community of
Schwieberdingen near Stuttgart. This site has a total energy demand of nearly 120 GWh
per year. As an example of the work done, the paper by Andres Biesinger et al. analyzes
possibilities of using a large-scale absorption chiller to extend the operation time of an

2PwC analysis of United Nations, Department of Economic and Social Affairs, Population Division
(2014).
3Seizing the global opportunity partnerships for better growth and a better climate, The 2015 New
Climate Economy Report.
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existing CHP unit. This unit supplies heat to the heating network and electricity to the local
power grid. The absorption chiller uses the heat from the CHP unit to generate cooling
energy in summertime. A new simulation tool for analyzing and improving the overall
efficiency of heating and cooling networks is also presented.

Another huge challenge in the energy transition is the question of how electricity from
PV systems can be seasonally stored to be available in wintertime. Batteries are still far too
expansive, but hydrogen technologies could be a solution to transfer this “excess” electric-
ity from summertime to the winter months. However, apart from economic problems,
which can be solved in the future mainly by scaling effects, operational reliability problems
must also be solved. iCity addresses these challenges by developing special simulation
tools for the system planning and by establishing a hydrogen laboratory for system
integration testing and control development. For example, the presented paper by Daniel
Lust et al. addresses the possible application of a PEM electrolysis, high pressure storage,
and a PEM fuel cell to generate electricity and heat for a district heating system in a rural
area. It highlights the specific challenges and problems that this technology will face in
such future oriented applications.

The boom in electrical cars provides challenges for the energy system that are also being
addressed in the iCity project. The rapidly growing number of electric cars requires an
intelligent load management at the building and neighborhood level to prevent overloads in
the low-voltage power grid. To date, the main focus has been on limiting the electrical
power of car charging to the maximum capacity of the building’s power grid connection.
However, the lower voltage power grid is not sufficiently sized, if all buildings use their full
capacity at the same time. Therefore, in the near future, an interaction between the charging
infrastructure in buildings, the local transformer stations, and the higher power grid will be
required. The presented paper of Ester Herrlich et al. summarizes the state of the art of
e-mobility with respect to the availability of charging infrastructure and the challenges in
interaction with the power grid. It highlights that apart from solvable technical challenges,
the establishment of legal standards could be a far greater challenge. Their research has not
been part of the iCity project. Yet we think that the article fits perfectly into the Energy
section. We are thankful that we are allowed to present it here.

III Simulation and Data

The Simulation and Data chapter focuses on the role of digital solutions in the transition
toward livable, intelligent, and sustainable cities and metropolitan regions. Most solutions
to reduce CO2 emissions in the mobility and energy sector include sophisticated informa-
tion and communication technology to optimize the use of resources. Data-driven
approaches use artificial intelligence to analyze measured data, detect pattern, and predict
future demand that supports decision-making. Data acquisition methods from geodesy,
photogrammetry, and remote sensing play an essential role especially in urban
environments. More and more cities worldwide use urban digital twins as digital
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presentation of the built environment as well as a real-time monitoring platform and
information system of a city. The selected papers present specific topics of this develop-
ment with a technological focus, but it also explains how citizens and city administrations
benefit from these solutions.

The paper “ARaaS: Context Aware Optimal Charging Distribution Using Deep Rein-
forcement Learning” by Sharif, Heendeniya, and Lückemeyer presents a new agent-based
approach to optimize decision-making in an electro-mobility eco-system. Two use cases –
optimization of charging an electric vehicle along a planned route for individuals and short-
term electricity demand prediction for local grid operators – illustrate the impact of the
proposed algorithm. Both use cases are highly relevant for future mobility scenarios as
described in the first chapter of this book, for this reason, we have included the paper, even
though the research was not conducted as part of the iCity project. We are thankful to the
authors that we were allowed to include their findings.

Maintenance and renovation of existing infrastructure is crucial in urban management.
Predictive maintenance can help identify infrastructure malfunctions as early as possible,
reduce renovation costs and, above all, prevent the collapse of infrastructure elements—
such as bridges and tunnels—and thus save lives. The paper “A Multi-camera Mobile
System for Tunnel Inspection” of Alidoost, Austen, and Hahn shows the use of machine
vision technologies for maintenance of tunnels. It proposes advanced methods of data
acquisition and data analysis resulting in a very dense point cloud and a 3D model of the
tunnel. The model can be used for damage detection using machine learning.

The next two papers deal with the urban environment, in particular air quality and fine
dust. Gitahi and Hahn evaluate the stability and accuracy of fine dust (PM2.5)
measurements from low-cost sensors crowdsourced from a citizen science project in
Stuttgart. Harbola, Storz, and Coors propose the use of augmented reality to get a better
understanding of wind flows in urban environments. A better understanding of wind flows
might lead to an improvement of air quality due to natural ventilation. Another application
is the identification of suitable buildings and other places to use wind as a renewable energy
source and generate power using small wind turbines.

Santhanavanich, Sihombing, Kabiro, Würstle, and Sini are young researchers with
backgrounds in photogrammetry, geoinformatics, and software technology. In their
paper, they investigated and evaluated three approaches to managing energy-related
building data when working with 3D building models such as the SimStadt simulation
software developed at HFT. In the absence of a suitable open-source tool or platform to
efficiently manage and distribute energy-related data, they created the use case of heat
demand and photovoltaic potential analyses using the 3D building models On-the-Fly,
PostgreSQL Database, and OGC SensorThings in the cities of Stöckach-Stuttgart,
Ludwigsburg, and Grünbühl, resulting in balanced recommendations for smart cities’
applications.

The chapter concludes with a paper on “Deep Learning Methods for Extracting Object-
Oriented Models of Building Interiors from Images” by Obrock and Gülch. The aim of the
proposed DeepLabv3+ architecture is to extract geometric and semantic information of
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building interior and to reconstruct a building information model (BIM). This “BIM as
built” will be used for facility management and is a very valuable source for further
building simulations. It also connects the indoor and outdoor environment, as discussed
in the next chapter.

IV Urban Planning and Buildings

Urban areas and buildings that are planned and designed with their citizens in mind become
more livable and thereby more sustainable on whole. These urban areas and buildings
thereby get utilized “properly” for much longer periods of time ensuring the targeted
energy and CO2 savings can be met. Incorporating intelligent planning processes and
intelligent technologies can also support the sustainability goals, however only if the
technologies are accepted by the users and the user’s behavior is considered in the planning
process. Therefore, the citizens and the occupants of the buildings play a large role in this
chapter on “Urban Planning and Buildings.”

At first glance, it might not be obvious that the outdoor environment (urban areas) and
indoor environment (in buildings) have a strong link. The interface between them, which
will be discussed here as well, is the façade of the building. The façade has several
objectives, among others, to protect the occupants from the outdoor environment (heat/
cold, moisture, noise, lighting, etc.) and to allow energy saving or even harvesting. Within
the iCity project, several methods were utilized to capture the indoor and outdoor situation
(citizen satisfaction and indoor environment) including questionnaires during citizen
participation as well as various sensors and prediction tools. Further steps were then carried
out after analyzing this data to design and optimize an urban area and building elements.
Their approach to sustainability is forward-looking, and some of the results presented here
for the first time are being submitted to national and international standardization bod-
ies. All contributions presented in this chapter are results of iCity research.

The chapter “Urban Planning and Building” begins in the outdoor environment with
“Cooperative Planning Strategies in Urban Development Processes: The Example Com-
mon Space ‘Österreichischer Platz’ in Stuttgart” by Lahode and Schumann and follows
through the façade to the indoor environment. Their transdisciplinary study takes a closer
look at an urban area with a multistory traffic structure in Stuttgart. As many stakeholders
as possible (including politicians and city administration, residents and passers-by) were
included in the planning process of “Österreichischer Platz.” At the end of the 2-year
planning period, nearly 175 single cooperative events had been organized and carried out.
In a preliminary evaluation process, key findings, such as a need for space for the common
good, culture, encounter, exercise, and experiments, were established for the further
development of the site.

The next article “On the Prospects of the Building Envelope in the Context of Smart
Sustainable Cities: A Brief Review” by Liebhart and Cremers is, as the title states, a
literature review showing the state of the art in façades and where the journey can go. The
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general role of the façade in providing shelter and protection from the outer environmental
impacts and the control of energy transport including solar radiation and the flow of air
between the inside and outside is explained. Also, the importance of the aesthetic vision of
its creators and owners is touched upon. Examples are shown of the façade being utilized to
reduce heat transfer into the building by dynamic shading or to generate energy by energy
harvesting methods via photovoltaic/photothermic element. Further innovative
functionalities presented include air and water purification with green façades.
Incorporating the described technologies can have a drastic impact on the sustainability
of building façades and is promoted for future use.

A “Monitoring Tool for Improving Indoor Environment Quality and Performance Based
on IoT Sensors: State of the Art and Concept” is the next article presented in this chapter by
Traboulsi and Knauth. This article discussed the link between human thermal sensation and
productivity at work using mechanical heating/ventilation systems. It shows that “new”
technologies often do not succeed as planned due to user behavior. To identify this, the
indoor and outdoor temperatures were monitored as well as the user interaction with the
heat regulators. An IoT monitoring tool was developed to manage the challenges in smart
buildings by extracting and processing relevant data. Based on this data, an artificial
intelligence methodology was proposed for the development of a simplified regression-
based model to forecast indoor temperature and predict the workers’ thermal sensation.

“Box-Type Windows as Means for Better Air Quality and Acoustic Comfort in Urban
Areas” by Offtermatt, Lust, and Erhart on the other hand investigates natural ventilation
instead of mechanical ventilation. But here, too, an automated operation of the window has
been developed, based, among other things, on the levels of CO2 and temperature in the
room. Also, the issue of user behavior and noise transmission through the open window
was addressed. Finally, a box-type window with optimized regulation and geometry was
developed that can at the same time provide appropriate sound insulation and appropriate
air exchange rate utilizing computational fluid dynamics, tracer gas and in situ sound
insulation measurement, and user questionnaires.

The following article “Airborne Sound Insulation of Sustainable Building Facades” by
Drechsler, Reinhold, Ruff, Schneider, and Zeitler focuses on optimizing several different
façade elements (wall linings, windows, and decentralized ventilation) regarding sound
insulation and predicting the overall indoor sound levels from different mobility sources
such as trains, cars, and trucks. The box-type window investigated in the last article was
developed further in the laboratory. Resonant and broadband absorbers were incorporated
in the lining of the box-type window to achieve still higher insulation results, thereby
reducing the levels in the room at certain frequencies by up to 12 dB. Also, a novel method
was developed to drastically reduce the operational sound of and sound transmission
through a decentralized ventilator, which in terms of sound insulation can be seen as a
hole in the wall. The final investigated façade element is a masonry wall with a lining
attached by multiple anchors, which often reduced the sound insulation of the wall in the
low frequency range. The sound transmission of these lined walls could be reduced and
predicted with a developed engineering model. The importance of the spectra of both the
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outdoor sound source and of the façade insulation element is discussed, and suggestions are
made as to which normative single number ratings are most appropriate for which situation.

In the last article of this chapter, “Impact Sound Insulation of Thermally Insulated
Balconies” by Heidemann, Scheck, and Zeitler, a different kind of noise, namely, impact
noise, is addressed. Occupants in units situated diagonally below balconies can be dis-
turbed by impact noise such as footsteps on the balconies. To save energy, balconies are
commonly thermally decoupled from the walls and floors on which they stand. This
thermal decoupling also provides a reduction of the sound transmitted to the unit. This
article answers the questions of how to predict impact sound in the receiving room and how
to characterize the acoustic quality of these thermal decoupling elements. Finally, the
development of a measurement procedure supported by finite element modeling is
also presented. It will be proposed to national and international standardization committees.

Volker Coors
Nina Ehresmann
Dirk Pietruschka

Berndt Zeitler
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How Innovative Mobility Can Drive Sustainable
Development: Conceptual Foundations
and Use Cases Using the Example of the iCity
Ecosystem for Innovation

1

Tobias Popovic, Thomas Bäumer, Ezgi Gökdemir, and Jan Silberer

Abstract

Economy and society today face a multitude of complex challenges (“grand
challenges”) like climate change, demographic change, urbanization, or digitalization,
which create a constant demand for new technologies, services, business models, and
consequently innovative solutions. In this light, the mobility sector has undergone a
great change over the past few years, which is formed by digital technologies on a large
scale. Against this background, this article will demonstrate, based on the example of
the iCity research project, to what extent the research design of transdisciplinary living
labs can serve as a basis for the development of innovative and sustainable mobility
solutions. At the same time, the influence of digitalization which plays a major role in
developing real implementable solutions for such challenges will be examined.
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1.1 Introduction

Digitalization has led to a transformation of the entire sectors. When its potential is
realized, it offers several benefits in different industries (Reichstein et al., 2018; Härting
et al., 2017). In the mobility sector, there is a high potential for using digitalization to make
the sector more sustainable. For example, using digitalization for smart urban mobility
strategies with on-demand electrical automotive fleets could help to significantly lower
carbon emissions (Bauer et al., 2020). Innovative and sustainable solutions like the
aforementioned that reduce carbon emissions by employing newly invented or further
developed (digital) technologies are currently high in demand. There is a worldwide
growing interest in the transport sector in lowering carbon emissions because of its
development in the past years (Condurat et al., 2017). At the same time, the Covid-19
development has brought along significant challenges for public transport (Tirachini and
Cats, 2020). If Covid-19 turns out to be a longer-term crisis, it is possible that innovative
sustainable solutions for motorized individual traffic will be needed. Within the iCity
project at the University of Applied Sciences, Stuttgart, solutions for a sustainable and
comfortable transportation in future cities were developed in a living lab environment. One
of the foundations in creating this research target was the UN Sustainable Development
Goals (SDGs).

This paper aims at providing a conceptual framework for the evaluation of innovative
mobility solutions in their potential to drive sustainable development in urban areas. A
suitable example to demonstrate the usability of this framework is the concept for a
feedback app for cycling infrastructure which resulted from the iCity research project
and which will be discussed at the end of this paper.

1.2 Sustainable Innovation and Mobility

1.2.1 Need for Sustainable Mobility Against the Background of “Grand
Challenges”

Climate change driven by human behavior is the greatest risk to our society and to
economic development. The last two issues of the Global Risks Report which is presented
annually at the World Economic Forum in Davos state that the greatest risks to the world
economy are directly and indirectly related to man-made climate change (World Economic
Forum, 2019, 2020).

It is becoming more and more obvious that a fundamental change in the nature of global
economic activity in the sense of decoupling economic growth and CO2 emissions is
needed. In view of the scope and complexity of major societal challenges such as climate
change, the German Council of Science and Humanities (Wissenschaftsrat) has been
speaking of “grand challenges” in this context for some time (Wissenschaftsrat, 2015).
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Today, more than 50% of the world’s population are living in urban areas, following a
continuous trend of urbanization which is expected to result in roughly 70% living in cities
by 2050 (United Nations, 2018). Cities are already consuming over two-thirds of the global
energy while being responsible for over 70% of global CO2 emissions (C40 Cities).
Furthermore, by 2030, annual passenger traffic is expected to increase by 50% in compari-
son to 2015 and reach 80 trillion passenger kilometers (Sustainable Mobility for All, 2017,
p. 6). These numbers make clear that cities play a major role in driving climate change as
well as being able to fuel sustainable development in the long term. Thus, well-managed
urbanization could be a key success factor in averting climate change (United Nations,
2018).

Among many other factors, mobility behavior within cities is a major driver of carbon
emissions and—if wisely handled—a vital instrument to drive sustainable urbanization.
According to Germany’s Federal Ministry for the Environment, Nature Conservation,
Nuclear Safety and Consumer Protection (BMU), mobility is responsible for up to 19%
of the average carbon footprint (BMU, 2020) and is classified as one out of six consumer
sectors with the greatest potential for environmental relief (BMU, 2019). In the attempt to
work toward a low-carbon urban development, in 2015, the UN has announced several
goals as part of their 2030 Agenda for Sustainable Development which includes 17 Sus-
tainable Development Goals (SDGs) (United Nations, 2015). Among which, many goals
focus on sustainable mobility and transport—areas considered as fundamental in realizing
the SDGs (Sustainable Mobility for All, 2017, p. 15).

The following illustration (Fig. 1.1) gives an overview of the SDGs related directly and
indirectly to sustainable urbanization and especially sustainable mobility.

Reaching the SDGs relies on innovations and progress in sustainable mobility, since
there are various interdependencies between the different goals. For example, reducing the
greenhouse gas emissions in order to achieve SDG 13 will not be possible without working
on SDG 7—ensuring access to sustainable and modern energy sources. Resilient infra-
structure (SDG 9) is needed to provide access to sustainable and safe transport means for
people of all ages and backgrounds (SDG 11) (Sustainable Mobility for All, 2017, p. 15). In
a nutshell, sustainable development—especially in urban areas—cannot be achieved with-
out shaping the future of mobility in a holistic way that is at the same time equitable
(providing universal access), efficient, safe, and climate responsive (Sustainable Mobility
for All, 2017, p. 7).

1.2.2 Transdisciplinary Living Labs as a Basis for Ecosystems
for Sustainable Innovation

Transdisciplinary living labs represent an interdisciplinary research design within the
scientific system suitable for trying to tackle the grand challenges addressed by the UN
SDGs (Popović and Bossert, 2020). Living labs are characterized by involving key
stakeholders, going beyond institutional boundaries between research and practice, and
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being able to address needs or problems originating from the stakeholders’ living environ-
ment (e.g., grand challenges) within collaborative and interactive research and develop-
ment processes. Living labs aim to develop scientifically grounded but also feasible
problem solutions in an evolutionary process (Zürcher Hochschule der Künste, 2011;
Carayannis et al., 2012; Popović et al., 2020). The key principles of living labs—(1) net-
working of stakeholders, (2) co-definition of the problem, (3) collaboration, (4) iterative
feedback loops, (5) co-creation, and (6) co-production (Popovic and Baumgärtler, 2019;
Jahn et al., 2012; Capdevila, 2017; Popović et al., 2020)—suggest that they build a
methodological basis for innovation ecosystems. Universities and research institutes can
serve as innovation hubs within this network. Through transformative research and educa-
tion, they can lay the foundation for sustainable innovation and actively contribute to the
development of sustainable innovation in response to the grand challenges (Popović and
Bossert, 2020, 2–3). The iCity research project represents a living lab format which is
laying the ground for a holistic view of challenges in urban areas to enable the development
of sustainable and innovative solutions for the city of the future. iCity addresses all areas of
sustainable urban and district development, from energy management and innovative
buildings to sustainable mobility, thus actively combating climate change and the climate
impact of cities. From the very beginning, iCity strives to involve the population
(as stakeholders) in all processes in a participatory manner in acceptance research and in
the development of new business models (Popovic et al., 2021).

Goals with indirect impact

Goals with direct impact

12
Ensure
sustainable
consumption
and production
patterns

Ensure healthy lives
and promote well- be-
ing for all at all ages

Make cities & human
settlements inclusive,
safe, resilient &
sustainable

Build resilient
infrastructure, promote
inclusive, sustainable
industrialization, foster
innovation

Take urgent action to
combat climate change
and its impacts

Strenthen the
means of
implementation
& revitalize the
global
partnership for
sustainable
development

11.2 safe, affordable,
accessible and
sustainable transport
systems for all

Ensure access to affordable, reliable,
sustainable & modern energy for all

3.6 Reduce global
deaths and injuries
from road traffic
accidents

3 11 9

17

7

13

Fig. 1.1 Sustainable mobility SDGs (United Nations, 2015)
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1.3 Sustainable Mobility and Digitalization

The future of sustainable mobility will most probably be shaped by digital solutions. Over
the past years, developments such as carsharing, bike sharing, mobility as a service, or
mobility flat rates, which are all enabled through digital services, made clear that digitali-
zation is a major cornerstone on the path to sustainable mobility solutions.

According to Sustainable Mobility for All (an initiative working toward transforming
the mobility sector alongside the SDGs), sustainable mobility is being defined by four
global objectives (see Fig. 1.2):

Digital services have the potential to enhance the realization of all four objectives. For
instance, driver assistance systems, autonomous vehicles, and other data-driven solutions
can make future mobility more comfortable and more efficient. At the same time, these
digital tools may also significantly improve road safety (Ministry of Transport Baden-
Württemberg, 2018, p. 18). They will contribute to the aforementioned objectives as
follows:

Universal access In an urban context, this objective focuses on the possibility to grant
access to public transport for everybody and is measured by the percentage of jobs and
urban service reachable within 60 min by any transport mode (Sustainable Mobility for All,
2017, p. 45). Mobility services fueled by digital technologies such as mobile apps make
these goals more feasible. Thus, a shift from providing access to one specific transportation
mode to being a full-service mobility provider focusing on mobility as a service (MaaS) is
observable. The idea of MaaS is to integrate different transport services into a platform
making each transport mode accessible on demand (MaaS Alliance).

Connect all people,
including women

and communities to
economic and social

opportunities

(1) UNIVERSAL ACCESS (2) EFFICIENCY (3) SAFETY (4) GREEN MOBILITY

Related SDGs

9.1 11.2 7.3 12.c 3.6 11.2 3.4

3.9

7.3

11.6 9.4

13.1

13.2

12.3

17.14

9.4

9.1

Enhancing
digital services/
technologies

Mobility as a Service (Maas), Mobility Flatrates, E-Mobility Services, Driver assistance systems,
Carsharing Apps, Bike Routing Apps, traffic control systems, autonomous cars

Optimize the
predictability,

reliability and then cost
effectiveness of

mobility

Drastically reduce
fatalities, injuries and

crashes

Minimize the
environmental

footprint of mobility
(GHG emissions, noise

and air pollution).

Fig. 1.2 Global objectives of sustainable mobility (Sustainable Mobility for All, 2017, 2019, p. 16)
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Efficiency “Efficiency aims to meet the demand for mobility at the least possible cost by
2030” (Sustainable Mobility for All, 2017, p. 58). With regard to the growing urban
population (see Chap. 2), mobility systems in urban areas can have a major contribution
to this goal. Many technologies focus on efficiency in terms of car transportation or city
logistics. However, digital services are also driving the shift to more sustainable mobility
forms. A prominent example to describe this shift is the city of Vancouver—a thriving
smart and sustainable city known as the third greenest city of the world. Despite the fact
that the population is constantly growing, traffic within the city is dominated by pedestrians
and cyclists. To achieve this result and driving the trend even further, the city is continu-
ously encouraging walking, cycling, and rolling by building cycling routes accessible for
all ages and abilities, enhancing safety for pedestrians, and supporting the transit to these
transportation modes. Consequently, Vancouver is focusing on all four objectives of
sustainable mobility (City of Vancouver, 2020).

Safety Safety relates to the prevention of deaths, injuries, and property damage
encompassing all transportation modes. Overall road traffic is responsible for 97% of all
deaths related to transportation (European Transport Safety Council, 2003). However, the
risk varies largely among different types of road users. Whereas a lot of attention is drawn
toward safety for motorist and the entire road infrastructures being constructed with their
needs in mind, pedestrians and cyclists have a 7–9 times higher fatality risk compared to
motorists (Sustainable Mobility for All, 2017, p. 68). Furthermore, 40–50% of traffic
fatalities occur in urban areas (Sustainable Mobility for All, 2017, p. 68), making measures
to improve road safety for all traffic participants in urban areas even more important.
Digitalization has a great potential to improve road safety. By nature, digital services are
data-driven. Obtaining accurate data about road traffic, road conditions, user behavior, and
legislation can help not only to improve user experience of all traffic participants but also
lay the ground for building safer roads and even vehicles (Sustainable Mobility for All,
2017, p. 70).

Green Mobility Green mobility stands for a broad concept which is aiming to reduce the
environmental impact of the transport sector in line with the SDGs (Sustainable Mobility
for All, 2017, p. 82) and can be enhanced by digital technologies. Digital technologies can
contribute to more climate responsiveness in multiple ways. The main focus lies on
reducing greenhouse gas emissions (GHG), enhancing climate resilience of transport
infrastructures and systems, and reducing air and noise pollution (Sustainable Mobility
for All, 2017, p. 82). For example, an intelligent and digital traffic control system could
lead to greater efficiency and lower emissions in road traffic (Ministry of Transport Baden-
Württemberg, 2018, p. 15) and consequently improve air quality. Any transportation mode
and technology related to sustainable mobility can be related to this objective.

Within the iCity research project, the objectives of sustainable mobility are addressed by
setting the focus on transportation modes with a positive environmental balance, such as
public transport, cycling, and pedestrian traffic (HFT Stuttgart, 2020) with a special focus
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on the aspect of safety. As a result, the RouteMeSafe application (see Chap. 4) has been
developed at the HFT Stuttgart—an innovative, data-based application which aims toward
creating a feeling of safety for cyclists by directly addressing the safety obstacle and
consequently encouraging the usage of sustainable transportation modes.

1.4 Creating a Safer Cycling Infrastructure

Despite the risk of road accidents, subjective safety can have an impact on peoples’
decision to use the bicycle. Many people feel unsafe while cycling (Singleton, 2019),
and feeling unsafe represents a barrier to cycling (Rérat, 2019). An aspect that could help to
change this feeling while cycling is the infrastructure. It influences cyclists’ feeling of
unsafety significantly (Schmidkunz et al., 2019). To reduce this feeling of unsafety while
cycling, a prototype of the feedback function of the RouteMeSafe application was devel-
oped at the University of Applied Sciences (HFT). This was done in a cooperation of the
Departments of Informatics and Business Psychology. A screenshot of the application can
be seen in Fig. 1.3.

The function is supposed to generate feedback by cyclists for city and municipal
administrations. Obtaining and using feedback from cyclists for the design of infrastructure
measures could help to create more user-centered and safer cycling infrastructure. To
evaluate if there is an interest in this function by potential future employees of city
administrations, an online study with 13 urban planning students was conducted at the
HFT. This group of students was chosen because city administrations are possible future
employers for them. Participants were contacted directly by employees of the urban
planning department at the HFT. The questionnaire was designed on the basis of the Unified
Theory of Acceptance and Use of Technology by Venkatesh et al. (2003). All answers were
given on a scale of 1 (not at all interested) to 5 (very interested). Table 1.1 provides an
overview of the answers given in the survey.

The students indicated a positive intention toward testing (mean ¼ 4) and regularly
using the application (mean¼ 4). They also imagine the application to be useful (mean¼ 4).
Furthermore, they think they would get support in using the application by their possible
future organization (mean ¼ 4), as well as their colleagues (mean ¼ 4). The participants
were not sure if the application is easy to use (mean¼ 3). Regarding the sales model of the
application, they indicated that they would rather buy a full license once (mean ¼ 4) or a
monthly subscription (mean¼ 4) than a yearly subscription (mean¼ 3). The study showed
that there is generally a positive attitude toward using the application among urban
planning students. However, the results have to be replicated based on a larger sample
with actual city administration employees. Doing so could help to find out which of the
constructs researched has the largest impact on the intention to use the application. This
information is essential to determine the focus of user experience research in the further
development of the application. Aspects in this matter are, for example, if the focus in the
development is on an easy-to-use application or fitting the application to specific work
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contexts to make it more useful for city administration employees. If there is a comparably
positive attitude toward the application in further studies, the high expectations have to be
fulfilled by precise user experience testing in the development of the final application.

1.5 Conclusion

In the attempt of reducing the risks and the impact of climate change and considering the
fact that cities are responsible for over 70% of global CO2 emissions (C40 Cities),
sustainable urban development plays a major role. Thus, smart cities and projects related
to smart cities (such as the iCity research project) focus on creating a more sustainable
living environment which benefits everyone regardless of their social background, by
following a holistic approach which drives the transformation of the mobility and the
energy sector to a large extent. A deep dive into urban mobility has shown how enormous
sustainable urban mobility is and how important a framework addressing all challenges in
this context (such as the UN SDGs) can be. Sustainable mobility is also a major part of the
iCity research project. The project is addressing the manifold aspects of sustainable
mobility of which one is safety. To address the safety aspect which is especially high for
pedestrians and cyclists and holds back road users from renouncing their cars, the iCity
research team has developed a solution which enables urban planners to create safer
cycling routes for cyclists.
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of Differing Target Groups’ Needs Concerning
the RouteMeSafe Application
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Abstract

Cycling is an emission-free and healthy mode of transportation. However, the share of
cycling in the modal split is still low. Perceived safety during cycling could be a reason
for that. The RouteMeSafe application is developed at Stuttgart University of Applied
Sciences with the aim of tackling this issue. A safety routing function is supposed to
increase the short-term safety of cycling by showing safe paths for cyclists. Long-term
safety is supposed to be increased with the feedback function enabling cyclists to share
their evaluation of the cycling infrastructure with the city administration. The safety
routing function is currently in the design phase and the feedback function in prototype
phase. To develop the application user-friendly, target groups for both functions need to
be defined and their expectations considered in the development process. Two studies
with infrequent and frequent cyclists have been conducted to do so. Study 1, a user
experience study based on a student sample, showed that infrequent cyclists could be a
target group for the safety routing function and frequent cyclists could be a target group
for the feedback function. The latter was confirmed in study 2, a technology acceptance
study based on a sample with frequent cyclists of Stuttgart. Future studies on the
application should investigate the long-term technology acceptance of the two groups.
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This could help to find out whether both groups can serve as target groups on the
long run.

Keywords

Target groups · Transportation · Cycling · Safety · Infrastructure · Routing

2.1 Introduction

As a means of transport, cycling offers several benefits for citizens of urban areas. It is
emission-free and healthy for the user. Well-being and physical and mental health are
promoted by cycling (Singleton, 2019). Nevertheless, the share of the bicycle in the modal
split in Germany is only 12% (Agora Verkehrswende, 2019). One reason for that could be
the negative emotional state experienced during cycling. Cycling is perceived as unsafe by
many people (Singleton, 2019). This feeling of danger represents a barrier to cycling
(Rérat, 2019). Therefore, city administrations should try to improve perceived cycling
safety. In this matter, the cycling infrastructure is an important point of reference because it
influences perceived cycling safety significantly (Schmidkunz, Schroth, Zeile and Kias,
2019). To improve the cycling infrastructure in metropolitan regions, the RouteMeSafe
application is being developed at the Stuttgart University of Applied Sciences in the project
i_city: intelligent city. Hereby, two main goals are pursued: To improve perceived cycling
safety in the long run, the application is supposed to provide city administrations with a
feedback function on the perceived safety of their cycling infrastructure. This could enable
city administrations to implement measures based on the evaluation of the people using the
cycling infrastructure. However, the implementation of infrastructure measures often requires
a lot of time. Therefore, a safety routing function, which illustrates safe routes for cyclists, is
additionally being developed to increase the short-term perceived cycling safety. In a
bachelor thesis, supervised by the Departments of Computer Science and Business Psychol-
ogy, a prototype (available for Android and iOS) of the feedback function was developed. In
the prototype, cyclists can enter, view, and evaluate dangerous spots (Fig. 2.1).

The safety routing function is currently still in the conception phase. As a next step in the
development process, the i_city development team decided to define the target groups for
the RouteMeSafe application and to include their expectations in the further development
process. Although it might seem logical to address as many users as possible with a
product, a different approach is recommended in the literature on user-centered product
development. According to Cooper (2004), no one product can satisfy all potential users
sufficiently. It is therefore recommended to rather focus on the complete satisfaction of a
subgroup of potential users instead of trying to satisfy all potential users only partially. In
the case of the RouteMeSafe application, there is a need for users who generate data (enter/
rate dangerous spots) with the feedback function and use the security routing function.
Users who generate data are important for filling the application’s database, which provides
the foundation for the feedback and safety routing functions. The size and quality of the
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database will most likely play a part in how reliably the functions work. Furthermore, a
large and high-quality database will make the application more attractive for city
administrations because they can thereby generate valid feedback on their infrastructure
measures. Users who regularly utilize the safety routing function are needed to showcase to
city administrations that the application can increase perceived cycling safety and thus
motivate other citizens to use the bicycle. This could create an incentive for city
administrations to carry the costs of the application in the long run. To identify the
abovementioned user groups and their expectations toward the RouteMeSafe application,
two studies with frequent and infrequent cyclists were conducted. The two groups are
known to have different risk perceptions during cycling according to Lehtonen et al.
(2015). Consequently, it was hypothesized that they have different expectations toward
the functions of a cycling security application. Study 1 was a user experience study aimed
at determining for which functions of the RouteMeSafe application frequent and infrequent
cyclists could serve as a target group and what they expect of them based on a student
sample from Stuttgart. Study 2 was a technology acceptance study investigating the
expectations of frequent cyclists regarding the feedback function based on a sample with
citizens of Stuttgart in more detail. As a basis for study 1, theHedonic-Pragmatic Model by
Hassenzahl (2001) and the Kano Model by Kano (1984) were used, which will be
introduced in the following.

Fig. 2.1 Features of the crowdsourcing application
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2.2 Study 1: UX Study with Frequent and Infrequent Cyclists

2.2.1 Hedonic-Pragmatic Model

In the corporate environment, emotional (hedonic) as well as functional (pragmatic)
product qualities are becoming increasingly important (Diefenbach & Hassenzahl, 2017).
A basic model of hedonic and pragmatic product characteristics is the Hedonic-Pragmatic
Model by Hassenzahl (2001). The hedonic quality of a product describes emotional aspects
of the product experience (Hassenzahl, 2001). An example for that is the perception of the
product by the customer as beautiful, interesting, or innovative. The pragmatic quality of a
product describes its utility and usability for the customer (Hassenzahl, 2001). This
includes, for example, the customer’s perception of the product as practical, simple, or
clear. In the model, the hedonic as well as the pragmatic quality is related to the perceived
attractiveness of the product, which in turn is related to the behavioral consequence (e.g.,
increased use) and the emotional consequence (e.g., joy) (Hassenzahl, 2001). Figure 2.2
illustrates the Hedonic-Pragmatic Model by Hassenzahl (2001).

2.2.2 Kano Model

In addition to determining expectations toward hedonic and pragmatic qualities of an
application, it can be beneficial to find out which additional functions potential users
expect. Covering expectations thoroughly is important in product development. According
to Michalco et al. (2015), users approximate their product rating to the level of disconfir-
mation, when their expectations are not met and vice versa. The Kano Model by Kano
(1984) provides a sound basis for evaluating expectations toward additional functions for
the RouteMeSafe application.

The Kano Model describes the relationship between the fulfillment of expectations and
customer satisfaction (Hölzing, 2008). In the model, the attributes (functions) of a product
are divided into five categories that have different effects on customer satisfaction: basic
attributes, performance attributes, attractive attributes, indifferent attributes, and reverse
attributes (Engelhardt & Magerhans, 2019). Table 2.1 shows a description of the product
attributes in the Kano Model.

In summary, it can be said that the hedonic-pragmatic model by Hassenzahl (2001)
provides a basis for determining the holistic evaluation with regard to hedonic and
pragmatic qualities of a product by potential users. The Kano Model by Kano (1984)
provides a foundation for understanding whether additional features are desired by poten-
tial users. Based on these findings in literature, a study of the RouteMeSafe application was
conducted at Stuttgart University of Applied Sciences.
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2.2.3 Methodology

Students were recruited by e-mail and incentivized with course credits. The inclusion
criteria were that the participants could operate a smart phone and ride a bicycle. In
addition, it was attempted to generate a balanced sample of frequent and infrequent cyclists.
Since the two groups have a different risk perception according to Lehtonen et al. (2015),
different expectations toward the RouteMeSafe application were hypothesized. The exper-
iment was divided into three parts: a preliminary survey, testing of the application while
cycling over a predefined route in Stuttgart, and a follow-up survey. By testing the
application in the field, it was intended to create an experimental context as close to reality
as possible. In the preliminary survey, general data on the participants and cycling
frequency, expectations toward the application, as well as the perceived cycling safety
were collected. When testing the application, the participants were instructed to record at
least two dangerous spots and to evaluate two existing dangerous spots (entered by other

Fig. 2.2 Representation of the hedonic-pragmatic model according to Hassenzahl (2001)

Table 2.1 Types and description of product attributes according to Kano (1984)

Type of product
attribute Description

Basic attributes Trigger particularly high dissatisfaction in case of non-fulfillment, but no
satisfaction in case of fulfillment (Engelhardt & Magerhans, 2019)

Performance
attributes

Trigger the more satisfaction, the more they meet expectations and vice
versa (Hölzing, 2008)

Attractive
attributes

Trigger particularly high satisfaction with fulfillment, but no dissatisfaction
with non-fulfillment (Engelhardt & Magerhans, 2019)

Indifferent
attributes

Have no effect on satisfaction (Hölzing, 2008)

Reverse attributes Trigger high dissatisfaction when fulfilled (Hölzing, 2008)

2 Interests of (In)frequent Bike Users: Analysis of Differing Target Groups. . . 19



users). A survey evaluating the application was conducted afterward. The follow-up survey
again included the subjects’ perceived cycling safety. Furthermore, the user experience of
the application was assessed by participants via the short version of the User Experience
Questionnaire Short (UEQ-S), which is based on the Hedonic-Pragmatic Model by
Hassenzahl (2001). The UEQ-S was chosen as a central instrument because the question-
naire allows to measure the user experience reliably and quantitatively with a small number
of items (Sarodnick & Brau, 2011). In order to find out whether the target group would like
to have additional functions for the application, the standard questionnaire of the Kano
Model by Kano (1984) was used. The following ideas for additional functions were
evaluated by the participants: a safety routing function (avoiding dangerous spots), a
function that includes predefined routes (along popular landscapes and sights), a commu-
nity function (platform to discuss cycling security), and a function that enables tracking of
the cycled routes (environmental impact compared to other modes of transport). Further-
more, the participants were asked which additional functions they consider useful in
addition to the ones evaluated in the Kano analysis.

2.2.4 Results

Thirty-one students with an average age of 26 years completed the experiment. Seventy-
four percent of the sample were female and 26% male. Forty-eight percent of the
participants stated that they used the bicycle at least once a month and were categorized
as frequent cyclists, and 52% stated that they used the bicycle less than once a month and
were categorized as infrequent cyclists.

The UEQ-S ratings of the application in terms of pragmatic, hedonic, and overall quality
ranged between 0.4 and 0.8. According to Schrepp, Hinderks, and Thomaschewski (2017),
this can be interpreted as neutral values. A comparison of the perception of safety before
(mean ¼ 2.5, on a scale from 1 (very unsafe) to 5 (very safe)) and after use of the
application (mean ¼ 3.5) showed a significant increase. The subjects reported a signifi-
cantly higher perceived cycling safety (z¼�2.496, p¼ 0.0131) after using the application.
In both, the evaluation of the RouteMeSafe application in the UEQ-S and the safety
perception of cyclists before and after use of the application, no differences were found
between frequent and infrequent cyclists. Accordingly, the application had a positive effect
on the perceived safety of both groups. Table 2.2 shows the results of the UEQ-S.

The Kano analysis showed that a security routing function was categorized as a
performance attribute (O) by the participants. Predefined routes and tracking statistics
were categorized as attractive attributes (A). The community function was categorized as
an indifferent attribute (I). The Fong test checks all four category assignments for signifi-
cance and becomes significant if the inequality is not true. This was the case for all four

1A Mann–Whitney U-test has been conducted.
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functions: Navigation (8<3.84), predefined routes (17<6.48), community function
(13<6.48), tracking statistics (20<6.47). Table 2.3 shows the results of the Kano analysis.

The additional features most frequently suggested by the participants were an acoustic
notification of nearby dangerous spots (81.50%), automatic map rotation in the direction of
cycling (74.10%), and categorization of dangerous spots according to their severity
(66.70%). However, infrequent cyclists did not expect any additional features in the
application.

2.2.5 Discussion

The expectations of the participants regarding the application were partially fulfilled. The
pre- and post-use analysis of the application shows that it increases perceived cycling safety
in the short term. In future studies on the application, it should be examined whether this
effect remains after a long-term use. The neutral values on the UEQ-S constructs indicate
that the expectation of simplicity and reliability is only partially fulfilled in the current
prototype. The implementation of a safety route, an acoustic notification of nearby danger-
ous spots, the automatic turning of the map in cycling direction, and a categorization of
dangerous spots according to their severity could improve the simplicity and reliability of
the application. This should be investigated further in a usability test after the implementa-
tion of these functions. Infrequent cyclists expressed that they expect a security routing
function. After the function has been developed, user experience tests with this target group
should be conducted in order to check whether they could serve as a target group for
it. Frequent cyclists indicated that they did not expect any additional functions such as
safety routing for the application. This indicates that frequent cyclists could be considered
as a target group for the feedback function of the RouteMeSafe application. To test this
hypothesis on a larger sample and further investigate the expectations of frequent cyclists

Table 2.2 Results of the UEQ-S

Scale M SD

Confidence interval (95%)

Lower limit Upper limit

Pragmatic quality 0.758 0.956 0.421 1.095

Hedonic quality 0.476 0.918 0.153 0.799

Overall 0.617 0.789 0.339 0.895

Table 2.3 Results of the Kano analysis

Functions A (%) M (%) O (%) I (%) R (%) Category

Navigation 22.6 25.8 51.6 0 0 O

Predefined routes 74.2 0 6.5 19.4 0 A

Community function 25.8 0 0 67.7 6.5 I

Tracking statistics 77.4 0 9.7 12.9 0 A
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regarding the feedback function, study 2 was conducted. The Unified Theory of Technol-
ogy Acceptance 2 (UTAUT2) was used as a basis.

2.3 Study 2: Technology Acceptance Study with Frequent Cyclists

2.3.1 Unified Theory of Technology Acceptance 2 (UTAUT2)

UTAUT2 is a technology acceptance model designed for the consumer use context, which
has been widely used in studies researching various technologies (Tamilmani, Rana and
Dwivedi, 2017). The model proposes a direct influence of performance expectancy, effort
expectancy, social influence, facilitating conditions, hedonic motivation, habit, and price
value on the intention to use a technology, which is the best predictor of the actual use of a
technology. Furthermore, moderating effects of age, gender, and experience on the
relationships of facilitating conditions, hedonic motivation, habit, and price value with
the intention to use a technology are stated. Also, a moderating effect of experience on the
relationship of the intention to use a technology with the actual use of a technology is
proposed in the model (Venkatesh et al., 2012). Figure 2.3 illustrates the UTAUT2. This
model was the basis of study 2.

2.3.2 Methodology

Participants were recruited via the newsletter of the General German Bicycle Club
(ADFC). This medium was chosen because of the assumption that most of the members
of the ADFC would be frequent cyclists. In the first part of the online survey, the functions
of the RouteMeSafe application and its development status were described and illustrated
with screenshots. Then the participants were asked to state their opinion on the prototype
( feedback function only) and then on the overall concept of the application (feedback and
security routing function) based on the UTAUT2 constructs. In this, the original items of
Venkatesh et al. (2012) with the anchors 1 (strongly disagree) and 7 (strongly agree) were
used. In the last part, questions about possible purposes of use, desired additional functions,
demography, and frequency of cycling were asked.

2.3.3 Results

A total of 29 members of the General German Bicycle Club (ADFC) with an average age of
50 years were surveyed. Fourteen percent of the sample were female and 86% male. All
participants stated that they used their bicycles at least once a month which confirmed the
assumption that most of the ADFC members would be frequent cyclists and 86% of the
sample even several times a week. The participants stated that they could imagine using the
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prototype regularly (mean ¼ 5.9). The subjects imagine the prototype to be useful
(mean ¼ 6.1), easy to use (mean ¼ 5.6), and even entertaining (mean ¼ 4.9). In addition,
they indicate that their social environment would support that they use the prototype of the
application (mean ¼ 4.5) and that their smart phone would be suitable for using the
prototype (mean ¼ 6.4). The overall concept of the application (feedback and security
routing function) portrayed a similar picture. The participants stated that they could
imagine using the application regularly (mean ¼ 5.7). Furthermore, they imagine the
application to be useful (mean ¼ 5.8), easy to use (mean ¼ 5.4), and entertaining
(mean ¼ 5.0). They also indicate that their social environment would support it if they
used the application (mean ¼ 4.4) and that their smart phone would be suitable for using
the application (mean ¼ 6.4). Participation in cycling infrastructure measures (79%),
cycling tours (79%), and the route to leisure activities (76%) were stated as the most likely
purposes of use. The majority of the sample could imagine using the application on known
as well as on unknown routes (76%). Other desired features were a categorization of
dangerous spots according to their severity, a feedback function on measures taken to
eliminate reported hazards, and black ice warnings.

Fig. 2.3 Illustration of UTAUT 2 according to Venkatesh et al. (2012)
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2.3.4 Discussion

Frequent cyclists already state high acceptance of the prototype of the RouteMeSafe
application. The group shows a high usage intention and imagines the application as
useful, easy to use, and entertaining. One of the two most frequently mentioned purposes
of use is the participation in cycling infrastructure measures. This indicates that frequent
cyclists could be a target group for the feedback function. Another important motivator for
the regular entering of dangerous spots with the application could be a notification function
on the status of measures initiated to eliminate reported dangerous spots. After implemen-
tation of the function, this assumption should be tested in a further user experience study.

2.4 General Discussion

Two studies were conducted with the aim to determine the target groups for the functions of
the RouteMeSafe application. The results of study 1 with 31 students indicated that
infrequent cyclists could be a target group for the security routing function of the
RouteMeSafe application and frequent cyclists could be a target group for the feedback
function. The former should be checked in a further technology acceptance study based on
a large sample with citizens of Stuttgart. The latter was confirmed in study 2 with 29 ADFC
members. Frequent cyclists already indicate high acceptance of the prototype in its current
development state. They could thus serve as the required users who fill the applications
database. Functions such as a categorization of dangerous spots according to their severity,
a feedback function on measures taken to eliminate reported hazards, and black ice
warnings could further increase acceptance in this group. After these functions have been
implemented, their user experience should be investigated based on a randomly selected
sample with frequent cyclists from Stuttgart. Furthermore, diary studies investigating the
user experience of the RouteMeSafe application should be conducted with infrequent and
frequent cyclists from Stuttgart. Doing so could help to find out whether both groups can
serve as target groups of the security routing and feedback function on the long run.
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Abstract

Mobility planning is rarely individually tailored. Instead people have to make an active
effort to adapt standard solutions to their requirements. Routing apps like Google Maps
allow for personalization only by saving important places like home and a workplace
but do not allow the user to influence the routing suggestions or choice of mode of
transport based on preferences, limitations, or situation. It becomes even more difficult
when different means of transport are to interact since most routing applications offer
very little multimodal optimization aside from the last mile. Thus, the objective of this
article is to present a concept for the utilization of artificial intelligence and regression
models in order to enable individual and sustainable mobility planning. To achieve this
objective, initially existing routing and mobility planning applications are examined and
are conceptually expanded in order to outlay the benefits of personalized route planning.
The concrete objective alongside with a method for the development of a new solution is
summarized. An algorithm fulfilling these objectives based on multiple linear regression
is conceptualized. Relevant factors with coefficient are identified, as well as necessary
data sources and interfaces. This algorithm is then implemented in a limited prototype as
a proof of concept. Finally, this prototype is tested based on a set of mobility scenarios
in order to validate the achievement of the defined objective.
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3.1 Introduction

Routing apps have a major impact on the choice of mode of transport for most people—
especially for non-routine trips and, due to varying conditions and contexts, even for
routine trips. Thus, they play a major role in spreading the adoption of sustainable modes
of transport. They shall therefore be the starting point of this article: first we take a short
look at the state of the art and then we draw a vision of what routing apps could offer. This
serves as a guideline for the development of a corresponding method and algorithm for
route planning.

3.1.1 Routing Apps: What They Provide Today

Google Maps is one of the most important services offered by Google (Brandt, 2016). It
provides two essential functions: searching routes for different modes of transport and
navigation. When looking for a route for an upcoming trip, Google Maps compares a trip
by car, public transport (bus and train), walking, cycling, and flight and sometimes includes
local offers such as cabs or electric scooters. Users can find out estimated travel times and
distances and, in case of multimodal connections, the transfers. If the user wants to travel
by car, by bicycle, or by foot, Google Maps provides detailed navigation. It also takes into
account current traffic or closures. Since Google evaluates the cell phone data of all users
for its route optimization, the navigation is widely considered to be precise, especially with
regard to delays and obstacles. A recent confirmation for this has been provided (La Rocco,
2016; Leicht, 2018). The main competitors of Google Maps are Apple Maps, Here WeGo,
ReachNow, and OpenStreetMap. The functionality of all these applications and their
restrictions in regard to personalization is very similar.

3.1.2 A Vision for Routing Apps: Individually Tailored, Sustainable
Mobility

None of these existing routing apps allow the user to influence process or optimization
parameters. The user may only enter a few travel parameters: date, time, and the choice of
means of transport. These limited parameters significantly restrict the individualization of
travel planning in exchange for a simplistic user experience. For example, there is no way
to include physical restrictions, presence or absence of privately owned vehicles, mobility
subscriptions, or simply an aversion to or preference for a means of transport. There are no
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situation-dependent parameters either, such as weather conditions, luggage, or fellow
passengers. However, all these parameters strongly influence the optimal travel option.
For example, if the user needs to utilize the travel time for work on a long trip, traveling by
train is more advantageous than it would be otherwise. The number of people traveling also
has a strong impact on the pros and cons of a means of transport.

Parameters that influence the decision for routing and means of transport are countless.
So far, they are not sufficiently covered in any existing application. However, existing
technologies could already enable the consideration of person- and situation-dependent
parameters. Moreover, artificial intelligence and a self-learning algorithm could be able to
learn from past decisions and behavior of each user and independently reflect these results
in a profile, which could be considered for future route planning. The advantages thereof
can be attributed to three areas:

1. Significantly increased comfort for the traveler: By taking into account the personal
preferences and situational conditions, recommendations can be made on an individual
level. As a result, route planning adapts to the traveler.

2. Less effort for the traveler: Until now, a traveler has to independently compare different
routes and means of transport (combinations) through different applications and
websites. A new route planning application that includes individual context and inde-
pendently is able to learn can make things easier for the traveler, since it automatically
recommends exactly the most suitable option.

3. Multicriteria optimization is possible: Until now, optimization according to a single
criterion was the rule with routing apps. Their use was associated with a high level of
manual effort on the part of travelers when comparing routes and means of transport. At
the same time, they only provided little information. The routing apps (or the users
themselves) thus tried to find a route or connection that fulfilled one criterion, e.g., as
cheap or as fast as possible. However, if the optimization is automated by a new routing
app and sufficient information is available, multicriteria optimization is possible. Then
an app could, among other factors, simultaneously optimize for sustainability, costs, and
travel duration (Scholz, 2018).

Thus, traveling can be more comfortable; the process of planning a trip is less complex,
and more sustainable modes of transport are more accessible and useful. This vision of a
routing app will be realized, albeit initially in a limited state, in a prototypical routing app
called “EmiLa.”

3.2 Objective

The goal of the future application and therefore the algorithm is to popularize low-emission
mobility for a wide range of users by establishing it as an optimization criterion without
disregarding other factors. Giving emissions, among other factors, an adequate weight in
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the decision-making process is intended to nudge the users toward more environmentally
friendly means of transport. Thereby, reducing mobility-induced emissions, a contribution
can be made to reduce the impact of climate change.

The algorithm needs to be able to process all these types of information and based on
them find an optimal connection, possibly multimodal, on an optimal route for a requested
change of location from A to B, possibly including intermediate stops. The objective of the
optimization is the fulfillment of a main goal, while secondary goals must be reached and
conditions must be fulfilled. For the more limited first prototype of the app EmiLa, the main
goal is to minimize the emissions of the journey, while secondary objectives are the
shortest possible travel time, the lowest possible travel costs, and taking into account the
personal profile and situation-dependent parameters (weather, as few transfers as possible,
etc.).

3.3 Development of the Algorithm for Personalized-Quantified
Routing Including Self-Learning Units

Based on the set objective, this chapter will elaborate on the fundamental idea and structure
behind the algorithm as well as the process of data integration necessary in order for the
algorithm to give informed recommendations.

3.3.1 Concept and Structure of the Algorithm

The requirement of optimizing based on numerous variables without a common metric
represents the key challenge for the intended algorithm. First of all, each singular criterion
needs a quantified scale standardized to the same dimensions. Additionally, the weighting
of the criteria needs to be incorporated in an adaptable way in order to personalize the
decision-making process. Also, it allows for a continuous learning process in the prioriti-
zation of optimizing a decision that is based on different factors with no existing common
metric to assess them. This problem can be formulated similarly to a multiple linear
regression, as described, for example, in Draper and Smith (1998):

y ¼ β0ð Þ þ β1x1 þ β2x2 þ . . .þ βnxn þ uð Þ

y¼ estimated value of the dependent variable, i.e., overall score for a route and mode of
transport. For the prototype application EmiLa, this is branded as “EmiQ” (emission
quotient).

β0¼ intercept on the y-axis, not relevant for this application as there is no baseline score.
β1 to βn ¼ coefficient for each factor, i.e., the weight of the different factors included in

the overall score. For the prototype application EmiLa, this is branded as “QuPeR”
(quantified personalized routing).
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x1 to xn ¼ value of the independent variable, i.e., score for each singular factor
(emissions, costs, travel time, etc.).

u ¼ remaining error, not relevant for this application as this is not calculated.
Furthermore, the general model for linear regression needs to be extended for this use

case (excluded factors from before are omitted):

y ¼ x1 þ β2x2 þ . . .þ βnxnð Þ � p1 � p2 � . . .� pnð Þ

p1 to pn ¼ prohibitive coefficient, representing (individual) exclusion rules or strong
aversions to a certain mode of transport. Examples for this are the exclusion of driving a car
without a license or refusal to ride a bike in the snow. This application of multiple linear
regression enables weighting the different factors through discrete individual coefficients.
The metric and scaling of each factor have to be solved separately as only the result thereof
can be processed as the x variable.

3.3.2 Metric and Scaling of the Factors

A central requirement for enabling the optimization of the chosen mode of transport based
on the previously stated variety of factors is quantifying the degree of satisfaction for each
factor for each available option. Thus, the factors need a common metric and a common
scale. The length of the scale is negligible, so long as it is uniform across all factors. A
grade system of 1 to 5 has been chosen for the prototype EmiLa, 1 representing the best
possible score and 5 the worst possible score. An important requirement regarding the
metric that arose during initial tests was to assess the factors relative to the set of available
options. For example, the overall duration and the duration per kilometer vary strongly
depending on the length of a trip. One unified scale for all trips would distort the score for
this metric. For EmiLa, this has already been solved for the first three factors:

• Duration of the trip: The fastest available option always receives the best score of
1, regardless of the absolute value overall or per kilometer. Even if an option may be
slow by certain standards, it has to be adequately expressed that it is the fastest one
available. Based on a small-scale user test, the worst possible score of 5 is given for any
duration at least three times as long as the fastest possible option. In between those
values is a linear scale. This can be summarized in the following resulting pseudo-
formula for each option:

xduration ¼ MIN 5; 1þ 4� Duration�Minimum duration across all optionsð Þ
2�Minimum duration across all options

� �
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• Cost of the trip: The assessment of the cost works very similar to the assessment of the
travel duration. Unlike the duration, there are options that achieve a value of zero (e.g.,
walking), requiring an alternative calculation for distances that can be traveled by those
means of transport. In these cases, the cost advantage of free options should be reflected
with the best score of 1 without ignoring the differences among the other options,
whereof the cheapest one receives a score of 3 and values at least three times as high
receive a score of 5. Thus, the following two pseudo-formulas for each option have been
created, the first without free travel options and the latter with free travel options:

xcost without free ¼ MIN 5; 1þ 4� Costs�Minimum costs across all optionsð Þ
2�Minimum Costs across all options

� �

xcost with free ¼ IF costs ¼ 0ð Þ then 1;

else MIN 5; 3þ 2� Costs�Minimum costs across all optionsð Þ
2�Minimum Costs across all options

� �

• Emissions caused by the trip: The scoring of the emissions has been designed differently
from the costs and duration. A universal scale better fulfills the goal of measuring the
adequacy of a mode of transport compared to a relative scaling. Especially for overseas
trips, flights would receive a perfect emissions rating due to the lack of a more
environmentally friendly option. Thus, a universal scale based on the current emission
levels of the most widely used modes of transport has been defined, returning the best
score of 1 for zero emissions and the worst score of 5 for emissions of 150 grams of CO2

equivalents per kilometer and above. This threshold for the worst score represents a
relatively modern car with only one passenger. Unlike the other two factors, the scale is
also separated into two parts from 0 to 30 and from 30 to 150 grams per kilometer. This
serves the purpose of adding a slight advantage for modes of transport with very low
emissions, thus reducing the elasticity of the scale in the lower range. Again, two
pseudo-formulas result from this reasoning:

xemissions ¼ IF emissions � 30ð Þ then 1þ emissions
30

� �
;

else MIN 5; 2þ 3� emissions� 30ð Þ
120

� �
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All three of these scales represent merely a starting point and are to be further adjusted
based on more large-scale testing and studies. The approach of defining one metric per
factor and then adjusting the scale between 1 and 5 based on user studies can be applied to
any further factors as well, even qualitative ones with certain adjustments (e.g., comfort
based on number of transits and a scoring model for different modes of transport). The
prohibitive factors require less intricate scales, as they are only intended to eliminate certain
modes of transport in certain conditions or favor them in others. Resulting scales are to be
defined on a personal level though, primarily from preferences stored in a user profile. An
exemplary factor may look as follows:

pweather ¼ IF mode of transport ¼ walking and weather ¼ rainð Þ then ¼ 5; else ¼ 1

Thus, all options including walking in the rain automatically receive the worst possible
overall score, if the user has made that choice in their profile.

3.3.3 Utilizing Machine Learning for Improving the Algorithm

The two main elements are the metrics for each factor x and the corresponding coefficients
β. While the metrics of the factors are to be refined through empirical studies, the
coefficients are intended to be improved continuously and user specific through machine
learning. Only an initial calibration for the coefficients is predefined within the algorithm as
that is necessary for any results to be calculated before there is any historical data of user
choices to use for optimization. Afterward, the comparison between the recommended
mode of transport and the one chosen by the user will serve to calculate vectors for each
coefficient, similar to the method described in Tao et al. (2006), i.e., if the starting
coefficients are βemission ¼ 0.5, βduration ¼ 0.25, and βcosts ¼ 0.25 but most users opt for a
more expensive faster option, the weight of βduration and βcosts needs to be adapted
accordingly. The coefficient for emissions, βemission, will not be as dynamically adjusted
according to user choices, as one of the main purposes is to encourage the wider usage of
sustainable modes of transport whenever the drawbacks are within reasonable bounds.

As stated, the continuous optimization through vector-based machine learning can be
conducted on an individual as well as on a global level. When nearly all users demonstrate
different priorities in their choice of mode of transport than suggested by the algorithm, the
global coefficients will be adjusted. If only an individual repeatedly demonstrates their
divergent priorities though, these can be reflected as a user-based coefficient adjustment
stored in the user database and retrieved whenever the specific user sends a request.
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3.3.4 Application of the Algorithm in EmiLa

The first implementation of the previously elaborated concept is a prototype of the
aforementioned routing application EmiLa. It serves as a proof of concept for the devel-
oped algorithm and also allows the adjustment of the predefined factors and metrics based
on a wide sample of real-world user tests.

The routing application EmiLa compares the available means of transport, routes,
connections, and combinations thereof in order to find the one that represents the optimum
in relation to the multitude of defined factors. In the current first stage, the prototype only
includes the comparison of costs, duration, and emissions. It can be expanded further based
on the algorithm described in the previous paragraphs. To achieve this, the necessary data
on the factors needs to be obtained from third parties (e.g., mobility service providers).

The principle works as shown in Fig. 3.1.
Personal mobility-related data stored in a user profile to derive prohibitive coefficients is

not yet incorporated in the first prototype due to the current lack of user profiles. This will
be the next addition when the prototype will be further developed. Those prohibitive
coefficients are comparatively simple though, so they were not of primary interest for the
first tests. Decisions previously taken within the application are not used yet either for the
same reason. Before gathering adequate amounts of data through large-scale testing, the
vector-based machine learning would not only have been very limited; it also implies a
high risk of overfitting the model (Tao et al., 2006).

3.3.5 Data Integration into the Application

Once the presented algorithm is implemented in the prototype, the required data sources
will be integrated for the various decision criteria, i.e., the factors emissions, costs, and
travel duration for the first prototype of EmiLa. That data is retrieved from third parties,
such as different regional, national, and international mobility service providers, via an
application programming interface (API). Figure 3.2 illustrates this process.

EmiLa retrieves the information from the interfaces of third-party providers, which is
then processed within the EmiLa application for route planning. Data on the emission per
kilometer of the different available vehicles is stored in an internal database. EmiLa
evaluates the resulting recommendations for a requested route by the results of the EmiQ
algorithm. Thus, the user can retrieve the result via any Internet-enabled terminal device in

Fig. 3.1 Operating principle of the application
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any web browser (Ott, 2018). In order to implement the algorithm beyond the first
prototype stage, EmiLa primarily needs to integrate information from mobility service
providers. Therefore, a wide variety of additional information such as weather data and
occupancy information from parking garages will be integrated. Traffic data, availability of
charging stations, and many further data sources are also beneficial. Apps for virtual
meetings can be another interesting tool to integrate or recommend within EmiLa. This
will avoid certain trips entirely and thus save costs, emissions, and travel time. A list of
possible interfaces is given in Table 3.1.

3.4 Testing of the Algorithm

In order to validate the practicality and usability of the algorithm and its recommendations
within an application, the prototype of the routing app EmiLa has been developed and
tested based on real-world scenarios. These first tests shall serve as a basis for possible
adjustments to the included factors as well as the subsequent expansion of the algorithm
and interfaces within the application in iterative loops.

3.4.1 EmiLa Testing Results

First tests were carried out for the travel planning of a selection of hypothetical domestic
trips. For international trips, too few mobility service providers have been integrated in the
app so far to allow for meaningful tests. Since public transport is shaped by national and

Fig. 3.2 Integration of third party data through API
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Table 3.1 Possible API to implement for EmiLa

Provider Content/data

Google Maps • Navigation
• Travel time, distance, and routes by
car, by bike, and by foot
• Travel time and routes by local public
transport
• In certain areas, myTaxi and E-scooter-
sharing options

OpenStreetMap • Navigation
• Travel time, distance, and routes by
car, by bike, and by foot
• Slope
• Fuel/energy consumption
• Road type and properties

HERE WeGo • Navigation
• Travel time, distance, and routes by
car, by bike, and by foot
• Travel time and routes by local public
transport
• Carsharing
• Taxis

YouNow (Reach Now, Park Now, Charge Now, Share
Now, Free Now)

• Navigation
• Travel time, distance, and routes by
car, by bike, and by foot
• Travel time and routes by local public
transport
• Payment
• Ride-hailing
• Carsharing.
• Availability, reservation, and payment
of parking
• Charging infrastructure

Local transport associations, e.g., transport and tariff
association, Stuttgart

• Travel time and routes by local public
transport

Scooter-Sharing, e.g., lime, Voi, and tier • Availability and cost of shared
e-scooter

Carpool services, e.g., BlaBlaCar, MiFaZ, and Simply
Hop

• Available carpool or passengers

Carsharing, e.g., Share Now, Stadtmobil, Flinkster, and
local providers

• Availability and cost of shared cars

Bike-sharing, e.g., RegioRad, Smoove, Citybike, Call a
Bike, Lidl-Bikes, Deezer, Nextbike, and local providers

• Availability and cost of shared (e-)
bikes

Long-distance busses and trains, e.g., FlixBus and
FlixTrain

• Travel time, distance, costs, and routes

(continued)

36 R. Heckmann et al.



regional providers, the implemented API of German providers are of little to no use for
mobility planning in other countries. Tests will be conducted based on the following
scenarios, representing common types of trips over varying distances and for different
lengths of stay:

1. Long-distance trip for one person between urban areas with one overnight stay (Munich-
Berlin-Munich): arrival on Sunday evening and return on Monday evening.

2. Long-distance trip for one person between a structurally weak region and an urban area
without overnight stay (Wittenberg-Stuttgart-Wittenberg): arrival on Tuesday morning
and return on Tuesday evening.

3. Medium-distance trip for two people between two rural areas for a whole week (Calw-
Radolfzell on Lake Constance-Calw): arrival on Monday morning and return on Friday
evening.

4. Short-distance trip for one person between a suburban and an urban area for a workday
(Boeblingen-Stuttgart-Boeblingen): arrival on Tuesday morning and return on Tuesday
afternoon.

5. Short-distance trip for two people within a village (Dagersheim-Dagersheim): departure
Saturday morning and return Saturday morning, about half an hour later.

Figure 3.3 shows an exemplary view of the options recommended by EmiLa as well as
the preliminary user interface based on the first trip of the first scenario (departure from
Munich to Berlin on a Sunday at 17:45): the best option according to EmiQ is a connection
by bus, which takes longer than a connection by train but causes less emissions and costs
only about one third compared to the train. The emission values are made comprehensible
by a traffic light system since most users have little experience judging emissions based on
grams per kilometer. The private car with one passenger scores worst with an overall EmiQ
value of 3.67, which is the result of high emissions, the second longest travel time, and the
highest costs.

The resulting recommendations for all scenarios and trips are summarized in Table 3.2.
These tests show that the application is generally capable of algorithmically comparing

and evaluating travel options with respect to the defined parameters. Travel time and the
costs were manually compared to different sources and have proven to be sufficiently
accurate. Overall, the recommendations are comprehensible and useful: train, car, and bike

Table 3.1 (continued)

Provider Content/data

Car parks, parking spots, e.g., at public transport hubs,
Contipark, Deutsche Bahn, and GitHub

• Availability and cost of parking

Weather data providers, e.g., Deutscher Wetterdienst • Current weather and forecast

Virtual meeting and conference services, e.g.,
GoToMeeting, Microsoft Teams, and Zoom

• Digital meetings to connect with
customers, partners, colleagues, etc.
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are all recommended in scenarios where they represent the best balance between emissions,
costs, and travel duration. In particular, the first rank for the car when traveling with two
people between two rural areas reflects the particularities of a well-balanced choice mode
of transport. No single mode of transport or in some cases even a car with an internal
combustion engine is overall a good choice when public transport is too inefficient along a
certain route.

Another observation based on these results is the distinct impact of personal preferences,
especially in case of huge differences in duration and costs. An example thereof is the trip
from Wittenberg to Stuttgart, where the second option is 27 EUR more expensive but 2 h
faster. Depending on the individual situation, the order of the first and second recommen-
dation might just as well be the other way around. Such individual calibrations to the
recommendations are possible by individually adapting the coefficients of the factors
defining their impact on the overall result on a user-specific level, as has been outlined in
the third chapter.

3.5 Conclusions

The testing results underline the potential of the developed algorithm and application as a
contribution to establishing widespread use of sustainable mobility. With no additional
effort required from the user, a balanced recommendation for a mode of transport is made,
taking into account emissions, costs, and travel duration. Thus, utilizing more sustainable

Fig. 3.3 Route planning for Sunday, 27/09/2020, at 5:45 p.m. from Munich to Berlin
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Table 3.2 Resulting recommendations for the testing scenarios (mode of transport for the longest
distance is denoted)

Start !
destination (day,
time of departure)

1st recommendation
(factor values)

2nd recommendation
(factor values)

3rd recommendation
(factor values)

Munich ! Berlin
(Sunday, 17:45)

High-speed train A
(emissions medium,
costs 96 EUR,
duration 4:59 hours)

High-speed train B
(emissions medium,
costs 80 EUR, duration
5:20 hours)

Car (emissions high,
costs 234 EUR,
duration 5:49 hours)

Berlin ! Munich
(Monday, 17:00)

High-speed train A
(emissions medium,
costs 40 EUR,
duration 4:56 hours)

High-speed train B
(emissions medium,
costs 67 EUR, duration
4:56 hours)

Car (emissions high,
costs 215 EUR,
duration 5:51 hours)

Wittenberg !
Stuttgart (Tuesday,
6:00)

High-speed train A
(emissions medium,
costs 40 EUR,
duration 7:27 hours)

High-speed train B
(emissions medium,
costs 67 EUR, duration
5:27 hours)

Car (emissions high,
costs 216 EUR,
duration 5:26 hours)

Stuttgart !
Wittenberg
(Tuesday, 18:00)

High-speed train A
(emissions medium,
costs 40 EUR,
duration 6:11 hours)

High-speed train B
(emissions medium,
costs 40 EUR, duration
6:11 hours)

Car (emissions high,
costs 216 EUR,
duration 5:26 hours)

Calw !
Radolfzell on Lake
Constance
(Monday, 7:00)

Car (emissions high,
costs 30 EUR,
duration 1:35 hours)

Long-distance train A
(emissions medium,
costs 25 EUR, duration
3:25 hours)

Long-distance train B
(emissions medium,
costs 48 EUR, duration
2:25 hours)

Radolfzell on Lake
Constance !
Calw (Friday, 17:
00)

Car (emissions high,
costs 30 EUR,
duration 1:35 hours)

Long-distance train A
(emissions medium,
costs 25 EUR, duration
2:47 hours)

Long-distance train B
(emissions medium,
costs 45 EUR, duration
2:20 hours)

Boeblingen !
Stuttgart (Tuesday,
7:00)

Commuter train A
(emissions medium,
costs 3 EUR, duration
0:10 hours)

Commuter train B
(emissions medium,
costs 3 EUR, duration
0:10 hours)

Bike (emissions low,
costs 0 EUR, duration
1:04 hours)

Stuttgart !
Boeblingen
(Tuesday, 16:30)

Commuter train A
(emissions medium,
costs 3 EUR, duration
0:09 hours)

Commuter train B
(emissions medium,
costs 3 EUR, duration
0:09 hours)

Bike (emissions low,
costs 0 EUR, duration
1:04 hours)

Dagersheim
church !
Dagersheim
supermarket
(Saturday, 8:00)

Bike (emissions low,
costs 0 EUR, duration
0:05 hours)

Walking (emissions
low, costs 0 EUR,
duration 0:14 hours)

Car (emissions high,
costs 0,5 EUR,
duration 0:02 hours)

Dagersheim
supermarket !
Dagersheim
church (Saturday,
9:00)

Bike (emissions low,
costs 0 EUR, duration
0:05 hours)

Walking (emissions
low, costs 0 EUR,
duration 0:14 hours)

Car (emissions high,
costs 0,5 EUR,
duration 0:02 hours)
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mobility without relevant sacrifices in other areas becomes as simple as using any other
existing routing app, providing cognitive-rational motives for the users. Additionally,
emission-related challenges and gamification features will provide emotive motivation
for developing more sustainable habits. Nonetheless, the choice is made by the user and
not the app itself. This encourages further testing regarding the influence of the
recommendations on the users’ decisions, i.e., the effectiveness of the application for
encouraging the use of sustainable modes of transport as well as the preferred handling
of conflicts between user preferences and rational, sustainable recommendations.

The prototype used for the previously presented testing of the algorithm is still a very
limited implementation, especially in regard to individualization and user specificity.
Further development of the application will be required in order to verify the practical
viability regarding the inclusion of more decision criteria as well as the vector-based user-
specific machine learning on the basis of Itskov (2019) and De Mello and Ponti (2018).
Data security and privacy protection will become a more defining concern during the
necessary storage and utilization of user data. Once these remaining functionalities have
been implemented, a large-scale user test could provide the final confirmation of the
developed algorithm.
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Challenges to Turn Transport Behavior into
Emission-Friendly Use of Means of Transport 4
Torsten Armstroff and Lutz Gaspers

Abstract

The target of emission reduction in Germany requires a turn from petrol/diesel
motorized private transport toward emission-free transport solutions. Besides electrified
cars, bicycles, scooters, and pedelecs become more and more common: easy to finance,
easy to use, fast in town, reliable, and emission-free. Hence, many local authorities
intend to force bicycle use significantly. Almost every German citizen owns a bicycle;
however, roughly 50% are used less than once a month or not at all.

Bicycle traffic contributes just 11% to Germany’s modal split (amount of moves).
Other countries nearby indicate that pedelec movement will become a significant player
in people movement. The means of transports are just one side of the medal of the turn to
future transport opportunities.

Is it necessary to own vehicles, bicycles, and scooters? There are plenty of scenarios,
where private ownership of means of traffic does not solve transport problems and/or
lacks of availability at a certain point of need.

How does sharing satisfy local transportation needs? How can sharing of emission-
free vehicles contribute to a successful future transportation in Germany? The chapter
will focus on a few hints to answer these questions, building on findings of studies and
field tests and the view beyond the German horizon.
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4.1 Development of Modal Split for Germany

iCity’s workpackage “eBike sharing concept for Stuttgart and Tuttlingen” dealt with
criteria definition for the use of pedelec sharing. It focused on the shift from motorized
private transport towards emission free transport solutions and took up the question of
use vs. ownership.

Looking at the use of means of transport in Germany, there is a slight increase in bicycle
use within the time frame 2002–2017. However, the overall modal split distribution of
means of transport has been quite stable over a long time period. Nearly 60% of traffic is
performed by personal car transport, either as driver or as passenger. Regarding the modal
split of kilometers, the usage of the car as driver or as passenger sums up to 75% of all
moved kilometers. Public transport contributes to 19%, and transport on foot and by
bicycle equals 3% of all moves (Table 4.1).

4.2 Benchmark View of Modal Split for the Netherlands

In the first instance, research circled on the benchmark question of how other people deal
with bike traffic and are there significant options for change. The modal split of the
Netherlands (Ministerie 2016) differs significantly from Germany. Despite differences in
modal split related to means of transport by up to 30%, bicycle use differs by 245% related
to amount of moves. Moreover, the difference related to passenger kilometers sums up to
300% (Figs. 4.1 and 4.2).

What makes the use of the bicycle in the Netherlands so different? There are several
indicators (Schweighöfer 2019):

– Topologically, there are just a few hills in the Limburg region of the Netherlands. Most
of the country is flat.

– Car drivers are to blame for accidents in any case.

Table 4.1 Modal split for Germany (Bundesministerium 2017)

Modal split ways (%) 2002 2008 2017

On foot 23 24 22

Bicycle 9 10 11

Car—as driver 44 43 43

Cars—as passenger 16 15 14

Public transport 8 8 10
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– Separate roundabouts, tunnels, bridges, traffic lights, and fast tracks are available for
bicycles.

– The worldwide biggest bicycle parking garage is located in Utrecht and offers 4500
parking lots, planned to be extended to 20,000, using electronic vacancy guiding
system.

– Roughly 40% of the residents use the bike on way to work.

Fig. 4.1 Modal split kilometers of the Netherlands/Germany (Bundesministerium für Verkehr und
digitale Infrastruktur. (2017). Ergebnisbericht Mobilität in Deutschland; Ministerie van Infrastructuur
en Milieu. (2026). Mobiliteitsbeeld)

Fig. 4.2 Modal split ways of the Netherlands/Germany (Bundesministerium für Verkehr und
digitale Infrastruktur. (2017). Ergebnisbericht Mobilität in Deutschland; Ministerie van Infrastructuur
en Milieu. (2026). Mobiliteitsbeeld)
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– Every resident owns 1.3 bikes per average.
– Investments in bicycle infrastructure are significantly higher than in Germany

(investments in bicycle infrastructure/resident per year: Stuttgart, 5 €; Munich, 2.20 €;
Berlin, 4.70 €; Amsterdam, 11 €; Utrecht, 132 €).

– Bicycle routes are marked in different categories (fastest routes, routes through nice
areas).

– A country-wide infrastructure program ensures the extension of currently 300 km
bicycle fast tracks by additional 600 km (Fietserbond.nl 2020).

The major difference in bicycle use between the Netherlands and Germany are the
following pre-conditions that enable bicycle traffic:

– Convenience and safety-related conditions (i.e., it is not mandatory to wear a helmet).
– Broad bicycle routes, consequently separated from car traffic.
– The bicycle belongs to the country’s branding—people identify with bicycles.
– Road construction rules and regulations that support the extension of bicycle traffic—

bicycle-focused road construction will enhance bicycle use.
– The influence of mindset related to ecological and health-wise benefits of bicycle use

starts at high school.
– Priority for bicycle traffic on the road.
– Integrated design and planning of transport infrastructure taking cross finance solutions

for bicycle infrastructure by cities, public transport providers, and the engagement of
employers into account.

– Turn minimum amount of car park slots into maximum amount of bicycle slots for office
and residential buildings.

4.3 Sharing as Opportunity to Extend Bicycle and Pedelec Use
in Germany

The use of means of transport is mainly triggered by:

– Its availability and easy-to-use opportunities.
– Target and distance of the route.
– The cost of use.
– The comfort and safety it provides on the defined route.
– Ecological sense of responsibility.

Focusing on the share of means of transport with the target to reduce traffic emissions, it
mainly competes with the private owned diesel or petrol engine passenger car—always
available, easy to use, safe, and high travel comfort—however, expensive, space-
consuming, and not environmental friendly.
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Transport time to work, combined with long-term transport behavior patterns, is crucial
for the choice of means of transport (Viergutz 2011). Moreover, the means of transport
used for the way to work significantly influences the use of means of transport for ways
outside of work. Twenty-seven percent of moves are related to way of work or at work.
They significantly influence the use of means of transport in leisure time, contributing 28%
to the modal mix of moves in Germany.

Moving people to multi- or intermodal use of means of transport requires attractive
transport opportunities—close at the spot of use and easy to handle. This includes the
reservation and usage processes as well as the transport vehicle itself. The abilities of
people of different ages need to be taken into consideration. Bike, scooter, and pedelec may
become an important role in supporting public transport by bridging the last mile or, in case
the distance fits, to replace the passenger car at all.

Field tests with pedelecs in rural areas in the south of Germany (i.e., region of
Tuttlingen) show that pedelecs mainly replace bicycles (54%); however, 30% of the test
representatives state that they replaced the passenger car. At the downside, 11% of test
people replaced walks by pedelec usage and 3% the public transport (Schiele et al. 2020).

Average speed of bicycle and pedelec rides differed in the field test by just 1 km/
h (bicycle 11 km/h, pedelec 12 km/h); however, average distance traveled by bicycle
(4 km) was significantly shorter than average distance by pedelec rides (7 km). Hence,
pedelecs may support car replacement on distances longer than average bicycle rides.

Discussing the topic ownership vs. share of pedelecs, it became clear that the majority of
test representatives would enjoy what pedelec sharing offers. Comparing cost of a pedelec
sharing systems for small cities like Tuttlingen with the prices customers are willing to pay,
it becomes obvious that a pedelec sharing systems require an immense portion of subven-
tion by public or private authorities. Test representatives stated that they are willing to pay
8 €/average for a 1-day pedelec rental.

Pedelec sharing systems require an adequate business model containing:

– Pedelecs.
– Sharing locations and electrification for loading and parking.
– Locking system.
– Maintenance, cleaning, and repair of pedelec and sharing locations.
– Workshop.
– Redistribution services.
– Administration, marketing, and sales.
– Back-end system.
– Energy cost.

Taking actual cost and willingness to pay for share services into account, pedelec
sharing systems may just become an attractive business model in case of significant raising
cost of ownership for passenger cars. In addition, reduced accessibility of urban areas of
interest for cars may influence bike and pedelec sharing.
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Two scenarios of business models for bike/pedelec sharing solutions in the region of
Tuttlingen have been calculated. Besides the one-time cost to establish the basic services,
annual operation cost appears.

Scenario 1 calculates based on a mixed bicycle/pedelec park of 26 bicycles and
14 pedelecs and 80 parking lots at 10 rental stations (König et al. 2019). The ratio of
annual operation cost (based on 0.64 rentals per bike and day) related to the rental revenues
is 3.4:1. Rental frequency is defined based on findings of the study “Public bicycle sharing
systems—innovative mobility in cities” for cities with 20,000–100,000 inhabitants
(Bundesministerium 2014).

Scenario 2 calculates with 50 pedelecs at 7 rental stations. Rental price and rental
frequency are based on findings of OBIS (Büttner and Mlasowsky 2011). Findings show
the ratio of annual operation cost related to the rental revenues is 2.69:1.

Both scenarios don’t include one-time ramp-up efforts and installation cost. Hence, a
sustainable acceptance for pedelec sharing can actually just be raised by advertising
revenues, public subvention, and subvention of corporate mobility management activities.

The project “Ebike pendeln,” established by the Senate of Berlin, shows that the
engagement of companies to make pedelecs and related infrastructure for parking and
loading available will significantly reduce car usage and emission (Czowalla 2016).
However, the change of long-term mobility behavior requires long time test phases for
mobility options in order to convince people for emission-free mobility solutions.

The project “Ebike pendeln” provided 324 persons the opportunity to test pedelec use
for way to work in a time frame of 8 weeks. The overall project lasted 2 years.

4.4 Necessity for Further Research

Our findings suggest that reaching transformation targets for emission-free transport in
Germany starts with mindset change. How can transport behavior be significantly changed
in short time frame, while it has been stable for decades? This needs to be investigated
further besides providing technological and infrastructure improvements to attract
emission-free means of transport. Furthermore, business models that attract the economical
motivation for installation and use of emission-free means of transport need to be
investigated further.
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Positioning of Pedelecs for a Pedelec Sharing
System with Free-Floating Bikes 5
Paul Rawiel

Abstract

For intelligent mobility concepts in growing urban environments, positioning of trans-
portation vehicles and generally moving objects is a fundamental prerequisite. Global
Navigation Satellite Systems (GNSS) are commonly used for this purpose, but espe-
cially in urban environments under certain conditions, they offer limited accuracy due to
buildings, tunnels, etc. that can deviate or mask the satellite signals. The use of existing
built-in sensors of the vehicle and the installation of additional sensors can be utilized to
describe the movement of the vehicle independently of GNSS. This conforms to the
concept of dead reckoning (DR). Both systems (GNSS and DR) can be integrated and
prepared to work together since they compensate their respective weaknesses effi-
ciently. In this study, a method to integrate different inertial sensors (gyroscope and
accelerometer) and GNSS is investigated. Pedelecs usually do not have many inbuilt
additional sensors like it is the case in cars; therefore, additional low-cost sensors have
to be used. An extended Kalman filter (EKF) is the base of calculations to perform data
integration. Driving tests are realized to check the performance of the integration model.
The results show that positioning in situations where GNSS data is not available can be
done through dead reckoning for a short period of time. The weak point hereby is the
calibration of the accelerometer. Inaccurate accelerometer data cause increasing inaccu-
racy of the position due to the double integration of the acceleration over time.
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5.1 Introduction

In this paper, the integration of different sensors for the positioning of moving vehicles is
presented. Most available positioning solutions use freely available services from Global
Navigation Satellite Systems (GNSS). Due to the satellite signals being shadowed or
reflected when a vehicle passes through urban canyons or tunnels, its position is falsified
or in the worst case cannot be determined at all. A more accurate and reliable position is
required for modern mobility concepts like pedelec sharing systems with a free-floating
pedelec fleet. If the sharing system shall work with free-floating pedelecs, the positions of
the pedelecs have to be stored in the backend of the system when the customer ends the
rent. This position is shown to possible following users and staff. Therefore, a minimum
position accuracy that enables the finding of the pedelec is required, but not guaranteed by
GNSS solutions under certain conditions often occurring in urban environments. The
research presents a low-cost system for the enhancement of vehicle positioning by
integrating a number of additional low-cost sensors to generate a trajectory that the vehicle
has passed through from the moment on when the GNSS position quality is questionable. A
focus is set on the accuracy of the accelerometer. The data of this sensor is used to calculate
distances in periods of lack of GNSS signals. Due to the double integration of the
acceleration, this data accuracy is crucial for the position determination. In order to
compensate GNSS limitations in urban environments, dead reckoning (DR) methods
based on an on-board multi-sensor system are used in this investigation. The aim of the
developed system is to reach an accuracy of 10–15 m for the position, also on sections of
the trajectory, where GNSS is not available or strongly falsified. This accuracy of 10–15 m
is considered sufficient for users and technical staff of a pedelec sharing system to find the
pedelecs.

IMU have been integrated in different multi-sensor platforms for different purposes.
However, the drift of IMU sensors results in significant accumulated errors for long-term
position and orientation measurement. Different approaches to handle these errors have
been presented in many researches. Zhao and Wang (2012) used magnetometers and
ultrasonic sensors and integrated these data with the inertial sensor data in a Kalman filter
for motion measurement of smaller objects in an indoor environment. Another research for
indoor navigation where a Kalman filter was used for the fusion of data of a high-sensitivity
GPS receiver, WLAN-based positioning, accelerometer data and a digital compass was
presented by Bhuiyan et al. (2012). Kalman filtering is not the only possible way to
integrate data of different types of sensors. El-Sheimy, Chiang and Noureldin (2006),
Kakinuma and Hashimoto (2012) and Atia, Donnely, Noureldin and Korenberg (2014)
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published their researches about navigation using neural networks, SLAM algorithms and
landmark detection or particle filters for the integration of multiple sensors into a naviga-
tion system.

5.2 Materials and Methods

Dead reckoning as a navigation method can substitute GNSS positioning for a limited
period of time. General principles of dead reckoning can be found in Groves (2007) and
Grewal, Andrews and Bartone (2020). The main drawback of this method is that displace-
ment, heading and attitude are subject to cumulative errors over time. The total deviations
depend on sensor’s accuracy, data quantization errors and temporal frequency of the input
data (Groves, 2007, pp. 217–249). Time synchronization of the data of the different sensors
is also an issue that has influence on the position accuracy (Ding, Wang, Li, Mumford, &
Rizos, 2008).

The multi-sensor platform used in this research consists of a board with a microcontrol-
ler on which the following sensors were soldered: As a reference, an Xsens MTi-G-700
with an integrated GNSS antenna was used. As a low-cost system, the sensor unit SMI130
from Bosch was used combined with a GNSS receiver NEO-M8 (u-blox). The sensors
were integrated into the telecommunication unit (TCU) that is placed on the cockpit of the
pedelec. A Kalman filter (KF) is applied to integrate the data from the sensors and to
optimize the results statistically minimizing derived errors. The theoretical background of
the sensor integration using a KF can be found in Grewal and Andrews (2001), Grewal,
Weill and Andrews (2007) and Groves (2007). The MATLAB toolbox NaveGo (Gonzales,
Giribet, & Patiño, An approach to benchmarking of loosely coupled low-cost navigation
systems, 2015a) (Gonzales, Giribet, & Patiño, NaveGo: a simulation framework for
low-cost integrated navigation systems, 2015b) was used to integrate the data of the
different sensors in a loosely coupled system using an extended Kalman filter. The
MATLAB toolbox NaveGo allows to analyse the quality of a low-cost IMU using the
Allan variance, to process the sensor data in a strapdown algorithm and to integrate them
with GNSS measurements. Furthermore, the toolbox allows to simulate errors in the sensor
data. TheMATLAB scripts are available as open source over the platform GitHub (Gonzales,
Giribet, & Patiño, NaveGo: a simulation framework for low-cost integrated navigation
systems, 2015b).

The general workflow presented in Fig. 5.1 was followed to obtain the results presented
in the subsequent section:

The global coordinate system into which the data of each sensor have to be transformed
is the UTM coordinate system. Deeper information about coordinate systems and
transformations especially for navigation purposes can be found in Grewal, Weill and
Andrews (2007); Grewal, Andrews and Bartone (2020); and Yang, Snyder and Tobler
(1999). Diebel (2006) describes the necessary concepts to understand the mathematical
principles involved in the definition of the orientation of a rigid body in a three-dimensional
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space by means of Euler angles and cosine orientation matrix. For the theoretical back-
ground of the projection of the three-dimensional coordinates to plane UTM coordinates,
please refer to Snyder (1987).

5.3 Sensor Tests

In this chapter, some sensor tests that were performed will be described to show the error
behaviour of the sensors.

5.3.1 The Influence of Temperature

To investigate the behaviour of the gyroscope under changing temperature, Vallejo Orti
(2015) used a similar sensor setup and performed several experiments introducing the
gyroscope in a temperature-controlled space and recording the measurements of the
gyroscope for this theoretical zero rate angle status (the device remained totally

Fig. 5.1 Methodology and general workflow
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motionless). The output data derived from these experiments can be used to create a
statistical adjustment based on least squares method (Teunissen, 2003). The best fit to
the determined offset curve is a fifth-order polynomial function. Adjustment result and
measured zero rate curves for the yaw angle are shown in Fig. 5.2.

5.3.2 Variation of the Total Acceleration in Relation to the Inclination
of the Sensor

Several series of measurements under different inclinations were taken. The following
figure shows how the total gravitation as the square root of the sum of the squares of the
acceleration measured on each of the three axes of the accelerometer changes with the
inclination (Rossknecht, 2019). The results are shown in the Fig. 5.3.

5.4 Sensor Calibration and Alignment

As the inertial measurement unit with its accelerometer and gyroscope has its own coordi-
nate system, the three axes of the accelerometer as well as the gyroscope must be aligned to
the axes of the navigation coordinate system. The data of the gyroscope can be falsified by
the drift as described in Sect. 5.3.1. This drift can be determined each time when the sensor
is without motion. In this situation, the angle velocities measured by the sensor correspond
to the drift. So the measurements can be easily corrected. For longer periods of the sensor in
motion, a predefined calibration curve as described above can be helpful to improve
the data.

The accelerometer always measures the earth acceleration that is approximately 9.81 m/
s2 in direction of the force of gravity. This can be used to align the z-axes of the
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Fig. 5.2 Experimental results for Temperature-Offset calibration (black) and corresponding adjusted
curve (red) for Yaw angular velocity (ωΨ ) (Vallejo, 2015)
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accelerometer to the direction of gravity when the sensor is without motion. For further
processing of the data in the Kalman filter, the earth acceleration must be eliminated in
order to use only accelerations that cause a movement of the vehicle. The raw data of the
accelerometer can include a bias and a scale factor that cause errors in the data. In Grewal,
Weill and Andrews (2007), a method is proposed to determine this bias and scale. For the
sensor data used in this research, the following results were obtained:

The following figure shows that the calibration data is not stable over time. For the data
shown in this figure, the sensor remained without motion for a certain time, then was
accelerated in direction of the x-axes of the sensor and then remained without motion again.
In the upper graphics of the figure, one can see that in the initial motionless period, the
acceleration values that were corrected with the calibration data shown in Table 5.1
correspond to the expected value of zero in the motionless state. After the acceleration,
when sensor was without motion again, the bias changed that leads to acceleration values
slightly below zero. In the lower graphics of the Fig. 5.4, the effect on the velocity
calculation is shown. The sensor does not move, but the continuously slightly negative
values of the acceleration lead to an increasing absolute value of the velocity that results in
a fast-growing error of the position calculation.

In a former work at the HFT Stuttgart (Vallejo Orti, 2015), this problem was already
encountered but not further investigated. In that work, the sensor was placed into a car,

Fig. 5.3 Total acceleration in relation to the roll angle of the sensor unit (Rossknecht, 2019)

Table 5.1 Results of the
accelerometer calibration

Axes Bias Scale

X �0.01935202 1.00006765

Y �0.01358702 0.99970273

Z 0.03754575 1.00018655
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where the wheel ticks sensor was used to precisely determine a driven distance. The driving
direction was derived from the data of the gyroscope, and the accelerometer data did not
contribute anymore to the calculation of the position. In the current research with pedelecs,
there is also wheel ticks sensor that could be used, but with a single wheel tick per wheel
rotation, it is much less accurate and reliable than for a car, where on each wheel, 42 wheel
ticks for a complete wheel rotation are detected.

5.5 Kalman Filter

The Kaman filter is widely used for the integration of GNSS data with inertial and other
sensors (Grewal, Andrews, & Bartone, 2020). The main idea of the Kalman filter is to
describe a system in motion with its kinematic equations that allows a prediction of the
system state that can then be compared to measurements related to the position during the
movement. That way a position can be recursively determined out of a system description
and a stream of measurements. The system parameters are adjusted permanently based on
an assumption for the noise of the system process on one hand and a covariance matrix for
the accuracy description of the measured observations on the other hand.

Fig. 5.4 Instability of calibration data
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The state x of a system for any point k in time can be described with the following state
equations:

xkþ1 ¼ Φkxk þ wk:

with the state transition matrix Φk and the system noise wk (Grewal et al., 2020).
With the help of the corresponding measurement model,

zk ¼ Hkxk þ vk

The measurements are linked to the system state with the matrix Hk describing the
relation between the measurements and the state parameters. In vk, the noise of the
measurements is modelled. The system noise as well as the measurement noise is assumed
as unbiased, normal distributed white noise. With the covariance matrices Qk and Rk, it
applies:

wk ~N 0,Qkð Þ resp: vk ~N 0,Rkð Þ

The Kalman equations consist of a prediction of a system state and its corresponding
covariance matrix at time k based on the previous system state at time k-1 (predictor) and a
measurement update (corrector).

Time update (predictor):

xk �ð Þ ¼ Φkbxk�1 þð Þ

Pk �ð Þ ¼ ΦkPk�1 þð ÞΦT
k þ Qk

Measurement update (corrector):

Kk¼Pk �ð ÞHT
k HkPk �ð ÞHT

k þ Rk

� ��1

bxk þð Þ ¼ bxk �ð Þ þ KK zk � Hkbxk �ð Þ
� �

Pk þð Þ ¼ Pk �ð Þ � KkHkPk �ð Þ

Here Kk is the Kalman gain matrix. It can be interpreted as a weight matrix applied to the
difference between the kth measurement zk and the expected measurement Hkbxk �ð Þ based
on the a priori estimate bxk �ð Þ.
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bxk �ð Þ and Pk(�) are the a priori values for the state vector and its covariance matrix before

the information in the measurements is used. bxk þð Þ and Pk(+) are the corresponding a

posteriori values after the measurements have been used.

5.6 Findings and Results

During several driving tests (Rossknecht, 2019), data with the previously described sensors
were collected and processed using the NaveGo fusion algorithm ((Gonzales, Giribet, &
Patiño, An approach to benchmarking of loosely coupled low-cost navigation systems,
2015a), (Gonzales, Giribet, & Patiño, NaveGo: a simulation framework for low-cost
integrated navigation systems, 2015b)). This algorithm realizes a sensor integration in a
loosely coupled system. The navigation solutions of the INS calculated in a strapdown
inertial navigation system (SINS) and the GNSS positions are integrated in an extended
Kalman filter (EKF). The following Fig. 5.5 shows how SINS, GNSS and EKF work
together.

The calculated navigation solution was exported to a KML file to be visualized in
Google Earth. The navigation solution of the low-cost sensors carried by the TCU of the
pedelec can thus be compared to the navigation solution provided by the sensor unit of
Xsens MTi-G-700.

It can be seen that in open area where GNSS signals are not significantly delimited, the
two algorithms produce mainly the same results. In regions where GNSS data reception is
critical, differences become visible. In the upper left part of the image, it can be seen that
the NaveGo solution deviates from the street where the real trajectory led through. In
underground passages (lower right part of the image), differences between the two
algorithms can be observed as well. In this test, the Xsens fusion algorithm (that is not
published by Xsens) in combination with the Xsens sensor data produces a better

Fig. 5.5 Diagram of SINS,
GNSS and EKF integration
(Gonzales, Giribet, & Patiño,
NaveGo: a simulation
framework for low-cost
integrated navigation systems,
2015b)
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navigation solution than the low-cost sensors combined with the NaveGo algorithm
(Rossknecht, 2019).

The main goal of the research was to improve the positions that can be obtained with a
GNSS antenna in situations when GNSS signals are disturbed or not available at all. To test
GNSS reception failure, the pedelec was driven into an underground car park. Both the
GNSS antenna of the TCU and the GNSS of the Xsens MTi-G-700 still delivered data after
entering the underground car park. The GNSS signals in this case can reach the antenna
only through being reflected and thus inevitably produce erroneous positions. Due to the
high weight that is applied to the GNSS data in both algorithms, the GNSS data dominates
in the calculation of the position that can be seen in the Fig. 5.6.

The yellow line is the reference trajectory where the pedelec has been driven. The left
image shows the solution of the low-cost sensor data processed in the NaveGo algorithm.
The image in the middle shows the solution of the MTi-G-700 data processed with the
NaveGo algorithm, while the image to the right shows the trajectory produced by the Xsens
algorithm using the MTi-G-700 data. It can be seen that the solutions differ from each other
but no solution succeeded in approximating the real trajectory (Rossknecht, 2019)
(Fig. 5.7).

The next test shows the result of a simulated outage of GNSS signals for a certain period
of time (Fig. 5.8).

The yellow line represents the reference trajectory that was followed with the pedelec.
The blue dots are GNSS positions. In the centre of the image, this line of GNSS positions is

Fig. 5.6 Comparison of the solutions of the sensor fusion using the Xsens algorithm (orange) and the
NaveGo algorithm (green) (Rossknecht, 2019)
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interrupted, and the algorithm uses only INS data to calculate positions. The red line
represents the trajectory as calculated by the NaveGo algorithm through integration of all
available sensor data. It can be seen that during the GNSS outage, the positions drift away
from the reference trajectory until GNSS signal is back again after 20 s and the calculated
positions snap back more close to the reference trajectory.

Fig. 5.7 Comparison of the sensor fusion solutions (Rossknecht, 2019) (Underlying map: Google
2018)

Fig. 5.8 Simulated GNSS outage for 20 s (Rossknecht, 2019)
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This result is not satisfactory for a significant improvement of positioning of pedelec for
a sharing system using an additional inertial measurement unit. The reason of the fast drift
away from the reference trajectory can be mainly found in the lack of calibration of the
accelerometer as described at the beginning of this article. Further research is needed to
improve the sensor data by finding ways to calibrate the accelerometer on the fly.

5.7 Necessity for Further Research

As mentioned above, the result of the use of a low-cost IMU integrated with a GNSS is not
satisfactory according to the needs of a pedelec sharing system with free-floating pedelecs.

In Sect. 5.3, some error sources in the IMU data already have been described. Some tests
laid open that the data as measured by the IMU lead to fast increasing position errors that
make the calculated positions unusable after a short period of time.

Different approaches can be followed to improve the determination of the positions. One
possible way of improvement could be to introduce a bias and a scale for the accelerometer
into the Kalman filter state vector as unknown parameters and thus estimate these calibra-
tion parameters on the fly by the algorithm in time periods when GNSS signals are
available.

Another approach is to determine calibration parameters for the accelerometer and the
gyroscope in advance based on certain measurements that can be done in a laboratory.
Under laboratory conditions, precise calibration parameters can be determined. But as
mentioned in Sect. 5.3, the calibration parameters are not stable over time. So methods for
recalibration on the fly should be investigated. Such a recalculation of calibration
parameters can be done when the sensor is without motion. In such a situation, e.g. the
bias of the gyroscope is simply the values of the angle rates that are measured for the three
rotation axes. For the accelerometer, it is more complicated due to the fact that earth
acceleration is always measured and has to be extracted from the data. If the z-axis of the
accelerometer is not aligned to the direction of gravity force, the earth acceleration
influences the measurements on all three axes of the accelerometer. This makes the
calculation more complex but not impossible. The main issue is the detection of motionless
time periods. In a car, this can be done easily using the wheel ticks sensor. On a pedelec, it
will be more difficult to reliably detect a motionless time period. Even if there is no forward
motion, e.g. during a stop due to a red signal, the pedelec may be inclined to the left and
right. A stopping pedelec is due to the two wheels only much less stable than a car. So, in
this field, further research is needed to improve the positioning of pedelecs.

A different approach to improve the position is to use the information of a digital map.
In this approach, the form of the driven trajectory is used to match this form with possible
trajectories on a map. A promising work about a map matching algorithm has been
developed by Fill (2015). Further information about map matching can be found in Alt,
Efrat, Rote and Wenk (2003) and Quddus, Ochieng and Noland (2007).
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Abstract

Work-related mobility currently makes up the biggest share of the total transport volume
in passenger transport and is dominated by private motorized vehicles. The paper is
based on research about environmentally friendly modes of transportation performed by
students on their way to the University of Applied Sciences, Stuttgart, and whether it has
an influence on the mobility behaviour of graduates in work and business traffic or not.
Another goal was to find out whether or not one’s sustainable mobility behaviour would
be maintained throughout the rest of one’s professional life. For this, an online survey
was conducted with graduates of the University of Applied Sciences, Stuttgart. The
results of the survey confirm a very high sustainability in the field of work-related
mobility. Previous studies have only looked at education- and work-related mobility
behaviour separately and did not research how or if the former has effects on the latter.
The comparison of results from those studies with the information provided by the
graduates on their behaviour in occupational mobility also confirms an above-average
sustainability.
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6.1 Introduction

6.1.1 Problem Definition

Sustainability is becoming increasingly important in all mobility-related areas. Measures
are increasingly taken to reduce pollutant emissions. New forms of sustainable mobility
arise extending the range of options. The German Sustainability Strategy stipulates that
final energy consumption in passenger transport is to be reduced by 15–20% by 2030
compared to 2005 (Becker and Hoffmann 2018). However, it did not lead to a significant
change in final energy consumption so far. This can be explained by the fact that the total
amount of passenger transport has risen continuously since 2005 and that the share of
motorized private mobility in total transport volume has also risen slightly over the same
period (Nobis et al. 2019).

The proportion of traffic generated by travels to the workplace or additional business
trips has increased even more in comparison. Business traffic in particular has almost
doubled in recent years in terms of the number of trips. Combined work and business
traffics currently account for the largest share of total transport volume (Follmer and
Gruschwitz 2019). This should be viewed critically, especially regarding the choice of
transport mode. Almost two thirds of all trips by full-time workers are carried out by
motorized private modes of transportation. This figure is even higher for business purposes
(Nobis et al. 2019).

On the other hand, for university students, a much greater flexibility and sustainability in
mobility behaviour are becoming apparent. Nobis et al. (2019) found that the share of
motorized private mobility among students for transfer to and from university was only
14% in 2017 and has decreased steadily in recent years. The shares of the carbon neutral
modes of transportation such as public transportation, bicycle and on foot are much larger
here as opposed to people who work full time. Public transport, in particular, has consider-
ably higher shares (Nobis et al. 2019).

The goal of this study is to find out if the choice of carbon neutral means of transporta-
tion during the years of study leads to a noticeably higher usage of sustainable mobility in
the years after finishing the degree. This would suggest a link between students’ mobility
behaviour on the way to university and their behaviour later in their careers.

6.1.2 Research Definition

There has been hardly any research on the relationship between mobility behaviour during
the study period and later working life which is the focus of this study conducted with
graduates of the University of Applied Sciences, Stuttgart. The university is located in the
city centre of Stuttgart and is close to a multitude of bus stops and train stations. This makes
the use of public transportation especially appealing as an alternative to private motorized
vehicles. The basis for this research project was earlier studies on the choice of transport
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and mobility behaviour of students, which were carried out at the Competence Centre
Mobility and Transport (MoVe) of the University of Applied Sciences, Stuttgart, and other
institutes (Heckmann 2019; Berghoff and Hachmeister 2018). The study results clearly
show that the proportion of students at the University of Applied Sciences, Stuttgart, using
sustainable transport for educational purposes is far above the state and national average.
Their share of public transport in the total traffic volume is particularly high, and use of
motorized private mobility is also correspondingly low. However, it is not possible to say
whether and to what extent this sustainability exists in the long term after entering working
life. This is the main motivation behind conducting this study.

6.2 Research Methodology

Due to the fact that the target group consists exclusively of graduates of the University of
Applied Sciences, Stuttgart, the best method to collect data was to pursue an online survey,
as this would reach almost all potential participants. The exact target group were graduates
from the study courses “Infrastructure Management” and “Traffic Infrastructure Manage-
ment” who have finished their studies within 2011 and 2020. The surveyed graduates were
all asked to fill out the entire questionnaire, which means all of the collected data stems
from one static group of people. It should also be noted that the surveys’ design allowed for
skipping irrelevant questions, e.g. a graduate who has not worked since finishing their
studies was not shown any survey questions relating to their mobility behaviour for their
way to work. Thus, slightly varying sample sizes for different questions (see Chap. 6.3)
were a result of this.

The questionnaire itself was divided into five sections or blocks. The first block included
questions about mobility-related behaviours during college. This was followed by
questions relating to the professional and occupational mobility of the participants at the
beginning of their working lives. In the third section, questions were asked about current
behaviour for work-related mobility. The first three sections mainly concentrated on values
on the availability and use of modes of transportation, choice of main modes of transporta-
tion, selection factors for the choice of modes of transportation, frequency of use, duration
and length of trips as well as frequency of business trips that were determined.

The fourth block included general questions on attitudes towards sustainable mobility,
followed by questions on personal and socio-demographic characteristics. Many of the
questions within the first three blocks were repeatedly asked, as these act as a timeline and
thus allow comparability between the different sections. The survey was designed so that
both quantitative and qualitative parameters were queried in order to obtain a comprehen-
sive data set.
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6.3 Data Evaluation

The collected data was comprehensively analysed, and the most important results are
presented for the purpose of this paper. The survey data was compared with other studies.
In addition, the evaluations of the first three question blocks of the graduate survey were
compared to show the development of the participants’ mobility behaviour over time.

Roughly 370 people were asked to complete the survey, 91 of which were completed.
This is a high response rate of about 25%. Out of those, 70 have started working since their
graduation and were also asked to complete the second section of the survey pertaining to
work-related mobility behaviour focusing on the first 6 months after being employed.
Sixty-eight out of the remaining 70 participants have at least been working for more than
1 year since graduation and were also asked to fill out the third block of questions, which
were primarily about their mobility behaviour for their way to work within the last 6 months
at the time of taking the survey.

At the time of the survey, most participants were between 20 and 30 years old (74%).
Twenty-four per cent were between 31 and 35 years old. There were no significant
differences in the answer schemes probably due to the relatively small age range of the
two groups. So age differences are not a relevant signifier regarding the following data
evaluation, which is a first finding of this study.

6.3.1 Evaluation of Education-Related Mobility Behaviour

Public transport is the main mode of transport used by participants to get to college (see
Fig. 6.1). A total of 77% of the respondents stated that they mainly used public transporta-
tion. In comparison, the amount of graduates who indicated using a bicycle as their main
mode of transportation was 7.7%. For car users, this figure is only 3.3%.

Especially in comparison with the results of the educational commuter survey of the
microcensus, there is a clear tendency to show that public transport and sustainable
mobility in general were used far more frequently by the surveyed graduates of the
University of Applied Sciences, Stuttgart, and that only very few preferred the priority
use of cars (Statistisches Bundesamt 2016).

The very strong use of public transport by students for their way to the University of
Applied Sciences, Stuttgart, which was already established by previous studies conducted
by the university itself, was able to be confirmed to a similar extent in this survey
(Heckmann 2019). In a further evaluation, it is now to be examined whether the service
provided by public transportation has been met with satisfaction among the participants. Of
all survey participants who stated that they used public transport to get to university, 78.6%
were satisfied or very satisfied with the service. This figure is slightly above the average
value determined for metropolitan areas in the MiD (Mobilität in Deutschland) study
(Follmer and Gruschwitz 2019). Likewise, only very few respondents were unsatisfied
with the public transport situation for educational purposes (see Fig. 6.2). This means that
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the quality of public transport in Stuttgart is generally good, which indicates that the use of
this mode of transportation was not adversely affected during the course of study.

Furthermore, the efficiency of public transport in comparison to motorized private
mobility for the trip to college was examined. For this purpose, values for mobility time
(in minutes) and transport volume (in passenger kilometres) were determined for the
various modes of transportation by means of information on route lengths and durations.
This made it possible to form efficiency parameters that indicate the number of passenger
kilometres per minute. This corresponds to 0.6 passenger kilometres per minute for public
transport. The parameter for cars is 0.59 pkm/min. Thus, the use of a car for the way to the
University of Applied Sciences, Stuttgart, cannot be classified as more efficient than public
transportation. This means that, on average, the survey participants did not lose any time if
they chose public transport instead of motorized private vehicles. This creates a better basis
for the willingness to also choose sustainable mobility in later professional life.

3.3%

7.7%

12.1%

76.9%

0% 20% 40% 60% 80% 100%

Car (as driver)

Bicycle

On foot

Public transportation

Main mode of transportation for traveling 
to the University of Applied Sciences 

Stuttgart (n=91)

Fig. 6.1 Main mode of transportation used by the surveyed graduates for traveling to the University
of Applied Sciences Stuttgart
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6.3.2 Evaluation of Work-Related Mobility Behaviour After Graduation

Public transportation receives an overall share of about 43% of participants who use the
said mode of transportation for most of their trips to work. This also means that the mode of
transportation was most frequently used by the respondents at the start of their working
lives (see Fig. 6.3). Although there is a clear decline compared to the education-related
mobility, the figure recorded for commuting to work can still be regarded as very high.
Motorized private mobility receives a total of 41.5%, almost a third of which is accounted
for by company or business cars. The share of bicycle traffic has also increased slightly.
The assumption that the results of this survey could be an indication of a more sustainable
mobility behaviour of the graduates is made clear by a comparison with previous studies.
The share of public transport is about three times higher than in the microcensus or the MiD
study (Statistisches Bundesamt 2016; Nobis et al. 2019). At the same time, the use of
motorized private vehicles decreases by about 25% in comparison to those studies. The
share of bicycle traffic is roughly the same in all studies.

In order to check the influence of population density or type of environment, evaluations
were carried out on the basis of the information provided by the survey participants. First of
all, the location of the workplace is considered. Almost half of the respondents worked in a
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city with over 500,000 inhabitants after completing the study. An additional 20% had a
workplace in towns with over 100,000 to 500,000 inhabitants. The remaining third worked
in places with a smaller population. Half of the said third even worked in very rural areas
with a population of less than 10,000.

In order to identify possible correlations, the main mode of transportation was consid-
ered in relation to the number of inhabitants (see Fig. 6.4). This confirms that the
participants almost exclusively use motorized private mobility as their main mode of
transportation for trips to work in towns with fewer than 10,000 inhabitants. Car use
decreases with increasing population. At the same time, the use of public transportation
in particular increases. In cities with more than 500,000 inhabitants, more than half of the
participants used public transportation to get to work. Similarly, cycling and walking in
urban areas are more likely to be considered for work-related mobility. This is mainly due
to the fact that more respondents have to travel shorter distances to reach their workplace
and that the use of these modes of transportation is therefore a reasonable option. All in all,
a higher degree of sustainability in the context of commuting can thus be observed among
the surveyed graduates, particularly when living and working in urban areas. The efficiency
of public transportation in those areas is comparable to that of motorized private vehicles.
In most cases, the mobility behaviour from education-related mobility can be continued
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without additional obstacles. The shorter average commuting distances also mean that
using a bicycle or walking is a realistic option for more respondents. In rural regions or
places with low population, private motorized transport is almost exclusively seen as the
only sensible option, as public transport is associated with high losses of time and
flexibility.

6.3.3 Evaluation of Current Work-Related Mobility Behaviour

The surveyed graduates chose a car more often as the main mode of transportation later in
their career than at the beginning of their employment (see Figs. 6.3 and 6.5). Both the
share for private and company car usage has increased. Overall, public transportation sees a
decrease of about 5%, although the overall share of 38.3% is still well above the average
values of the microcensus or the MiD study. Even now environmentally friendly mobility
is still primarily chosen by slightly more than half of the respondents for commuting to
work and thus, despite the decline, represents a much higher proportion compared to the
microcensus or MiD, in which it accounts for only about one third. As public transportation
in particular has lost shares, one reason for this could be a greater regional shift of
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participants to places with more rural structures. Here it is more likely that cars will be
chosen as the main mode of transportation.

Over the period under study, respondents have increasingly moved to cities with
populations of less than 500,000. In the year of the study conduct 2020, the majority of
the surveyed graduates work or live in cities with up to 100,000 inhabitants. Thus, over the
period under study, more graduates have moved to rural or suburban areas. This migration
could explain why motorized private mobility is used more in the current occupational
situation, especially if both workplace and a participant’s home are outside of a large city.
In this case, the probability of using a mode of transportation other than a car for
commuting to work decreases significantly.

The evaluation of the choice of main mode of transportation by population segments
validates the assumption of increased relevance of motorized private vehicles outside large
cities (see Fig. 6.6). Regarding all categories of less than 10,000 to 100,000 inhabitants,
more respondents, both in terms of pure number and proportionately, used the car more
often as their main means of work-related mobility. As a result, public transportation is
becoming even less important in these segments and is being considered even less
frequently. A very high usage of sustainable transport can be observed for the group of
participants whose place of work has a population of more than 100,000. Here, environ-
mentally friendly means of transport are used by the surveyed university graduates just as
much as at the beginning of their working lives.
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6.4 Conclusion

In comparison to other studies, sustainable mobility is used much more often at the
beginning of employment to get to work than is generally the case for employed people.

The study shows that the very high use of public transport during college also leads to an
increase in usage of public transportation for commuting to work. This development
remains the same throughout the career.

However, other factors such as measures of company mobility management and the
regional structures in which workplace and homes are located shape work-related mobility
behaviour of graduates. This spurs or limits the influences created over the course of their
studies.

The study shows that mobility behaviour during studies will be continued after gradua-
tion. Paving the way for more use of sustainable transport during college time will lead to a
more conscious choice of mode of transportation in the long run. A sustainable design of
mobility in the context of transportation for the purpose of education can significantly
influence and improve the establishment of more environmentally friendly behaviour in
work-related mobility.
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Cargo-Hitching in Long-Distance Bus Transit:
An Acceptance Analysis 7
Vanessa Meyer, Sarah Lang, and Payam Dehdari

Abstract

The combination of freight transport and mobility—also known as cargo-hitching—is a
form of delivery that has been implemented in various modes of transport. This concept
is already widely used in Europe, Africa and North America in long-distance bus
transport and ensures parcel delivery via the cargo compartment of long-distance
buses. This paper aims to investigate the acceptance of cargo-hitching in long-distance
bus transport in Germany. For this purpose, first the term cargo-hitching is defined, and
an overview of cargo-hitching concepts in long-distance bus transport worldwide is
given. In the following, the principles of attitudinal acceptance are explained. A
modified version of the UTAUT2 model was used as the basis for an empirical study
in the form of a quantitative online survey (n ¼ 245). The results provide information
about factors influencing acceptance as well as wishes and requirements of potential
users. Parts of the UTAUT2 model were verified by regression analysis. It was shown
that the variables’ habit, price value, hedonic motivation, performance expectancy and
social influence predict the behavioural intention to use cargo-hitching in our sample
significantly ( p < 0.05). Furthermore, risks, benefits and willingness to pay were
determined, which could contribute to the development of a business model. These
included measures to improve transparency, security and information flow of the cargo-
hitching process.
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7.1 Introduction

Particularly noteworthy is the transport of parcels by bus, as it is already established in
countries such as Sweden, the USA and Canada (Bussgods 2020; Greyhound Freight 2020;
Maritime Bus 2020). This system enables same-day delivery between different bus stops
and leads to a concentration of packages on routes that are already in use (Arvidsson et al.
2016). In Germany, however, despite a well-developed long-distance bus network
maintained by the provider FlixBus, which is the biggest far-distance bus operator in
Germany, several field trials of similar parcel transport systems have failed, and no
comprehensive business model has been established (Deutsche Verkehrs-Zeitung 2015).
Stakeholders should be involved in the development of a new business model to guarantee
its success (Van Duin et al. 2019; Bektaş et al. 2017). In the field of logistics, critics have
observed that only the ideas of companies are properly taken into account in the develop-
ment of new concepts, while the needs and wishes of customers are hardly considered
(Wang et al. 2018). A successful business model maximizes adoption of a new concept by
meeting identified customer needs, wishes and demands (Ram 1989). However, as far as
known, no study thus far has explicitly addressed customer wishes in connection with
parcel transport by long-distance buses.

This paper aims to close this gap with an empirical study and to examine minimum
requirements that are set by consumers for a potential cargo-hitching concept for FlixBus,
which served as a fictitious example for a potential cargo-hitching process in Germany.
Above all, acceptance should be perceived as the overriding goal.

7.2 Cargo-Hitching as an Alternative Delivery Concept

7.2.1 Definition

Cargo-hitching is generally classified as an extended form of crowdsourced delivery, as its
main goal is to reduce freight flows by integrating them into existing passenger flows (Aleo
Horcas 2019; Faulin et al. 2018). In the case of crowdsourced delivery, logistics flows are
reduced by private individuals taking shipments with them. Cargo-hitching, on the other
hand, uses existing vehicle movements to transport parcels together with people (Giret
et al. 2018). Bektaş et al. (2017) have described the cargo-hitching concept as a combina-
tion of passenger and freight flows, whereby the cargo spaces of public transport vehicles
such as buses, trains and trams are to be used for parcel transport. Taxis have also been
deemed suitable for cargo-hitching (Faulin et al. 2018). Van Duin et al. (2019) have
described the goal of cargo-hitching as the “[...] use of the unused capacity of public
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transport passenger vehicles for freight and parcel transport”. Mazzarino and Rubini (2019)
have used cargo-hitching to describe a mix of passenger and freight transport as well.

Overview of Existing Concepts
The Swedish long-distance bus company Bussgods has been mentioned in several
publications as an example of cargo-hitching in long-distance bus transport. Bussgods
delivers parcels within Sweden by bus. Customers can drop off and pick up parcels at
service points. It is also possible to track parcels via the website (Van Duin et al. 2019;
Arvidsson et al. 2016). In Germany, there have been a number of field trials in long-
distance bus transport. One example is the company Postbus, which offered the first long-
distance parcel transport by bus within Germany in 2015. The test service was limited to
the route between Berlin and Hamburg; expansion to other cities was planned but never
implemented (Bauer 2015). A further keyword search on the Internet revealed five other
bus companies and two bus station services worldwide that offer a service similar to that of
Bussgods. An investigation of the services given by these bus companies provided first
indications, which were used to create a demonstrative example for the subsequent online
survey. In order to make this example more tangible, the German long-distance bus
company FlixBus was also examined more closely in the following. Insights from the
findings were also taken into account in the creation of the concept.

FlixBus as Cargo-Hitching Carrier
As the buses of FlixBus operate 7 days per week and several times per day on many routes,
same-day delivery and delivery on Sundays and holidays are possible (FlixBus 2020a). The
official FlixBus ticket shops are also open on Sundays and public holidays so that delivery
and collection of packages can be guaranteed (FlixBus 2020b). The synergistic effect of
combining mobility and logistics is expected to reduce emissions, as no additional bus lines
are used. This expectation is additionally supported by research on the CO2 emissions of
FlixBus buses. The Institute for Energy and Environmental Research in Heidelberg has
determined that the long-distance bus service of FlixBus is the most environmentally
friendly means of transport, ahead of even Deutsche Bahn, with CO2 emissions of 23 g
per passenger kilometre (pkm), compared to 35 g/pkm for the German railways’ long-
distance service. The lower emissions result from a higher capacity utilization rate of the
FlixBus buses (average capacity utilization of 62%) compared to the long-distance service
of Deutsche Bahn (capacity utilization of 52%). The higher emissions for long-distance
railway are explained by the provision of electricity. The comparison of emissions of the
transport modes published by the German Umweltbundesamt is based on the average
electricity mix in Germany (Institut für Energie und Umweltforschung Heidelberg 2017;
Umweltbundesamt 2018).

Furthermore, it must be taken into account that same-day deliveries in particular leave a
disproportionately large CO2 footprint (Paazl n.d.). However, it is necessary to consider
both pre- and post-carriage, which depend on the choice of transport mode—if one drives
to a stop by car, the emissions are higher than with public transport (Brown 2019). The
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parcel is registered online by the shipper via the website or the app so that the parcel can be
registered in the system in time. As with Bussgods (2020), the next possible bus departure
times are then displayed. As a rule, the parcel must be dropped off 30–60 min before
departure at a FlixBus ticket shop which serves as collection points. Alternatively, partner
shops are to be established in cities without an official ticket shop. This principle is based
on the parcel shop partner contracts used by Hermes and DPD. These partner contracts
could be extended to petrol stations, kiosks and smaller retailers in the vicinity of FlixBus
bus stops (Bretzke 2014). As all buses are already equipped with live GPS tracking for
passengers, parcels may also be tracked with the same system (FlixBus 2020c). Service
staff give parcels to the bus driver, who stows the parcels in the cargo compartment. As
soon as the parcel arrives, the recipient is notified and can pick it up on presentation of valid
identification. A pictorial representation of the described process is shown in Fig. 7.1. To
be able to investigate the created model in a subsequent empirical study, a theoretical
insight into customer acceptance is required.

7.3 Adapting an Underlying Acceptance Model

This paper focuses on attitudinal acceptance, which can be defined as a fundamental
willingness to use an innovation (Reichwald 1978). Attitudinal acceptance occurs before
an innovation is purchased or used. In this phase, the potential users learn about the offered
innovation for the first time (awareness), the interest is formed, and the users consider
whether the offered innovation can offer a benefit to them (expectation) (Kollmann 1998).

The empirical study of this thesis uses an acceptance model that takes into account
aspects of customers’ attitudinal acceptance. For this, the UTAUT2 model was chosen, as it
is designed to determine the usage intention of customers as well as the use behaviour
(Venkatesh et al. 2012). As this paper deals with attitudinal acceptance, use behaviour is
not considered. Instead, only the effect on behavioural intention is examined, which is
defined as “an individual’s positive or negative feelings about performing the target
behaviour” (Venkatesh et al. 2003). The UTAUT2 (2012) model has been used in many
studies on the acceptance of technology and innovations as a basis for the determination of
acceptance factors. The model consists of seven independent variables, which predict
behavioural intention: performance expectancy, effort expectancy, social influence,
facilitating conditions, hedonic motivation, price value and habit. In addition, the study
by Sonneberg et al. (2019) should be mentioned, as it dealt with the acceptance of
alternative last-mile delivery options. In this study, sustainable expectancy (SE) was
applied for the first time as an extension of the UTAUT2 model (Sonneberg et al. 2019).
This variable indicates whether the perception of sustainability has an impact on
behavioural intention. Consequently, sustainable expectancy was integrated as an addi-
tional variable into the model. Figure 7.2 illustrates the UTAUT2 model and the
connections between each variable.
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7.4 Methodology: Acceptance Analysis of a Cargo-Hitching Model

Two central research questions were raised:

1. What factors influence the acceptance of cargo-hitching by FlixBus for delivery within
Germany?

Fig. 7.1 Cargo-hitching process via FlixBus

Fig. 7.2 Modified UTAUT2 model
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2. What requirements do consumers have for cargo-hitching by FlixBus for delivery
within Germany?

The hypotheses were derived from the UTAUT2 model (2012) and the study by
Sonneberg et al. (2019). It was assumed that the independent variables have a positive
influence on the dependent variable behavioural intention. Accordingly, identical
hypotheses were formulated for each variable.

Hypothesis 01: Performance expectancy of cargo-hitching via FlixBus has a positive
influence on behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 02: Effort expectancy of cargo-hitching via FlixBus has a positive influence
on behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 03: Social influence of cargo-hitching via FlixBus has a positive influence
on behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 04: Facilitating conditions of cargo-hitching via FlixBus have a positive
influence on behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 05: Hedonic motivation regarding cargo-hitching via FlixBus has a positive
influence on behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 06: Price value on cargo-hitching via FlixBus has a positive influence on
behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 07: Habit regarding cargo-hitching via FlixBus has a positive influence on
behavioural intention to use cargo-hitching via FlixBus.

Hypothesis 08: Sustainable expectancy of cargo-hitching via FlixBus has a positive
influence on behavioural intention to use cargo-hitching via FlixBus.

In answering the second research question, the requirements and wishes of potential
users were necessarily determined. The requirements were determined via an evaluation of
the perceived advantages and disadvantages by the respondents. The factors of risk, costs
and benefits played a role.

• Which services are important to the users?
• How much are users willing to pay?
• What risks are perceived?

7.4.1 Method

A quantitative online survey was used as a study method, partly supplemented by qualita-
tive questions. The survey was open to responses from 19 April to 26 April 2020. In total,
the questionnaire was divided into four categories. First, the cargo-hitching concept was
presented. The model set out in Sect. 7.2 served to explain to the respondents how cargo-
hitching by FlixBus works.

The second section of the questionnaire was devoted to the first research question. The
modified UTAUT2 model elucidated in Sect. 7.3 served as a basis. The individual
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independent and dependent variables were presented as factors, of which the independent
variables performance expectancy, effort expectancy, social influence, facilitating
conditions and sustainable expectancy were stored with multiple items (two to three
items). For hedonic motivation, price value and habit, one item each was selected to
measure the respective superordinate factors. The individual factors were operationalized
by using items already validated by Venkatesh et al. (2003, 2012). However, the content of
these items was adapted to the FlixBus concept, translated from English in German and
also reformulated in the subjunctive, since only behavioural intention was to be measured.
To determine behavioural intention, the respondents evaluated the thesis “I intend to use
the package delivery by FlixBus in the future”. Participants answered the questions on a
5-point Likert scale (from 1 ¼ Do not apply to 5 ¼ Apply).

In the third part of the questionnaire, possible requirements and wishes of the
respondents for cargo-hitching by FlixBus were determined. Here, a distinction was
made between the views of the sender and the recipient in order to obtain more information.
The questions focused on the reasons why cargo-hitching could be used and what concerns
the respondents had with respect to cargo-hitching. To answer these questions, the
respondents chose from several possible answers. To obtain a broader spectrum,
respondents were offered the possibility of adding further information by filling out an
available text field. In addition, various questions on intended use were presented to the
respondents. Again, a 5-step Likert scale was used and provided with probability indicators
(from 1¼Do not apply to 5¼ Apply). Furthermore, this part of the questionnaire addressed
price sensitivity. Questions were asked about the respondents’ willingness to pay in two
different cases. Case 1 concerned the price of a 2 kg parcel that was dropped off at a
FlixBus stop and was in turn picked up by the recipient at the destination stop. The delivery
took place on the same day and was also possible on Sundays and holidays. As a price
comparison, an express delivery on the next working day by DHL of 14.00 € was indicated
(DHL 2020). The same applied for Case 2: a delivery by FlixBus in combination with a
door-to-door delivery was specified. The delivery was to take place within one to three
business days. The online price for the same form of delivery by DHLwas indicated as 5.49
€ (DHL 2020).

In the fourth section of the questionnaire, socio-demographic data was collected by
means of questions on age, gender, population of main residence and current profession.

7.5 Results

7.5.1 Sample

Ultimately, 245 people completed the questionnaire (n ¼ 245). 59.18% of the respondents
were female, 39.59% were male, and 2 persons (0.82%) indicated their gender as diverse.
One person did not indicate their gender. On average, the subjects were 27 years old
(SD ¼ 8.62). Accordingly, 61.63% of all subjects stated that they were students, followed
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by 26.53% who were in full-time employment. When asked about the population of their
main residence, 37.14% stated that they live in a big city with at least 500,000 inhabitants;
24.90% said they live in a small town with a population between 5000 and 19,999 people.
9.80% stated that they live in rural areas with a population of less than 5000; 15.92% live in
a medium-sized city with a population between 20,000 and 99,999. 12.24% live in large
cities (100,000–499,999 inhabitants).

7.5.2 Answering the First Research Question: The UTAUT2 Model

To determine the most influential factors on behavioural intention within UTAUT2, a
multiple regression was carried out. Performance expectancy (PE), effort expectancy (EE),
facilitating conditions (FC), habit (HT), price value (PV), hedonic motivation (HM), social
influence (SI) and sustainable expectancy (SE) served as independent variables, while
behavioural intention (BI) served as dependent variable. Cronbach’s alpha values provided
information on the reliability of the individual scales of the items (Fig. 7.3). Cronbach’s
alpha of 0.60 and higher is considered reliable (Ursachi et al. 2015). Variables with
Cronbach’s alpha below 0.60 were not considered further, namely, facilitating conditions
(α ¼ 0.469) and effort expectancy (α ¼ 0.570) were not considered in further analysis.

Descriptive data of the behavioural intention showed that 18.4% disagreed with the
statement “I intend to use parcel delivery by FlixBus in the future”; 23.3% partially
disagreed, 29.4% were undecided, 22.9% partially agreed, and 6.1% agreed with the
statement.

Figure 7.4 provides an overview of the coefficients of the regression analysis. Results of
the multiple regression revealed a significant overall effect, whereby the 6 independent
variables explained 54.70% of the variance (R2¼ 0.54, F (6; 237)¼ 50.00, p< 0.001). The
following variables predicted BI significantly: HT (b ¼ 0.347, p < 0.001), PV (b ¼ 0.244,
p < 0.001), HM (b ¼ 0.170, p < 0.01), PE (b ¼ 0.127, p < 0.05) and SI (b ¼ 0.110,
p < 0.05). SE did not predict BI significantly (b ¼ �0.032, p > 0.05). Overall, hypotheses
H01, H03, H05, H06 and H07 were supported. On the other hand, hypotheses H02, H04
and H08 were invalidated because the independent variables EE and FC proved to be
unreliable; furthermore, SE proved to be insignificant.

7.5.3 Answering the Second Research Question: Wishes
and Requirements of Potential Users

The second research question dealt with the determination of requirements and wishes of
potential users in order to optimize the later acceptance of use through a customer-oriented
approach. When asked about their first reaction to parcel delivery by FlixBus, the majority
of the respondents indicated good or very good (72.70%), 7.70% indicated bad or not good,
and the remainder gave a neutral opinion (19.60%). Figure 7.5 depicts the frequency
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distribution. The respondents were asked specifically to identify reasons for and reasons
against using cargo-hitching via FlixBus. The results indicate that the respondents most
frequently named delivery on Sundays as the decisive factor (73.90%), followed by
delivery on public holidays (71.00%) and overall fast delivery (63.70%). On the other
hand, 71.00% of the respondents were concerned by the distance to FlixBus stops. The
unpunctuality of the buses and damage to the parcels were causes for concern for 53.10%
of the respondents, closely followed by theft of parcels from the cargo compartment with
52.70%.

Furthermore, the respondents were able to name additional service features that were at
least rather important to them in an open-ended question. The answers (n ¼ 42) were
provided with content codes and clustered. This resulted in three topics, Information, Safety

Fig. 7.3 Cronbach’s alpha values

Fig. 7.4 Coefficients of regression analysis
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and Flexibility, to which most of the answers could be assigned. The remaining answers
were generally mentioned only once and are therefore not explained in detail. Ten answers
were assigned to the category Information. Topics such as transparency, tracking and
tracing and an app with a notification function were mentioned (“App or online portal,
in which you specify when you want to send something where and when you want to send
it [. . .]”; “Online Support Q&A as the concept is new (what happens in case of loss,
damage, etc.)”). Seven answers could be assigned to the category Safety. Concerns about
theft protection were mentioned, and solutions such as separate or lockable compartments
in the cargo area (“Separate parcel compartments for theft prevention”) were suggested. In
this context, transport insurance and guarantees for punctual deliveries were also specified
(“A guarantee that the parcel will arrive undamaged and will not be stolen”). Flexibilitywas
assigned to six answers. Flexible delivery and collection times as well as packing stations
were mentioned (“Delivery and collection at flexible times. Late in the evening for
example. Drop-off and pick-up point nearby”).

The respondents were willing to pay on average 10.87 € (SD ¼ 5.47) for a delivery to
the bus stop. On average, the respondents stated a maximum amount of 5.51 € (SD¼ 3.21)
for a door-to-door delivery.

7.6 Discussion and Outlook

Cargo-hitching in long-distance bus transit is an innovation that has not yet been
introduced nationwide in Germany. This form of delivery offers a number of advantages
such as faster and more efficient delivery. It was also found that this form of delivery—

Fig. 7.5 First reaction to cargo-hitching via FlixBus
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under certain conditions as discussed in Sect. 7.2—could have a positive effect on the
environment, as freight transport and mobility could be combined, thus reducing the
number of CEP vehicles. Although UTAUT2 could not be fully applied, factors influencing
the behavioural intention were identified. Although it was recognized that certain factors
can increase the intention of use and thus the acceptance of cargo-hitching, it can be
generally criticized that the model does not provide any explanations or concrete
recommendations for action to increase acceptance (Niklas 2015). However, the knowl-
edge gained can be used for a follow-up study. Furthermore, the overall opinion on cargo-
hitching via FlixBus was positive, although behavioural intention was not particularly high.
It is clear that although delivery is seen as positive, this perception does not automatically
result in a behavioural intention to use it, which could be due to specific concerns.

Risks in the areas of security and flexibility were identified, which must be proactively
mitigated. From the question on the importance of the individual service features, it became
clear that transparency was particularly important to the subjects. Tracking and tracing
were considered to be very important. In addition, the open-ended question revealed wishes
for a continuous flow of information. Few of the bus companies that have implemented
cargo-hitching either have transport insurance included in their prices or offer insurance for
additional costs. However, it is also necessary to work proactively on security. Lockable or
separated freight compartments were suggested as a means of preventing theft. With regard
to the unpunctuality of buses, the urgency of the parcel is important. There is evidence of
frequent unpunctuality of FlixBus buses. Specifically, every second bus is late, and an
average delay of 30 min must be expected (Hain 2020). Although these delays would
generally not hamper a same-day delivery, a delivery timed to the minute would be
unlikely.

In particular, the price sensitivity reveals that customers are on average not willing to
pay more than the prices charged by DHL. This could be related to the fact that this is a new
provider competing against long-established companies such as DHL and Hermes, and
trust must therefore be earned. These stated maximum costs may provide an anchor for the
customers’willingness to pay when establishing a business model. By taking these findings
into account, attitudinal acceptance can be established, and the basis for overall acceptance
can be created. Finally, it must be borne in mind that this form of delivery is a niche for
particularly fast deliveries to private individuals.
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Abstract

Critical success factors for the efficient use of electric trucks are the operational range
and the total costs of ownership. For both range and efficient use, power consumption is
the key factor. Increasing precision in forecasting power consumption and, hence,
maximum range will pave the way for efficient vehicle deployment. However, not
only electric trucks are scarce, but also is knowledge with respect to what these vehicles
are actually technically capable of. Therefore, this article focuses on power consumption
and range of electric vehicles. Following a discussion on how current research handles
the mileage of electric vehicles, the article illustrates how to find simple yet robust and
precise models to predict power consumption and range by using basic parameters from
transport planning only. In the paper, we argue that the precision of range and consump-
tion estimates can be substantially improved compared to common approaches which
usually posit a proportional relationship between energy consumption and travel dis-
tance and require substantial safety buffers.
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8.1 Introduction

Research on electrified delivery has gained substantial momentum over the past decade as
companies from various industries try to reduce their carbon footprint in transport. Urban
logistics seems like a perfect field of application for electric trucks since it allows delivery
runs without causing tailpipe nitrogen oxides or particulate matter emissions and helps to
curb the problem of traffic noise (Pelletier, Jabali, and Laporte 2016). From a business
perspective, it also makes perfect sense to deploy electric trucks in urban areas since usual
delivery runs are both rather predictable and short enough to allow the use of range-limited
vehicles (Quak and Nesterova 2018; Teoh 2018). Range is acknowledged as the dominant
limiting factor for electric vehicles, and several sophisticated models on this topic have
been proposed (Zhou, Ravey, and Péra 2019). But since applying the latter requires a
plethora of different input variables, the continuous availability of fine granular data or
even both (Tseng and Chau 2017), this article takes a different perspective on this issue.
Instead, it is investigated to which degree basic information from vehicle dispatching can
be used for range prediction with higher precision than widespread naïve approaches
assuming a direct proportional relationship between energy consumption and travel
distance.

This contribution is organized as follows: As a first step, the relevance of precise range
estimations for fleet and operation managers and why range/energy consumption belongs
to the key variables to promote electric vehicles are illustrated. A subsequent literature
overview shows how energy consumption and vehicle range are usually handled, respec-
tively. It is argued that there is a strong need of range estimation models for which input
data is easily available. These models have to be usable by decision-makers with access to
basic route optimization tools and allow a more precise estimate than the frequently used
simple albeit imprecise rule of three. Using real-world data from the research project “EN-
WIN” of Fraunhofer IML combined with a regression approach, different consumption/
range estimation models are discussed and benchmarked with the widespread naïve
approach.

Funded by the German Federal Ministry of the Environment, Nature Conservation and
Nuclear Safety, grant no. 16EM3118, the EN-WIN consortium consisting of Technical
University of Berlin, Fulda University of Applied Sciences, Florida-Eis Manufaktur
GmbH, Ludwig Meyer GmbH & Co. KG, BPW Bergische Achsen KG and Fraunhofer
Institute for Material Flow and Logistics (lead) assessed options to facilitate and improve
the deployment of electric trucks using real-world energy consumption data.

8.2 The Need for Precise Energy Consumption and Range
Estimation

As profit-oriented entities, companies are inclined to electrify substantial parts of their
fleets only if two preconditions are met:
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• There is an electric vehicle which is technically capable to substitute the currently used
combustion-powered vehicle, especially in terms of range and payload (Felipe, Ortuño,
Righini, and Tirado 2014).

• The expected total costs of ownership (TCO) for the electric vehicle are lower than the
TCO for the currently used combustion-powered vehicle (Camilleri and Dablanc 2017).
In case a fleet manager agrees to both aspects and acquires and deploys a certain electric

truck, two important operational questions arise in addition: “How to make sure that the
vehicle actually provides an ongoing advantage in total ownership costs?” and “How to
make sure route planning does not exceed the electric range?”

It is evident that detailed and reliable knowledge about realistic vehicle ranges is
decisive for the adoption and ongoing (i.e. economically viable) use of electric trucks
(Erdelić and Carić 2019). As Fig. 8.1 illustrates, logistics companies have strict
requirements when it comes to vehicle payload and range.

Vehicle batteries are a payload reducing factor, while, at the same time, they represent a
key determinant of vehicle range (Pelletier, Jabali, and Laporte 2016). Range, however,
does not only depend on battery capacity alone but also on the actual use case (typical
routes, road network, stop frequency, ambient temperature, etc.) which makes it question-
able to posit a proportionality of energy consumption and trip length. Therefore, a fleet
manager must carefully consider the trade-offs between payload and range requirements
(Stütz, Taefi, and Fink 2018). While payload is ex ante known from specification
documents, consumption, and consequentially range, is not. When companies consider
the purchase of electric vehicles, they need to assess their economic potential. For the latter,
the expected electricity consumption is a key TCO driver and is depending on the actual
use case. This illustrates that oversimplified or imprecise information concerning the

VEHICLE
REQUIREMENTS

VEHICLE
BATTERY

Weight (tons)

Capacity (kWh)

Costs (€)

Payload (tons)

Use case

Consumption (kWh/km) Range (km)

TCO (€)

Energy price (€/kWh)

Fig. 8.1 Interrelationships between vehicle battery, vehicle requirements, use-case, and TCO
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efficiency of an electric truck will directly affect business case considerations in various
ways (cf. Fig. 8.2).

• On the tactical level, fleet managers can overestimate vehicle range, thereby paving the
way for overambitious electrification in that sense that the organization has not yet
acquired the necessary knowledge and experience to use the electric trucks. Opposite,
too low efficiency estimates will lead to an exclusion of suitable vehicles. From a cost
perspective, imprecise consumption figures will, likewise, lead to a situation in which
cost-effective vehicle will appear as uneconomical and vice versa (Taefi, Fink, and Stütz
2016).

• On the operational level, imprecision will either lead to over- or underestimation of
vehicle range. Either case has negative business impacts as vehicles actually run out of
energy while en route or regularly return to the depot with a substantial battery charge
remaining, thus wasting parts of their potential to reduce operational costs (Stütz et al.
2016).

This illustrates that reliable use case-specific and credible knowledge about real-world
power consumption and range is one of the most critical issues to address in order to
promote the broad adoption of electric vehicles. Literature is following different paths to
integrate this crucial variable.

(a) Power consumption is regarded as a set of given values taken from external
sources. This seems expedient when the actual consumption and vehicle perfor-
mance are not the focus of research, for example, when extending vehicle routing
models (VRP) to integrate the specific properties of electric vehicles. However,
when these models are parameterized and solved, the context-specific and route-
dependent consumption becomes an issue (Erdelić and Carić 2019; Erdoğan and
Miller-Hooks 2012).

(b) Relative power consumption is regarded as a given value, usually as kWh per
kilometre, while proportionality between total power consumption per journey and
distance travelled is assumed (Moll, Plötz, Hadwich, and Wietschel 2020; Felipe,
Ortuño, Righini, and Tirado 2014). Alternatively, positing a certain maximum
vehicle range, relative consumption can implicitly be set as a fixed value (Alp,
Tan, and Udenio 2019). In either case, consumption is static and not a characteristic
of the actual vehicle context (like distance travelled or ambient conditions)
(Granada-Echeverri, Cubides, and Bustamante 2020; Wang, Lim, Tseng, and
Yang 2018).

(c) Power consumption is calculated using physical simulation. This usually involves
sophisticated modelling and calculations of the vehicle’s kinetic energy requiring
detailed technical parameters but allows to integrate various influencing factors,
such as drag, rolling friction to acceleration or brake energy recovery (Lin, Zhou
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and Wolfson 2016; Goeke and Schneider 2015; Helms, Pehnt, Lambrecht and
Liebich 2010).

(d) Total power consumption is calculated using an estimation function that goes
beyond a mere proportionality between distance travelled and energy consumed
(Liimatainen, van Vliet, and Aplyn 2019; Davis and Figliozzi 2013).

All four approaches require specific input data in order to serve as a data source for
electric power consumption. Typically, three different data sources can be distinguished:

(a) Assumptions, for example, the assumption that range assured by the manufacturer
can be used to derive the vehicle’s relative consumption or that the values from one
trial can be used for calculations related to another trial involving the same type of
vehicle.

(b) Standardized values, for example, values from vehicle surveys as included in the
Handbook Emission Factors for Road Transport (HBEFA) (Helms, Pehnt,
Lambrecht and Liebich 2010) or derived from standardized driving cycles
(Camilleri and Dablanc 2017; Lee, Thomas, and Brown 2013).

(c) Context-specific real-world values, i.e. real-world data gathered from the very use
case for which consumption data is needed, for example, a case in which data from
one electrified package delivery van is taken to plan the delivery round trips of the
same van or a different van of the same type operating from the same depot (Taefi,
Stütz, and Fink 2017).

It is apparent that either current approaches for range estimation rely on sophisticated
simulation models requiring meticulous calibration and precise information about the
intended routes, including road gradients, or they require access to precise data from
similar use cases as well as the capabilities to process that data. It can be doubted that
both are easily available to companies involved in urban logistics, especially since the
majority of those companies are small- or medium-sized enterprises, and that the respective
requirements can rarely be met on a daily basis (Osypchuk 2019; Oberhofer and Fürst
2013). In practice, companies rely on a planning method assuming a proportionality
between range and distance combined with a substantial safety buffer leading to inefficient
vehicle use (Stütz et al. 2016).

8.3 Towards an Intelligent Method for Range Prediction

To overcome this gap between theoretically applicable estimations based on multiple
variables and, hence, inducing substantial effort for data acquisition and the other extreme
of range-driving-distance proportionality (Stütz, Fink, Taefi 2018), Fraunhofer IML
conceived the research project “EN-WIN”. One objective of this project was to assess
the possible increase of range prediction quality when only basic route characteristics (like
the number of delivery stops) are considered.
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When it comes to data acquisition, it can be safely assumed that this data is definitely
available for dispatchers, even in SMEs, as they are elementary results of route planning
(Oberhofer and Fürst 2013). Moreover, the project considered ambient temperature as an
additional variable and produced a method to collect this data more efficiently (Jerratsch,
Herzlieb and Marker 2018). The researchers involved used an extensive trial between 2017
and 2020 to collect data from eight electric trucks of various sizes (4.25 tons to 40 tons)
using tracking devices. This article puts the focus on the data collected from the journeys of
the 18-ton trucks to address the question whether basic information from vehicle dispatch
allows more precise range prediction than just assuming a proportional relationship
between energy consumption and travel distance. After data sanitization, a total of
420 days of vehicle operation remained for analysis (cf. Table 8.1).

As a first step, it is safe to assume that a dispatcher has access to the following basic set of
information since they directly trace back to transport orders and customers (Seiler 2012):

• Travel distance: length of entire round trip starting and finishing at the depot.
• Number of delivery stops: total number of customers on the delivery route.
• Payload: shipment weight at the beginning of the round trip.

Additionally, using data from public sources, it is also safe to assume that a dispatcher is
able to include ambient temperature (at least the average daily temperature recorded at
depot location). As a next step, the dominant drivers of energy consumption of these should
be included in a range prediction model. With travel distance already considered as a main
driver for energy consumption, eight different models each using (a subset of) the afore-
mentioned variables (cf. Table 8.2) could be derived.

A classic least-square model is not sufficient for the present case since it will definitely
result in non-zero beta weights for any covariate. Instead, it is desired that the model selects

Table 8.1 Overview of data collected from 18-ton trucks during the course of the “EN-WIN” project

Total days of operation Total driving distance (km) Total power consumption (kWh)

420 49,220 58,418

Table 8.2 Linear models used for range prediction

Model no.

Variables used

Travel distance Ambient temperature Number of delivery stops Payload

1 X

2 X X

3 X X

4 X X

5 X X X

6 X X X

7 X X X

8 X X X X
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the best variables to accurately predict energy consumption and range, respectively, while
avoiding overfitting. The LASSO (least absolute shrinkage and selection operator) method
seemed expedient for that purpose (Tibshirani 1996). Basically, it extends the least-square
approach by the concept of penalizing high values for regression coefficients. Since the
LASSO may shrink least-square estimators to zero (in contrast to ridge regression), it also
performs variable selection and helps us to focus on main drivers of energy consumption
(Tibshirani 2011). LASSO is defined as follows:

bβLasso ¼ argmin

β
y� Xβj j2 þ λ

Xp
j¼1

β j

�� ��
" #

In each of our eight models, y is, of course, energy consumption, while the vector
X represents the respective set of explanatory variables (Table 8.2), and β is the vector of
regression coefficients. The regularization parameter λ is determined using a tenfold cross-
validation. This means our database of 420 days of operation is partitioned into 10 segments
of 42 randomly selected days with 9 segments being used to calibrate the model and 1 to
test it. The calibration and test procedure is carried out ten times so that each set of 42 days
has served exactly once for quality testing. Overall precision of the model is calculated over
the ten test runs as an average mean square error over all three iterations.

8.4 Results and Discussion

The reported results along with the breadth of the database are detailed in Table 8.3.
Prediction quality is provided as a mean absolute percentage error (MAPE) and the
goodness of fit as the adjusted coefficient of determination (adjusted R2). Note that the
number of records used for each model may deviate due to different availability of input

Table 8.3 Linear models, database breadth, model fitness and prediction quality

Model
no. Independent variables

Number of
records

Adjusted
R2

MAPE
(%)

1 Distance 416 0.801 11.32

2 Distance, temperature 416 0.869 9.01

3 Distance, stops 406 0.825 9.35

4 Distance, payload 60 0.529 18.59

5 Distance, temperature, stops 406 0.882 7.49

6 Distance, temperature, payload 60 0.532 17.66

7 Distance, stops, payload 57 0.517 17.71

8 Distance, temperature, stops,
payload

57 0.498 18.63
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data. For instance, the lower number of records for models involving payload traces back to
the poor reliability of the data recorded by the vehicle-integrated weighing system.

The results suggest that the simple rule of three approach (model 1) can substantially be
improved both in terms of model fitness and prediction quality when the model is extended
to include ambient temperature and the number of stops (models 2, 3 and 5). Assuming that
dispatchers use a safety buffer based on the MAPE when designing round trips, higher
precision (lower MAPE) directly translates into more planning flexibility since assumed
vehicle range grows. For this purpose, model 5 offers both the highest precision and best
model fit. As an unexpected result, including payload (as defined above) as an explanatory
variable did not add to the range prediction’s precision. A possible explanation could be
that during a delivery route, payload changes with each stop requiring a closer look at the
respective stops, their sequence and the change in payload. Mere kinetic considerations
make it seem worthwhile to consider other options to integrate payload. Results from
model 8 suggest that temperature, after all, could play a minor role compared to the other
variables as LASSO eliminates it in this model.

8.5 Conclusion

Predicting energy consumption and, thereby, range for electric trucks are key tasks for fleet
managers and dispatchers alike. However, common approaches of range estimation often
focus on sophisticated models and methods implicitly assuming continuous availability of
different kinds of data. Moreover, it can be expected that, in practice, neither the technical
competencies to collect and process data nor the required data to work with those models
are available in a company. Therefore, this article illustrated that there is actually a
possibility to improve the simple rule of three approach for range estimation by only
using data which any logistics planner deals with on a daily basis:

• Travel distance which can directly be calculated, even manually, when a dispatcher has
decided how to serve the respective customer orders.

• Number of delivery stops which is known when the dispatcher has decided which
customer orders are allocated to a specific vehicle.

• Ambient temperature which can be drawn from public statistics or weather forecasts.

All models discussed are rather simple linear models with few variables, allowing range
estimation to be integrated easily into route planning, even in manual procedures. As a first
subsequent step, it seems natural to apply similar models to the other vehicle classed from
EN-WIN’s field trials.

In model 5, adding only average daily temperature and number of customer stops to the
planned travel distance showed promising results, reducing the MAPE to 7.49% from
11.32%. This improvement directly increases route flexibility and reliability of route
planning for electric vehicles as observations in the field regularly show substantial safety
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buffers with respect to expected range. Given the mere physical importance of gross weight
(and, hence, payload) for the kinetic energy involved in transport, it is a surprise to see a
decrease in estimation quality when including weight/payload. It has to be considered that
the number of datasets with data about vehicle weight is particularly small (57 days,
cf. Table 8.3). Models not including payload can make use of about 400 round trips, so
it can be assumed that either the mere quantity of records too small or considering the initial
payload as a parameter is not expedient since payload lowers or at least changes with each
delivery stop (Table 8.3). In this context, it might also be important that no model
considered the actual stop sequence and their impact on vehicle payload.

Further research directions are, therefore, targeted at practical methods to increase the
number of valid records including payload or gross vehicle weight providing a broader
database. Exploring the impact of weight on power consumption is particularly important
for urban logistics. Companies able to determine the expected range of a certain vehicle
based on actual shipment weights and distances can avoid purchasing vehicles based on
exaggerated range expectations which, due to large batteries, may offer a sufficient
maximum range but are lacking payload.

When it comes to estimation models, it seems worthwhile to refine the approach and
disintegrate each round trip into individual legs for which partial energy consumption is
estimated and finally summed up to consumption and maximum range per trip, respec-
tively. This kind of model would allow to consider:

• Stop sequence, i.e. including the actual order size and the respective weight to be
unloaded at a specific customer site.

• Trip structure, i.e. the actual distances covered between stops and from or to the depot.

Such kind of approach still requires no further data than currently known to vehicle
dispatchers but may (at least for routes with numerous stops) entail a substantial increase in
effort to calculate ranges. Possible trade-offs between precision of range estimate and
dispatcher’s working hours could, therefore, move into the focus as well.
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Increased Efficiency Through Intelligent
Networking of Producers and Consumers
in Commercial Areas Using the Example
of Robert Bosch GmbH

9

Andreas Biesinger, Ruben Pesch, Mariela Cotrado, and Dirk Pietruschka

Abstract

Energy-efficient heating and cooling systems as well as intelligent systems for energy
distribution are urgently required in order to be able to meet the ambitious goals of the
European Union to reduce greenhouse gas emissions. The present article is intended to
show that intelligent system extensions for the area of heating, cooling and electricity
production for the industrial sector can lead to significant increase in efficiency. For this
purpose, a simulation study for the expansion of a combined heat and power (CHP) plant
with 2 MW thermal output using a 1.4 MW absorption chiller has been carried out. This
shows that a heat-controlled CHP unit can significantly increase its running time. A
systemmodel was created for the initial situation and validated with existing measurement
data. In the second step, this model was expanded to include the ACM module. The
simulation was able to prove that in the event of a system expansion, the run time of the
CHP unit can be increased by 35%. In addition to then increase of energy efficiency in the
supply system, the analysis also focuses on the efficiency of the energy distribution via
thermal networks in an industrial environment. The presented paper therefore also
highlights the optimization potentials in the operation of thermal supply networks for
industrial applications. For this purpose, a mathematical model has been developed which
in addition to the components of the thermal network itself also comprises the producers
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and consumers. The specific construction of thermal networks for the supply of industrial
properties requires adapted solutions for the simulation of such systems. Therefore,
amongst other things, in the paper, solutions are shown for the modelling of direct flow
local heating networks as well as for the operation of a cascade-controlled pump group.

Keywords

District heating network · Simulation · Combined heat and power plant (CHP) ·
Absorption chiller (ACM) · Combined cooling · Heat and power system (CCHP) ·
Digital twin · Heating network transition · Decentralized feed-in · Low return line
temperatures · Parallel primary/secondary piping (direct flow local heating networks) ·
Virtual heat exchanger

9.1 Introduction

In order to achieve the ambitious goals of the European Union (EU) of reducing green-
house gas emissions by 80% below the 1990 level by 2050 (European Commission, 2011),
the efficiency of energy generation and its distribution must be significantly improved.
Around half of the EU’s total final energy consumption is used for heating and cooling
buildings and the use of thermal energy in industrial environments (European Commission,
2016). The cooling of office buildings and industrial processes is responsible for a signifi-
cant part of the total electricity consumption. This proportion is expected to increase further
in the coming years (RESCUE, 2015). Special weather situations such as persistent heat
waves are putting considerable strain on the power grid already (ENTSOE, 2017).

In addition to efficient cooling, intelligent heat generation and in particular heat distri-
bution are equally important. This also includes a sensible combination of different forms
of energy, for example, through combined heat and power. The operation of thermal
networks is changing. The endeavour to lower the flow temperature in heating networks
as much as possible and in return to increase it in cold water networks poses new challenges
for planners and operators. The flexibilization of thermal networks is therefore an important
factor in achieving the goals set by 2050.

Against this background, the iCity project deals within the sub-project 3.1, “Increasing
efficiency through intelligent networking of producers and consumers in commercial areas
using the example of Robert Bosch GmbH at the Schwieberdingen location”, with various
questions about increasing the efficiency of an industrial site. Robert Bosch GmbH’s
Schwieberdingen industrial site serves as a case study for the development and testing of
general approaches.

Two main topics are dealt with in the present work. On the one hand, this is the
development of a simulation tool for calculating thermal networks. The specific
requirements of the heating network of the present case study must be considered. On
the other hand, the increase in efficiency of the operation of an industrial combined heat
and power plant (CHP) through the establishment of a combined cooling, heat and power
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system (CCHP) is considered. It has been shown that CHP plants in Europe get a very
useful extension to combined cooling, heating and power systems by combining them with
absorption chillers (ACM) (Haider, M., et al., 7/2005a). With modern absorption chillers
and an intelligent control concept, the running times of a CHP unit can be significantly
extended (Albers, J. et al., 2017). To analyse the combined operation and to evaluate the
optimal sizing, a detailed dynamic simulation model has been developed in TRNSYS.
Monitoring data collected for the heating and cooling supply of the whole site has been
used as a basis for the simulations.

9.2 Case Study Description

The Schwieberdingen location has been operated by Robert Bosch GmbH as a develop-
ment centre since 1968 and currently employs around 6800 people. The site covers more
than 45 hectares, with currently around 60 buildings. Figure 9.1 shows an aerial photo of
the industrial site from 2018.

The structure of the industrial site is in constant change. Ongoing construction projects
continuously change both the building landscape and the building use. The location has an
independent heating and cooling supply. The required thermal heating and cooling energy
is generated in two energy centres and distributed to the consumers via the on-site
networks. Figure 9.2 shows the two energy centres 509 (central 1) and 307 (central 2)
beside the buildings of the industrial site.

Through the iCity project, a comprehensive measurement data recording of all energy
flows is being set up for the Bosch Schwieberdingen industrial area. The energetic data of

Fig. 9.1 Industrial site Schwieberdingen of Robert Bosch GmbH
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all thermal generators and the distribution of the generated energy via the heating or
cooling network at the location are recorded using measurement technology. The cross-
system measurement data are recorded centrally via the building management system at the
site and historized in databases. With the “EmTool”, a software developed at Stuttgart
Technology University of Applied Sciences, these databases are summarized and continu-
ously updated. The EmTool is able to generate synchronized time series across all systems,
which enables a detailed analysis of the measurement data. For the present work, time
series as input data for simulations and their validation are generated with the EmTool.

The heating energy consumption of approx. 20 GWh per year and the cooling energy
consumption of approx. 40 GWh per year of the entire industrial site are covered by two
heating and cooling centrals and distributed through heating and cooling networks. In case
of the cooling, some additional decentralized chillers are used in buildings which are not
connected to the cooling grid. To cover the high energy demand, the total installed heating
capacity in the two energy centres is approx. 23 MW and is provided by natural gas boilers
and a heat pump for the low-temperature heating distribution. Part of the heating energy is
generated by a combined heat and power plant, which varies between 8 and 10 GWh per
year. The total installed cooling capacity at the location is approx. 21 MW and is mainly
covered by compression chillers with dry or hybrid air coolers and wet cooling towers. The
property’s annual electricity consumption is around 65 GWh (including electricity for
cooling). At the site, seven photovoltaic systems and the CHP unit are currently operated
to generate their proper electricity. In-house power generation for 2019 (CHP and five PV
systems) was around 8 GWh. Figure 9.3 shows the measured data of the site for the
electrical energy demand, heating and cooling energy demand as well as the property’s
own energy production for heat and electricity by the CHP and photovoltaics.

Figure 9.4 shows the thermal networks for supplying the industrial site with the required
heating and cooling. A 7�/13� cooling network and two heating networks with different
temperature levels are operated via the two energy centres. In addition to the 90�/70� high-
temperature network from central 2, a 60�/40� low-temperature network is operated for the
eastern part of the site via a heat pump in central 1.

9.3 Study to Increase the Run Time of a CHP by an Absorption
Chiller

9.3.1 Initial Status Analysis

The following sections deal with analyses on the operation of the above-mentioned CHP
plant in the industrial environment. The gas-fired combined heat and power plant has a
thermal capacity of 2 MW. The electrical capacity is thereby approximately 1.6 MW. The
co-generation unit is located in the central 2 heating and cooling centres, where the
majority of the heating energy for the site is generated. In the central 1, however, most
of the cooling energy is provided. The location of the two power stations is shown in
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Fig. 9.4 (in the context of heating and cooling network) and Fig. 9.2 (in the context of the
site buildings).

The CHP is heat-controlled, i.e. operation depends on the seasonally fluctuating heat
load at the site. Bosch’s decision to operate the CHP unit heat-controlled is based on
ecological considerations. The CHP unit couples the heat generated into the heating
network all year round, thus covering the base load of the heating requirement. However,
in summer or during off-peak periods, the load in the heating network regularly falls below
the thermal part load operation of the CHP unit, which leads to power modulations and a
clocked operation. Figure 9.5 shows the typical course of CHP operation on two exemplary

Fig. 9.3 Energy consumption data as well as own production at the site by CHP and photovoltaics

Fig. 9.4 Heating and cooling networks at the industrial site (Robert Bosch GmbH)
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days in winter and in summer 2017. The diagram below clearly shows the fluctuating
operation of the CHP in summer. This results from the high heat output of the CHP unit
with simultaneous low network consumption. In winter, on the other hand, the CHP unit is

Fig. 9.5 Typical behavior of the CHP operation for two exemplary days in winter and in summer
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operated at full load for long periods, which is usually only interrupted briefly, as can be
seen in the upper of the two diagrams.

Due to the clocked operation of the CHP in summer, the theoretically possible running
times of the plant are not achieved. The diagram in Fig. 9.6 shows that electricity and heat
generation in the summer months is significantly lower than in the winter months. The
present study aims to investigate the possibilities of increasing the running time of the
CHP.

All considerations regarding the optimization of running time assume that the CHP unit
continues to be operated in a heat-controlled manner. This requirement means that a
solution must be worked out, from which the additionally generated heat can be used
under energetically, ecologically and economically sensible aspects. Initial considerations
in this regard included a concept to supply heat in excess of the plant’s own requirements to
a residential area close to the site via a district heating connection. After initial studies,
however, this concept had to be rejected. Further scenarios aimed at storing the excess heat
in long-term storage facilities. Within the framework of the project, extensive studies were
carried out on the so-called seasonal storage systems. Projects that have already been
implemented but are also still in the planning stage were examined for their applicability to
the case study. As an example for the concept implementation of seasonal storage, a project
in Friedrichshafen Wiggenhausen (Morgenbrodt, L. 2008) can be mentioned, which is one
of the largest in Germany. The parameters of the storage facility and its characteristics
provide an overview of the potential applications of this technology. The seasonal storage
facility has a volume of 12,000 m3 with a storage capacity of 675 MWh. The planned
construction costs of the project were estimated at about 1.35 million euros. Irrespective of

Fig. 9.6 Monthly net electricity and hot water generation of the CHP for the years 2016 and 2017
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the above-mentioned costs, implementation cannot be considered reasonable from a
technical point of view. With a storage capacity of 675 MWh, the co-generation plant
will be extended by just under a month in summer. Therefore, such a solution is not
reasonable from an economic point of view.

Another promising idea was to extend the operating time of the CHP by means of a
combined cooling, heat and power system. For this purpose, it should be investigated
whether the integration of an absorption chiller, which is operated by means of the heat
generated by the CHP unit into the energy production process, can be realized. This
concept was generally considered to be promising and should therefore be investigated
in more detail in this study.

Figure 9.7 shows a very simplified scheme for heat generation in the central 2 by the
CHP. A 38 m3 hot water tank is located between the CHP unit and the hot water network.
This is dynamically loaded when the heat load on the hot water network falls below the
minimum output of the CHP unit. The CHP is operated in two stages. Normal operation
corresponds to the nominal thermal output of 2 MW, and in partial load operation, the CHP
unit achieves an output of 1.5 MW. In the summer months, the CHP unit starts about six
times within 24 h with a respective running time of about 75 min per cycle. This means that
the CHP unit starts up almost 1000 times during the summer months because it is heat-
controlled. During the summer months, the entire heating load of the site is carried by the
CHP. In the winter months, the gas boilers 1–4 are dynamically switched on according to
the existing heating load. The economic efficiency of CCHP plants depends significantly
on the utilization period of the units (annual full load utilization hours) (Haider, M., et al.,

Fig. 9.7 Simplified scheme of the heating center central 2
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8/2005b). Due to the different operating conditions, a precise analysis of the load curves for
electricity demand, heating demand and cooling demand at the industrial site is essential.

The diagram in Fig. 9.8 shows the total monthly heat energy provided by the CHP and
the gas boilers in central 2 for the year 2017. During the summer months, the heat demand
of the industrial site drops under 500 MWh, which is about 1000 MWh less than the
monthly heat production of the CHP. Accordingly, during the summer months, nearly
1000 MWh more could be produced via the CHP. From this, a theoretical (maximum) heat
potential for the operation of the CHP unit can be determined from a static point of view.
This is the difference between the amount of heat required, i.e. the existing load profile, and
the heat that can theoretically be generated by the CHP unit. In the diagram, this potential is
represented by the line with the circle symbols. For the year 2017, this value is approx.
8750 MWh.

With this purely static approach, however, it is not possible to examine the extent to
which the operation of an ACM can be integrated into the energy supply of an industrial
site in terms of systems technology.

In the present study, therefore, the operating mode of a planned system is examined in
detail with the aid of dynamic simulation. For this simulation study, the existing load
curves and system-related boundary conditions of the case study are to be considered.
Thus, an exemplary operation of the CHP can be investigated based on realistic data. The
results obtained in this way can be used for further considerations such as a CO2 balance, an
economic analysis or an operation optimization. Furthermore, the scenario developed can
be used for planning and implementation at other industrial sites.

9.3.2 Simulation Study

For the creation of the simulation models mentioned here, the software TRNSYS in version
18 was used. First, the basic methodology is explained. In the following, the created
simulation model is explained in detail. Finally, the results are presented and discussed.

Methodology
A numerical model of the existing CHP plant was created as a basis for the simulation study
on combined heat and power generation. In a first step, the basic model was validated with
the measurement data available on site. The aim of this fundamental work was to obtain a
basic model of the CHP system validated with load curve data available at the site, which
could be extended in the second part of the study by the module of the absorption chiller.
For the CHP base model, the CHP and the associated 38 m3 storage tank were considered,
as shown in Fig. 9.7 in simplified form. The gas boilers 1–4 as further heat generators were
not yet part of this model.

For the simulation study, an extended model was created in the next step. For this, the
basic model had to be extended by the module of the absorption chiller. This system
includes the ACM itself, three cooling towers for recooling the chiller and a significant
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buffer storage expansion in the form of a second tank with a volume of 160 m3. For the
study, the technically possible maximum storage size for the site was used. This is a result
of the maximum size of the storage components that can still be transported on normal
traffic routes. With these components, a simple system was created with a focus on
functionality. First of all, this model was to be used to investigate the basic feasibility as
well as an expected extension of the operating time of the CHP. For the study, a lithium
bromide absorption chiller with a nominal cooling capacity of 1.4 MW and a hot water-side
power consumption of 2 MW at a temperature spread of 90/55 �C was selected. In order to
be able to take the dynamic heating and cooling load of the case study into account in the
model, it had to be extended with the components of heat and cold generation. Therefore, in
the last step of the modelling, the gas boilers as heat generators and the compression
chillers with the associated recooling as cooling generators were implemented into the
overall model. In addition to the thermal simulation, the parameters of the electrical
generators and consumers were also included in the model. Figure 9.9 shows a simplified
schematic of all components that are part of the simulation model, with the exception of the
gas boilers. In the illustration, the components of the absorption chiller module are outlined
with a dashed line.

Model Description
As mentioned at the beginning, the simulation model was developed in TRNSYS 18. In the
following, some basic information on the most important modules of the model is
explained.

The central CHP model was created with the Type 907 “IC Engine Generator”. Water is
used as heat transfer medium. Its density and specific heat capacity are considered in the
model depending on the temperature. The heat exchanger is calculated with Type 5b, and
the heat transfer of exhaust gas and heat pump (cabin cooling) is calculated with TEES
Type 682 “Heating and Cooling Loads Imposed on a Flow Stream” (Tess Library, TESS
2017). The pipe connections for fluid transport are made with Type 31. Type 2d (On/Off
differential controller) was used to model the pumps. The two heat accumulators were
modelled with Type 158. The absorption chiller was modelled with the TRNSYS Type
107, and for the three cooling towers of the recooling system, the Type 162b was used. The
three compression chillers used in the central 2 energy centre differ in their design and
performance. The smaller plant with a cooling capacity of 1 MW was modelled with TESS
Type 666 (Tess Library, TESS 2017), and the two larger 2.5 MW plants were modelled
with TESS Type 668.

Control Strategies
A control concept for dynamic simulation was developed for the basic model of CHP
operation. For this purpose, the control concept of the existing plant had to be divided into
defined operating states with the respective parameters. For the final model, with ACM,
further operating states were defined according to this procedure. The relevant parameters
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for plant control are anchored in the respective states. A total of six states were thus defined
with which the entire plant operation can be represented.

Table 9.1 shows in a simple matrix the respective states of the plant operation consid-
ered for the study. States 1 to 4.1 represent the transition months and the summer. State 5 is
pure winter operation. Although there is also a cooling requirement here due to the test
stands operated all year round at the site, the heat produced by the CHP unit is completely
fed into the heating network and not used for the operation of the ACM. However, during
the winter months, the refrigeration required for this purpose is provided entirely by central
1.

For the operation of the gas boilers and the compression refrigeration machines,
operating states were also defined and implemented in a control matrix. These states are
downstream of the respective superordinate state from the overall model.

Simulation Results
The two scenarios—(1) initial state with a pure CHP operation and (2) plant extension with
an absorption chiller—were simulated with input data from the case study for the period
April 2018 to March 2019. For a comparability of the two cases, they must be based on the
same data of the thermal energy supply. Therefore, the measured load curve data for heat
and cold production in the period under consideration were used as input data for the
simulations. A time step of 5 min was chosen for the simulation. The system limit for the
following considerations was set at the central 2 energy centre.

The diagram in Fig. 9.10 shows a summary of the central results from both scenarios.
The “cooling generation of central 2” is the amount of cooling energy distributed from
energy central 2 via the cooling network to the connected consumers. This amounts to
6214 MWh in the period considered and is generated conventionally via the existing
compression chillers. Not listed here is the part of the cooling generation that comes
from energy central 1. Central 1 also supplies the site with the required cooling energy
during the winter months.

For the simulation of the second scenario, the already explained control scheme was
applied. The parameters used were selected in such a way that operation of the complex

Table 9.1 Operating states from which the control strategy is defined

Status CHP ACM Storage
Hot water
network

Cold water
network

1 ON (full power) OFF Partial loading Demand Demand

2 ON (partial
power)

OFF Partial loading Demand Demand

3 OFF OFF Unloading Demand NO demand

4 ON (full power) ON Partial loading Demand Demand

4.1 ON (full power) ON Partial
unloading

Demand Demand

5 ON (full power) OFF OFF Demand NO demand
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plant network is ensured. The focus here is on extending the operating time of the CHP.
Accordingly, the scenario does not yet represent the optimal ACM operation. From this
point of view, the cooling quantity produced by ACM is 2658 MWh. This means that
approx. 43% of the total cooling demand, which must be covered by the central 2 energy
centre, can be produced via the ACM.

The diagram also shows the electricity production achieved by the CHP for both
scenarios. As expected, the ACM operation significantly increases the operating time of
the CHP unit in summer and thus also the electricity production. In this scenario, an
additional production of electrical energy for the site of 3570 MWh can be achieved for
the period under review. This corresponds to an increase in CHP electricity production of
around 49%.

Ideally, the increase in the site’s own electricity production takes place during the period
when demand in the energy centre is at its highest. In the summer months, the electricity
consumption for energy production is highest over the year as the compression chillers are
increasingly in operation during this period. The diagrams in Fig. 9.11 compare the
simulation results for electricity consumption and electricity production for the two
scenarios. The diagram on top shows the initial situation. Here it becomes clear that the
low level of CHP electricity production in the summer months cannot cover the needs of
the energy centre. This is divided into three groups: electricity consumption by the CHP
(in the diagram below electricity consumption_CHP-ACM), electricity consumption by the
heat generators and electricity consumption for conventional cooling, which accounts for
the largest share. The consumption of the generating plants themselves and the auxiliary
energy consumption that can be allocated, such as that caused by pumps, are taken into
account here. In comparison to the initial scenario, this scenario with ACM shows that the
total electricity demand for refrigeration is decreasing. Although the electricity demand for
the CHP-ACM system increases, the demand for conventional refrigeration decreases at
the same time. Due to the longer running time of the CHP, the own power production

Fig. 9.10 Electricity and cold production to be expected through the combined heat and power
generation

9 Increased Efficiency Through Intelligent Networking of Producers and . . . 119



increases, as already shown, so that the demand can be covered by the central 2 energy
centre.

Figure 9.11 shows the impact of the plant expansion on electricity production and
consumption. The diagrams in Fig. 9.12 show the comparison for thermal energy. The
red line on the diagram on top shows the heat requirement of the energy centre during the
period under consideration and how this is covered by the CHP and gas boilers. In the
period under consideration, from April 2018 to March 2019, the heat requirement is

Fig. 9.11 Power consumption and power production for the cases with (bottom) and without (top)
absorption chiller
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15,465 MWh, of which 7672 MWh is covered by the heat production of the CHP unit. Due
to the heat supply of the CHP unit, this diagram again shows the low running time of the
CHP unit in the summer months. The potential heat production for the CHP unit due to the
maximum expected running time is 9848 MWh for this period. The diagram below in
Fig. 9.12 shows the results for the simulation of the CCHP system. For the simulation, the
real load curves of central 2 for heating and cooling are used. The heat production by the
CHP unit is divided into the share for covering the heating demand (Qhw - CHPsim) and

Fig. 9.12 Thermal comparison of CHP operation with (bottom) and without (top) absorption chiller
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the share of heat production for the ACM operation (Qhw - ACMsim). In total, the heat
production by the CHP unit in this scenario amounts to 13,885 MWh, which is shown in
the diagram with the line Qhw - CHP/ACMsim. Thus, an increase of 6213 MWh is
achieved for the CHP unit through the additional use of the ACM which results in
3570 MWh additional electricity generation. The first simulations for a combined heat
and cooling system thus show that the theoretically possible potential can thus be exploited
to a good 60%.

The operation of absorption chillers depends on various factors. One limiting factor is
the load curve of the cooling demand of the site. If the mass flow of the cold water network
at the evaporator of the ACM is too low, the ACM switches to shutdown mode due to the
lack of storage facilities for the cold produced. In addition, the heat requirement influences
the running times of the ACM. To show this, it is necessary to consider the mass flows. The
diagram in Fig. 9.13 shows the simulated mass flows for a selected period in the summer.
The summer operation of the heating network at the site is usually characterized by
domestic hot water (DHW) preparation. The heating energy required for this is provided
exclusively by the CHP. The DHW preparation is given priority over the ACM operation.
In real operation, this prioritization is solved purely hydraulically. If the heating demand
increases, the CHP unit decreases the lateral mass flow for charging the storage tank and is,
however, directly fed into the hot water network. Additional heat demand is covered by the
hot water stored in the tank. This has the consequence that the hot water level in the storage
tank drops during the ACM operation. If there is an increased demand from the hot water
network over a longer period, the storage tank temperature drops below the critical value
for ACM operation, and the absorber goes into shutdown mode. The diagram in Fig. 9.13
shows these relationships between mass flows and storage temperatures. The periods in
which the mass flow_ACM (line with circles) goes to zero mark the standstill times of the
absorption chiller. These periods are marked in the diagram for clarification.

9.3.3 Conclusions

The present contribution shows the results of a simulation study which analyses the CHP
operation and its extension to a combined cooling, heating and power systems by combin-
ing them with absorption chillers. The plant concept and measurement data from the case
study “Entwicklungszentrum Robert Bosch GmbH Standort Schwieberdingen” were used.
The CHP plant considered in the study has a thermal capacity of 2 MW, and the electrical
capacity is 1.6 MW. The cooling capacity of the extension plant is 1.4 MW. The measure-
ment data available in detail in the case study show that in the years 2016–2019, the CHP
unit was able to produce an average of 9000 MWh of heat and 6800 MWh of electricity per
year. This means that the CHP unit achieves a capacity utilization of a good 52% of the
maximum possible capacity utilization in continuous operation. The reason for this is that
the CHP unit is operated on a purely heat-controlled basis for ecological reasons of the site
operator. As a result, the CHP unit has an extremely low capacity utilization in the summer

122 A. Biesinger et al.



Fi
g
.9

.1
3

D
is
tr
ib
ut
io
n
of

th
e
ho

tw
at
er

m
as
s
fl
ow

s
th
at
ar
e
ge
ne
ra
te
d
by

th
e
C
H
P
pl
an
t

9 Increased Efficiency Through Intelligent Networking of Producers and . . . 123



months. This study therefore analyses the extent to which longer plant operating times can
be achieved by adding an absorption chiller to the CHP unit. The present work investigates
the operation of this overall system based on a detailed plant simulation in TRNSYS. The
dynamic simulation provides information on how the CHP-ACM operation fits into the
energetic overall operation of the case study.

The simulation results show that a significant increase in the operating times of the CHP
unit can be expected with the additional absorption chiller. For the simulation, a defined
period from April 2018 to March 2019 was considered. For this period, there was an
increase from 44% to 79% of the maximum possible heat production by the CHP unit and
thus also its capacity utilization. Downtimes due to maintenance work or revisions of the
CHP and ACM are not included in this consideration. A detailed analysis of the complex
plant operation shows that for ACM operation, downtimes are to be expected for certain
boundary conditions even in the summer months.

The work presented here shows that for complex plant systems, such as those presented
here, a static consideration can only provide approximate results. The detailed plant model
for the simulation of the overall system provides valuable operating information at this
point and represents a basis for plant planning and later system optimization. The chosen
approach can be transferred to similar constellations in other real estate operations. The
findings on modelling gained here will simplify this for future applications. However, the
simulation of complex systems, such as the plant available here, is always comparatively
time-consuming. For the validation of the basic model, a database that is as consistent as
possible is also required.

9.4 Development of a Simulation Programme for Modelling
and Calculation of a Thermal Local Heat Supply

9.4.1 Initial Status Analysis

The previous part of this article deals with increasing the efficiency of power generation
and its supply in an industrial context. Just as important as an energetically optimized
energy production is the efficient transport of energy to the respective consumer. Terms
such as lowering the supply temperature (Leoni, 2020 or Tol, 2021), decentralized feed-in
(Monsalvete, 2017 or Paulick, 2018) or generation change (Haoran Li, 2018) in the field of
thermal networks characterize the current developments in this sector. In this chapter, the
energy distribution, here in particular the heating distribution by means of a district heating
network on an industrial scale, is analysed.

One of the main topics of the present iCity sub-project is the analysis of the heating
network at the Schwieberdingen site. The production of heat and cold is divided into two
energy centres, which are connected to the properties at the site via two separate distribu-
tion networks. In the following, the subject of the analysis is a sub-area of the
Schwieberdingen heating network (“Trasse West”). This area needs a simulation model
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representing the hydraulic and thermal conditions as accurately as possible. In Fig. 9.2, the
buildings along the supply route “Trasse West” are marked with light-grey hatched pattern.
Due to the numerous measuring points for temperature, pressure and volume flows within
the heating network, the simulated values can be compared with the measured values. With
a calibrated model of the heat distribution of the supply route “Trasse West”, scenarios are
simulated to find opportunities to reduce the return temperatures of the heating network.
Lower return line temperatures mean a higher spread between supply flow and return flow
temperature. Through a higher temperature spread, electricity for the operation of the
circulation pumps can be saved even though the supplied heating energy remains the
same. There are also reduced thermal losses of the network to the environment (media
channels or soil). So the lower return temperature saves thermal and electrical energy
during the operation of the network. In comparable studies, a saving potential in the order
of 0.15 euro/(K*MWh) was realized (Köfinger, 2017).

Using the example of the “Trasse West”, it will also be analysed to what extent it is
possible to reduce the supply temperature without endangering the thermal comfort within
the buildings. As a practical implementation measure, the area is examined for possibilities
of cascaded connections of consumers (Köfinger 2017). As a criterion for a cascaded
connection, the return temperature of the buildings will also be used. However, the focus of
this investigation is on finding the highest possible return temperatures that could satisfy a
nearby consumer as a supply temperature.

9.4.2 Simulation Study of “Trasse West”

The graphical programming software INSEL, which was co-developed at Stuttgart Tech-
nology University of Applied Sciences, was chosen as the simulation tool for the investi-
gation of the “Trasse West”. INSEL is a modular programming language similar to
TRNSYS. In INSEL, different plant configurations can be displayed on a graphical user
interface by interconnecting blocks. The “blocks” in INSEL correspond in functionality
and semantics to the “types” in TRNSYS. INSEL is open for the integration of experimen-
tal user blocks via dynamic link libraries (“.dll”), which allows the simulation of more
complex plant components. The user block “spHeat” described in the following is a block
developed at the University for the simulation of thermal networks in INSEL.

Methodology

Network Types and Their Representability in “spHeat”
“spHeat” is a simulation tool for mapping the hydraulic and thermal properties of first- to
third-generation district heating networks (see Fig. 9.14). For first-generation heating
networks, usually only one central heat generator is provided, which is connected to
consumers by means of a distribution network. Networks of the second generation include
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additional heat generators in the network structure, and the flow temperatures are usually
lower.

In third-generation networks, the flow temperature of the networks is further reduced.
As a result of this development, it will be possible for the first time to integrate heat from
renewable sources in these network types. Possible energy sources include biogenic fuels
(biogas, wood chips, etc.) with high combustion temperatures and heat from solar
collectors (Heymann, 2018). When selecting the renewable energy sources, it must be
ensured that the temperature requirements of the networks of approx. 70 �C are achieved
(valid for supply line or supply line feed-in). For return temperature increases in pure
heating networks, without combined heat and power generation, energy sources with lower
source temperatures can also be considered. Common to both types of feed-in is the central
connection of the renewable heat. In these network architectures, decentralized feed-in is
not provided for and is therefore not supported by the standard version of “spHeat”.

Fig. 9.14 Evolution in the system development of district heating networks (1st–3rd generation with
central circulation pump at the heating plant, decentralised feed-in only planned from third genera-
tion). https://de.wikipedia.org/wiki/Fernw%C3%A4rme#/media/Datei:Generations_of_district_
heating_systems_DE.svg. Based on Ashreeta Prasanna et al.: Optimisation of a district energy system
with a low temperature network. In: Energy and Henrik Lund et al.: fourth Generation District
Heating (4GDH)
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Image of the Topography of a Network in “spHeat”
Decisive physical parameters for the description of a thermal network are the pressure
distribution in the network and the resulting mass flows as well as the flow and return
temperatures of the heat transfer medium. The mathematical equivalent of the real network
is realized by a subdivision into network nodes and the edges in between (Fig. 9.15).

A network node can represent, e.g. a simple valve, a pipe diameter change, a consumer
with a transfer station or a change of direction of the line in the locality. Network edges
generally represent pipe sections with constant diameter and constant material and without
additional installations. Once the pressure conditions in the network have been calculated
and the heat extraction in the case of consumers or the heat input in the case of a
decentralized heat generator is known, the temperatures at the network nodes can be
calculated by energy balances.

Programme Sequence for the Calculation of the Variable Sizes of a Mesh in “spHeat”
A quasi-dynamic approach is used to determine the different pressures in the network. The
flow and pressure are calculated with the help of a static flow model in the subprogramme
“spHydro”. Since the relationship between flow resistance and resulting mass flow is not
linear, a numerical approximation method must be used for the calculation (Newton
iteration). The temperature, however, is calculated dynamically in “spThermo” depending
on the flow velocity and various boundary conditions such as soil and ambient temperature.
To solve the differential equations of heat transfer along the pipes, the backward differen-
tial method is implemented. In “spHeat”, the network is divided into flow and return flow
plane. Both subnetworks are calculated separately (Fig. 9.16).

Fig. 9.15 Network tree with
6 nodes and 5 edges. https://en.
wikipedia.org/wiki/Tree_
(graph_theory) call 20.10.2020
14:00 h
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Model Description

Hydraulically Separated Systems (Normal Case) or Direct Flow District Heating
Networks
A basic assumption made in the simulation with “spHeat” is the division of the network
into primary and secondary side and the coupling of both by heat exchangers in the transfer
stations (see Fig. 9.17).

Fig. 9.16 Program flow diagram of “spHeat” with hand over of variables from program sections

Fig. 9.17 District heat connection with transfer station (left primary circuit, right secondary circuit).
Source https://www.energiepfad.ch/wiki/fernwaermeuebergabestation/ Call 06.10.2020 16:30 h.
(Verein Energiepfad Grabs/FirstMedia Solutions GmbH St. Gallen)
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Thus, the simulation assumes two hydraulically separated circuits, the district heating
network on the primary side and the internal heating circuit on the secondary side. The
block “spHeat” only calculates the primary circuit.

In order to be able to map the network of the Schwieberdingen site mathematically, an
adaptation of the source code of “spHeat” is necessary, because the primary and secondary
circuit is not separated in the Schwieberdingen plant (see Fig. 9.18). Rather, there is only
one circuit whose heat transfer medium (water) flows directly through the radiators in the
properties and the water heaters in the energy centre Si307. This special feature of the
system has far-reaching consequences for the calculation of the flow conditions on the
primary side.

In classical heating networks with hydraulic separation between primary and secondary
circuit, the change of flow conditions on the secondary side, e.g. by opening radiator
valves, has no hydraulic effect on the primary side. But here these flow changes would have
a considerable effect on the flow resistance of the entire system.

To prevent this flow-related influence of “building services components” on the hydrau-
lics of the distribution network of the “Trasse West”, decentralized circulation pumps are
used at the Schwieberdingen site (see Fig. 9.18). These are dimensioned and controlled in
such a way that a constant differential pressure between flow and return can be maintained
at the heating distributor.

To simulate the heating network in Schwieberdingen as a direct flow network with the
existing software, a virtual heat exchanger as a new interface (see section “Creating the

Fig. 9.18 Local heating connection without transfer station (Situation local heating network Bosch
Schwieberdingen). (Originally: Verein Energiepfad Grabs/FirstMedia Solutions GmbH St. Gallen)
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Simulation Model in the INSEL-GUI”) had to be created for “spHeat”. This interface
allows the mapping of dynamic change of the flow conditions due to the radiator regulation
and the calculation of the hydraulics on the primary side.

Circulation Pumps (Single Pump or Pump Phalanx)
During the original development of the “spHeat” programme, certain system components
were mapped in a simplified form. The modelling depth of these components had to be
adapted to the existing conditions in Schwieberdingen. One example is the internal
mapping of circulating pumps for the primary circuit.

“spHeat” calculates the coefficients of the quadratic pump characteristic curve based on
three operating points of a pump, defined by the delivery head in metres above the volume
flow (Fig. 9.19 light-grey sloping curve).

Single pumps can be modelled with this method. When using two or more pumps in
parallel operation, this method is insufficient.

The heat network in Schwieberdingen is operated with a pump phalanx with one, two or
three pumps of the same type running in parallel. The starting and stopping of pumps is
controlled by the differential pressure and depends on the actual flow rate.

The integration of the control of the pump phalanx in “spHeat” was not considered to be
the best solution, but the opposite way to extract the calculation algorithm for the

Fig. 9.19 Pump characteristic curve (light-grey sloping curve) meets pipe network characteristic
curve (dark-grey rising curve) at operating point B source: https://heizung.de/ call 20.10.2020 14:
30 h. (Viessmann Climate Solutions Berlin GmbH)
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characteristic curve determination from “spHeat” and transfer it into a separate INSEL
block. The interfaces between the pump modelling and “spHeat” are then no longer the
operating points of the feed pump (delivery head and volume flow) but the coefficients of
the quadratic equation.

Advantages of this solution are the increased flexibility in the modelling of pump
components and the simplification of the “spHeat” source code. Also, this deconcentration
of the programme routine of “spHeat” leads to the possibility to model decentralized supply
by the so-called prosumers (consumers that can also supply heat to the network) with their
own pumps.

The parameters the programme routine uses to distinguish between a consumer (without
pump) and a prosumer (with pump) are the coefficients of the square pump curve (cA, cB,
cC), which are all set to zero, in the case of a consumer. The pressure difference at a given
operating point of the pump (given volume flow) is calculated as follows:

Δp ¼ cA � _V2 þ cB � _V þ cC

Δp: pressure difference in metres of pump head (m).
cA: quadratic coefficient of pump pressure equation (m/(m3/s)2).
cB: linear coefficient of pump pressure equation (m/(m3/s)).
cC: offset of pump pressure equation (m).
_V : volume flow (m3/s).

Image of the Pump Control in Si307
The pump control is shown in detail in Fig. 9.20. On the left side, you can see the input files
of the pump control separately for operating modes “one pump”, “two pumps in parallel” or
“three pumps in parallel”. For the continuous simulation of the “Trasse West”, a seamless
switching of the operating modes during the simulation run is essential. The simulation
blocks on the right side of Fig. 9.20 allow exactly this.

To get an idea of the variable pump control modes, Fig. 9.21 shows the pump
characteristics for a single pump (solid line with diamond marking) and the operation of
two pumps in parallel (solid line with triangle marking) or three pumps in parallel (solid
line with square marking).

While the maximum head is nearly identical for all curves, the three operating modes
differ considerably in the achievable flow rates at a fixed pressure difference. The changes
of the pump line coefficients cA, cB and cC during the simulation run are shown in
Fig. 9.22. This figure shows how these quantities change as a function of time. During
the simulation run, the jump functions of cA, cB and cC represent the switching from
operation with one pump 100% (solid line with diamond marking) to two pumps in parallel
operation also 100% (solid line with triangle marking (Fig. 9.21)).

For clarification, the switching of two operating states was chosen, which would not
follow each other in real operation, because in the chosen example, a speed control of the
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Fig. 9.20 Pump control from the INSEL model for the “Trasse West” (left, the READ blocks for
reading in the pump control signal differential pressure and volume flow; centre, pump blocks with
calculation algorithm of cA, cB and cC; right, output files and plot block)

Fig. 9.21 Pump curves for a single small type pump, two small pumps in parallel and three small
parallel pumps in operating modes 100%, 80% and 40% of pump speed
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pumps was left out (dotted curves (Fig. 9.21)). The adaption of the pump speed would be
the first try to match the requirement of a fixed pressure difference between supply line
(SL) and return line (RL) within the district heating. In this case, the change of the pump
coefficients cA, cB and cC would be continuous instead of forming a step function as
shown in Fig. 9.22.

Creating the Simulation Model in the INSEL-GUI
Topology of the “Trasse West”
The simulation model for the “Trasse West” is to be divided thematically into the heat
distribution and consumption via the “Trasse West” and its connected consumers and the
heat generation in the energy centre Si307. The special features of the plant in
Schwieberdingen require changes at the simulation block “spHeat” for a congruent
modelling in INSEL.

Heat Distribution and Consumption
Definition of a “Virtual Heat Exchanger”

Since the “spHeat” routine assumes hydraulically separated circuits (primary and
secondary circuit), the variable flow resistance of the “virtual heat exchanger” must be
updated from time step to time step. For this purpose, the measured differential pressure

Fig. 9.22 The pump parameter coefficients cA, cB and cC as variables depending on the switching
on and off of individual pumps (representation of the time course in January for approx. 2 operating
hours, switching from 100% single pump to 100% double pump)
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between supply and return flow at the heating manifolds is converted into an additional
flow resistance, which is added to the values from the pressure loss calculation of the pipe
network. In this way, the hydraulic changes can be transferred to the primary circuit by
opening and closing the valves, without having to make changes to the architecture of two
separate circuits defined for “spHeat”. The thermal boundary conditions for the “virtual
heat exchanger” can also be determined from the measured variables at the heating
manifolds (measured SL/RL temperature, measured volume flow). These values can be
used to balance the thermal power that is delivered to the “virtual secondary side”.

Validation of Image of Pump Control and “Virtual Heat Exchanger”
Figure 9.23 shows the structure of the simulation model for testing the virtual heat
exchanger and the pump phalanx on the reliability of the representation of the real
conditions. The core of the modelling is the combination of all connected consumers of
the local heating system of the Bosch site in Schwieberdingen into one
(“2_Big_Consumer”). In order to determine the hydraulic resistance of the entire network,
it is necessary to calculate the pressure loss from the differential pressure between the
supply and return line at the Si307 energy centre (“1_Producer”). This variable,
supplemented by the time step values for the pump characteristics cA, cB and cC, is the
input variable for modelling the network hydraulics (“spHeat” block in the centre of the
GUI).

Simulation results of this setup are compared to measured data to prove the correct
modelling of the hydraulic conditions of the network.

The comparison between the values of the simulated and measured volume flow for the
hour 0–5 on September 1, 2020, is shown in Fig. 9.24. The two curves match almost
identical during the analysed period. The comparison of the two values over a 5-day period
is shown in Fig. 9.25. Also, in this period the results of the simulation match with the
measured data at the Schwieberdingen site.

Figure 9.26 shows the deviation of each simulated value compared to the measured
value for the 5-day period (dots). The maximum deviation between the two values is +7 or
�8% which only occurs at very few data points.

Most of the data lies within the standard deviation of 0 to +2% which is a confirmation
that the simulation performance is very adequate in comparison to the real circumstances.
With this deviation, the detail of the big heat consumer can be raised in the next step of the
investigation.

Heat Generation
Layout of the Distribution Circuits in the Heating System Si307

Layout of Manifold Heating System Si307
The “Trasse West” is a distribution network of the heating circuits supplied by the Si307

energy centre (see Fig. 9.27). Further connected distribution circuits are the branch for the
planned “Trasse Süd”, the heating centre Si307 itself (own consumption
“Si307_consumer”) as well as the consumer “Si121” and the “Trasse Ost”. All circuits
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Fig. 9.24 Match of calculated and measured value of total mass flow for the DH in Schwieberdingen
(here hour 0–5 of September 1, 2020)

Fig. 9.25 Match of calculated and measured value of total mass flow for the DH in Schwieberdingen
(here September 1–5, 2020)
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Fig. 9.27 Heating distributor in the Si307 energy centre (to simulate the “Trasse West”, it is
necessary to model the other consumers with load data, as the circulation pumps and pressure
maintenance include all connected consumers)

Fig. 9.26 Deviation of simulated values for total mass flow compared to measured ones (September
1–5, 2020)
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are connected via the main manifold in Fig. 9.27 with the node numbers 2–3, 5–6, 8–9,
11–12 and 14 marked with the pump phalanx and the water heaters of the energy centre
(node 1).

Since the pump phalanx with up to three pumps is connected to the manifold in parallel
operation and directly supplies all connected distribution circuits without hydraulic
switches, the flow conditions in all distribution circuits must be considered in the hydraulic
and thermal balancing of the “Trasse West”.

The principle of the “virtual heat exchanger” is also used here to represent the other
outlets of the heating circuit distributor. Except for the “Trasse West”, the hydraulic
resistances of all outlets (“Trasse Süd”, “Si307_consumer”, etc.) are modelled via the
differential pressure at the respective flow and return lines at the heating manifold (for the
“Trasse Süd” at node 5, for “Si307_consumer” at node 8, etc.). From the measured volume
flow and the SL/RL temperatures, the thermal boundary conditions of these balance limits
can be determined for the simulation model.

Layout of “Trasse West”
From the metrologically recorded values at the heating distributors of the buildings (the

location is shown in Fig. 9.28 in the centre of the buildings), the necessary calculations can
be made, which allow the modelling of a “virtual heat exchanger”.

At the “virtual heat exchanger” interface, the flow temperature (SLsim) calculated by the
“spHeat” block is reduced by the amount of thermal power transferred to a return tempera-
ture (RLsim), which is then compared with the measured values of the building’s return
temperature. If both return temperatures match within the error tolerance, the simulation
model is brought into agreement with the measured data.

Fig. 9.28 Topology of the “Trasse West” of the heating network in Schwieberdingen (the main
pipeline network with DN 300, the sevice pipes to the heating distributors, diameter varying
depending on the connected load)
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Calculation Routine of “spHeat”
Starting from a flow rate for the “Trasse West” (node “4” in Figs. 9.28 and 9.29) at the
Si307 heating system, the actual mass flows are determined iteratively by calculating the
pressure loss along the network’s pipelines.

The Newton iteration method is used, because hydraulic resistances (unlike,
e.g. electrical resistances) are not linearly related to the driving force but are measured in
a quadratic relationship. Consequently, the relevant systems of equations for the descrip-
tion of the pressure distribution or the flow velocities cannot be solved analytically but can
be approximated exclusively by numerical means. The iteration loop is aborted if the
deviation of the calculated total mass flow to the preset mass flow (measured at the heating
system Si307) is within the set error limits. If there is no convergence between the two
quantities after several iteration steps specified by the user, the simulation is aborted with
an error message.

In the case of convergence, the iteration loop has been passed successfully. The mass
flows of all network edges and the differential pressures between forward and return flow at
all network nodes (nodes 16–34 in Fig. 9.28 or Fig. 9.29) were determined.

In a further step, all temperatures of the network nodes are defined by balancing the
thermal losses of the pipe network in connection with load data for the extraction of heat by
the consumers (nodes 18, 19, 22, 25, etc. in Fig. 9.29).

Thus, the continuous simulation is based purely on the input values at the outlet of the
“Trasse West” in the heating system (node 4 in Fig. 9.29) and the load data of the
consumers (“Si225”, “Si226”, “Si125”, etc.). The distribution network in between
(shown in Fig. 9.29 with thick dark-grey line) is clearly defined due to the material
properties and input variables determined by the user.

Input Data from Measured Values
The available input data for network simulation is shown in Fig. 9.30. Measured values for
the Si225 building are available for supply and return temperatures, flow rate, differential
pressures and thermal output at the heating manifold “building-specific” and with high
temporal resolution. Not all metres of the properties of the “Trasse West” record as
completely as in the example building Si225. In close cooperation with the facility
management of the Bosch site in Schwieberdingen, schedules for metre replacement and

Fig. 9.29 Mathematical model of the “Trasse West” in the graphic programming language INSEL
(with corresponding designation of the network nodes in the block diagram; see Fig. 9.12)
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improvements in data management are being developed. The aim is to record the properties
of the “Trasse West” for a sufficiently long period (4–6 weeks minimum) in order to
validate the INSEL model with this complete data set.

9.4.3 Summary and Outlook

With the changes to the “spHeat” calculation routine, a calculation programme that can
map district heating networks of the first to third generation with hydraulic separation
between the primary and secondary circuit has been enhanced to emulate networks with
direct heating circuit flow.

This required the considerations discussed with the umbrella term “virtual heat
exchanger”. The technical changes for the implementation of “virtual heat exchangers”
in the INSEL block “spHeat” were successfully integrated, so that the software can
simulate considerably more flexible district heating networks with and without hydraulic
separation between primary and secondary circuit beyond the concrete application in
Schwieberdingen.

The further procedure for the application case Schwieberdingen can be outlined as
follows:

After checking and calibrating the two separate simulation sections (heat generation and
heat distribution/consumption) with measured values, the two sections are merged into a
holistic simulation model of the “Trasse West”. With this holistic simulation model, which
is often referred to as “digital twin”, investigations with different boundary conditions are
possible.

At the current stage of network expansion, the properties of the “Trasse West” are
supplied with a minimum flow temperature of approx. 70 �C for a large part of the existing
buildings. The level of the flow temperature, which was chosen when the site was first built
in 1968 (the original dimensioning was 120 �C for the SL), is too high for the supply of
buildings with current building shells and heating technology.

Since a mix of buildings constructed during the last five decades is supplied with the
district heating network at the Schwieberdingen location, especially on the “Trasse West”,
the supply temperature of the network cannot be lowered without endangering the supply
security of the older buildings or the water heaters in the newer buildings.

With the simulation model, however, scenarios can be calculated without interfering
with the ongoing operation, such as how the return temperature of the “Trasse West” could
be further reduced by a cascade connection.

A basic requirement for a cascade connection is a high return temperature of one
building, combined with a low requirement for the supply temperature level of a second
building in the immediate vicinity. A further prerequisite is that the heating capacities of
these two buildings allow a cascade connection. If both conditions are fulfilled, the building
with a low supply temperature requirement can be connected to the return flow of the
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building with a high return temperature and thus cool down a return flow which is,
e.g. approx. 55 �C to 25 �C.

The advantages of this type of connection are both savings of thermal energy due to
lower thermal losses of the pipe network and an increase in the spread between flow and
return temperature and the associated savings of electrical drive energy for the pump
phalanx.

Further scenarios in which the buildings of the “Trasse West” are also integrated as
single zone building models in the calculation model are conceivable. If this modelling
depth is reached, statements about the thermal comfort in the buildings would then be
possible when the total supply temperature is lowered.
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Case Study of a Hydrogen-Based District
Heating in a Rural Area: Modeling
and Evaluation of Prediction and Optimization
Methodologies

10
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Abstract

Buildings are accountable for about one third of the greenhouse gas emissions in
Germany. An important step toward the reduction of greenhouse gases is to decarbonize
the power productions and heating systems. However, in an energy system with a high
share of renewable energy sources, large shares of energy have to be stored in summer
for the winter season. Chemical energy storages, in this case hydrogen, can provide
these qualities and offer diverse opportunities for coupling different sectors.

In this work, a simulation model is introduced which combines a PEM electrolyzer, a
hydrogen compression, a high-pressure storage, and a PEM fuel cell for power and heat
production. Applied on a building cluster in a rural area with existing PVmodules, this system
is optimized for operation as a district heating system based on measured and forecasted data.
Evolutionary algorithms were used to determine the optimized system parameters.

The investigated system achieves an overall heat demand coverage of 63%. How-
ever, the local hydrogen production is not sufficient to meet the fuel cell demand.
Several refills of the storage tanks with delivered hydrogen would be necessary within
the year studied.
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Keywords

Water electrolysis · Hydrogen storage · Fuel cell · Hydrogen system model · District
heating · Evolutionary algorithms · Machine learning · Random forest · Decision tree ·
Gradient boosting

Abbreviations

ANN Artificial neural network
CHP Combined heat and power
DEAP Distributed evolutionary algorithms in python
DTR Decision tree regression
GB Gradient boosting
LOHC Liquid organic hydrogen carrier
MAE Mean absolute error
MAPE Mean absolute percentage error
OCV Open cell voltage
OP Operating point
PEM Proton exchange membrane
PV Photovoltaic
R2 Coefficient of determination
RF Random forest
SOC State of charge
SOFC Solid oxide fuel cell

10.1 Introduction

The Role of Hydrogen for Energy Storage
To reach the goals of reducing carbon dioxide emissions in Europe set out by the Paris
Climate Agreement (keep global warming beneath 2 �C (United Nations Climate Change,
2020)) and the European Green Deal (no net greenhouse gas emissions in Europe until 2050
(European Commission, 2020)), hydrogen will play a significant role in the future energy
system. If the installed power of highly fluctuating renewable power generators rises, the
need to store surplus electrical energy is obvious. In addition to battery storage systems and
pumped storage, the generation of green hydrogen via electrolysis will be essential.

Hydrogen is a versatile energy carrier, which could be used for several sectors:

– Industry, for instance, steel production.
– Mobility, such as fuel cell vehicles or further processed to liquid hydrocarbons (Fischer–

Tropsch synthesis).
– Residential and commercial buildings, for instance, combined heat and power genera-

tion with stationary fuel cells.
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In June 2020, the German federal government released a framework for action
concerning hydrogen technologies, the “National Hydrogen Strategy” (BMWi, 2020).
The 38 measures include the installation of 5 GW hydrogen generation capacity until
2035 and the extended funding of fuel cell heating systems.

This paper presents the results of a case study that focuses on the heat generation for a
rural residential district with a fuel cell combined heat and power (CHP) unit. In this sector,
the use of hydrogen should not be considered as a competitive technology to direct
electrification via heat pumps and batteries, but rather as a useful supplement with the
ability of large-scale seasonal storage and sector coupling.

10.2 Related Work/State of the Art: Research

Hydrogen Production, Storage, and Use in Residential Districts
In the case study, hydrogen is stored as compressed gas. Other possibilities to locally store
large amounts of hydrogen over seasonal durations include its conversion to organic
molecule, such as liquid organic hydrogen carriers (LOHC) (Teichmann et al., 2012) and
formic acid or formate, respectively (Lust et al., 2019).

Fuel Cell CHP
Several research papers deal with the usage of fuel cells as CHP units and the optimization
of the operation to reduce primary energy demand. Similar conclusions of different
research activities suggest that the design of the fuel cell CHP (stack size, auxiliary
systems) and the control strategy must be carefully evaluated for each specific use case.

In their review article, Dodds et al. (2015) highlight that in the UK (and other cold
climate locations), the peak thermal demand of residential buildings matches with the
national peak electrical demand. Thus, the use of fuel cell CHPs offers an additional value
to the energy system and complements heat pumps.

Windeknecht and Tzscheutschler (2015) describe a fuel cell CHP (SOFC) for a single-
family household fueled by natural gas. They state that lowering the storage temperature
from 60 �C to 35 �C increases the heat output of the fuel cell but requires additional
systems. The temperature level of fuel cell-based heating systems must therefore be
carefully evaluated, taking various factors into account.

There are different options for the heat recovery of solid oxide fuel cell (SOFC) and
proton exchange membrane fuel cell (PEMFC) CHPs, including the possibility of an
afterburner, to generate additional heat from unreacted hydrogen at the anode exhaust
gases (Adam, Fraga, & Brett, 2015). Also, the concept of a complete self-sufficient public
building with power generation (PV, wind), electrolysis, and fuel cells is described by
Marino, Nucara, Pietrafesa, and Pudano (2013).

Realized Project
A currently realized project with water electrolysis and hydrogen use in a residential area is
the “NeueWeststadt” project in the city of Esslingen east of Stuttgart (Energiewendebauen,
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2020). In this project, power is generated with 220 kWp PV and used in an alkaline
electrolyzer (500 kW) to produce hydrogen on site with waste heat utilization to supply
the district with heat. The produced hydrogen is not stored but rather injected into the
natural gas grid. In a later project phase, hydrogen is filled into trailers, and a refueling
station for fuel cell vehicles is planned (Marx, 2020).

Control of Fuel Cell CHPs
To optimize the control strategy of a fuel cell CHP, Cappa, Facci, and Ubertini (2015)
suggest to minimize a cost function, including the costs of the fuel (Cs), maintenance (Cm),
cold start (Cs), and electricity export. Compared to a reference scenario (electricity from
grid, heat from gas fueled boiler), this optimized control strategy of the fuel cell CHPs
allows to reduce the annual net expenditure of 47% (40% with thermal driven control). In
the past, incentives for CHP systems in Germany have been granted for heat-led systems
only or in some cases with feed-in bonus for heat-led systems. The aim of this incentive
strategy was to avoid excessive heat rejection and waste of fuel (Erhart, 2015). Especially
for city quarters with district heating systems, the main purpose of the CHP was to provide
thermal energy, with electricity as by-product. In the past few years, the share of electric
heating systems and power-to-heat systems has increased (Agora Energiewende, 2017).
With higher envelope standards, specific heat demand for houses decreases (Günther et al.,
2020). Furthermore, the number of heat pumps installed per year over the last 18 years
increased by a factor of around 10 (BWP, 2020). Therefore, electricity as main energy
thermal source for heating homes is becoming more and more central.

Application of Forecasting Models Based onMachine Learning in the Field of Energy
Management
Several research companies have dealt with the question of load curve prediction. The
method of artificial neural networks (ANNs) is often used for this purpose, which also
includes the multiple layer perceptron (MLP) model (A. S. Ahmad et al., 2014). However,
far fewer projects have dealt with the application of decision trees or ensembles with
decision trees (random forest, gradient boosting) (M. W. Ahmad, Mourshed, & Rezgui,
2017). In those projects in which the random forest (RF) or gradient boosting (GB) model
is applied, the results are quite comparable to those of ANNs (M. W. Ahmad et al., 2017;
Moon, Kim, Son, & Hwang, 2018; Robinson et al., 2017).

Moon et al. (2018) use a hybrid model consisting of a multiple layer perceptron and a
random forest for the prediction of load profiles. For this purpose, the electrical demand
data of a Korean university are used. The patterns are also used to allocate the different
electrical load profiles. These data are then fed into the hybrid model, which is trained by
this information.

In the work of M. W. Ahmad et al. (2017), the models ANN and RF are explicitly
compared, and the results are contrasted. For this purpose, a 5-min resolved HVAC data set
of a hotel in Madrid is used. Also, daily bookings and weather data are determined. The
results of this work show that the artificial neural network prevails over the random forest
but that the results for both systems are highly satisfactory. The random forest can show a
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coefficient of determination of 0.92 compared to 0.95 for the artificial neural network. This
corresponds to a very good prediction performance for both models.

10.3 Methodology

Figure 10.1 depicts the procedure of this work. Measurement data (24 h-averaged) and
white-box model data are used to set the fuel cell heating power. On that basis, all other
system parameters are determined by evaluating a target function with evolutionary
algorithms. The unaveraged (1-min time step) measured and white-box data is used to
calculate the system performance with the optimized parameters. Besides, forecasting
algorithms are trained on the measured and white-box data. In the long run, these
algorithms should replace the white-box data for faster computation. The forecasted data
could be used to optimize the system operation on a minute-based time scale.

Simulation Environment
INSEL is an acronym for the Integrated Simulation Environment Language of
doppelintegral GmbH, a graphical programming language for the creation and execution
of simulation applications mainly used in the renewable energy sector. INSEL comprises a
graphical model editor (JAVA) with calculation sub-routines written in C++ or Fortran.
INSEL has a large variety of predefined functions, the so-called blocks, for different
domains (solar, electric, chemical, thermal, meteorological).

The workflow of the simulation is shown in Fig. 10.2. Load curves for the generated
power and the heat demand must be provided via prior simulations or measurement data. A
Python script specifies the system’s parameters and generates an executable INSEL file
from a template. The INSEL runtime environment is started from the Python script. After
the simulation run finishes, an output file is generated from INSEL and processed in
Python. Finally, the simulation results are visualized using GNUplot scripts. This workflow
also allows the implementation of forecast and optimization algorithms with Python as a
common programming interface.

Fig. 10.1 Methodology—flow diagram
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Optimization
To determine the optimal size of the system components, a genetic algorithm was applied
to the system model, varying the size of the electrolyzer, the battery, and the storage tank.
This was realized in Python via the DEAP toolbox (Distributed Evolutionary Algorithms in
Python (DEAP, 2021)). Thereby, the optimization is based on the following target
function:

f ¼ PEl � cEl þ EBAT � cBat þ Vtank � ctank þ 0:8þ Nrefill
� � � cH2 � Vtank � ptank

Rs � T

This economic optimization aims at identifying the local hydrogen production and the
amount of needed external hydrogen refills. In this scenario, the size of the fuel cell and
hence the cumulated hydrogen demand is fixed.

For the economic optimization, the EAC (equivalent annual cost), which represents the
annual cost of owning, operating, and maintaining the different system components, was
calculated based on the annuity method according to the guideline VDI 2067 “Economic
efficiency of building services systems” (Verein Deutscher Ingenieure, 2012). Further-
more, to take into account inflation, a procedure according to Hessisches
Umweltministerium (1999) was used, assuming the specific investment costs according

Fig. 10.2 Simulation workflow
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to Table 10.1. They resulted in corresponding annual costs with the assumption of a
lifetime of 20 years.

Assumptions:

– Battery costs depend on the battery capacity, not on the power.
– All costs scale linear.
– Type I (steel cylinder) hydrogen tanks fulfill safety issues for stationary outdoor storage.
– Hydrogen refills via trailers are logistically feasible.
– Hydrogen costs consist of market price (9.5 €/kg) + 20% delivery costs (initial hydrogen

fill without delivery costs ! (0.8 + Nrefill) � cH2).
– Lifetime of electrolyzer, battery, and storage tanks: 20 years.
– All parameters are bounded to keep the component design within reasonable limits.

Forecast Models
Scikit-Learn: A Toolbox for Developing Forecast Models in the Field of Machine Learning

Scikit-Learn is an open-source project, in which different tools of machine learning are
offered. The project is constantly being developed, and the range of models and tools to be
used is constantly increasing. For example, support vector machines or neural networks
based on the multi-layer perceptron can be created and applied simply by configuring and
adjusting the hyperparameters (Pedregosa et al., 2011). This toolbox is applicable in the
popular programming language Python and thus allows an easy use of models from the
field of statistics as well as machine learning (Müller & Guido, 2015).

Scikit-Learn: Decision Tree, Random Forest, and Gradient Boosting
The Scikit-Learn library has some models for the application of decision trees and their

ensembles which can be used for classification as well as regression. In this work, the
classical (decision tree regressor) as well as the random forest and gradient boosting of the
Scikit-Learn library are used. Grid search and cross-validation are used to discuss the best
models (Geron, 2017; Ng & Soo, 2018).

Table 10.1 Target function parameters

Component Symbol

Specific
investment
costs EAC

Lower/
upper
limit Sources

Electrolyzer cEl 1200 €/kW 122
€/
kW*a

10/200 Götz et al. (2016)

Battery cBAT 275 €/kWh 28 €/
kW*a

10/200 Multiple sources, e.g., US
Department of Energy (2019)

Storage ctank 2693 €/m3 274
€/
kW*a

10/200 www.linde-gas.de

Hydrogen
refill

cH2 11.4 €/kg – – Based on hydrogen market price
and assumed delivery costs
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Statistical Tools for the Evaluation of the Models
In this work, the statistical evaluation of the forecast is done with three tools. These are

the coefficient of determination (R2), the mean absolute percentage error (MAPE), and the
mean absolute error (MAE). They are often used in the field of machine learning
(A. S. Ahmad et al., 2014; M.W. Ahmad, Mourshed, Yuce, & Rezgui, 2016; Geron, 2017).

Application of the Forecasting Model
The application of machine learning in this work makes it possible to predict the

energetic user behavior in order to optimize building services equipment and its operation.
For this purpose, measured values from the past are often used to train a model
(M. W. Ahmad et al., 2016; Jain, Smith, Culligan, & Taylor, 2014; Zhang, Grolinger,
Capretz, & Seewald, 2019). Since there are no consistent measured data of the buildings in
the investigated area over longer periods (1 year or more), the simulation results, based on
previously calibrated white-box models (Brennenstuhl et al., 2019; Brennenstuhl, Lust,
Pietruschka, & Schneider, 2021), of 5 years were used to train the model. Weather data
from the year 2019 is used for the forecast. The optimization of the building services
engineering is further the subject of the research and is not addressed in this paper.

Figure 10.3 shows the process of the forecast. First, the data is provided by monitoring
or simulation. In this case, the data are initially simulation data. These must be
pre-processed. This means that errors have to be detected and filtered, the format has to
be adapted, and features have to be added or reduced. Since measured values or simulations
usually do not have a stratified data set, it still has to be re-sorted. This ensures that when
the data set is divided into training, test, and validation data, all possible constellations of
characteristics and output values are equally distributed. The trained model is checked for
its performance using the test data set. Particularly strong models are checked for
overfitting to the test data set using the cross-validation procedure and the validation data
set. During the cross-validation, the test data set as well as the training data set is
completely changed once. If the prediction quality remains more or less constant, a well-
generalized model can be assumed.

Another test is the application of a validation data set. It is removed from the entire data
set in advance and is usually used for final testing. If the qualitative values of this
application are similar to those of the previous tests, the model is valid and can be used
for the forecast.

Table 10.2 shows the used features. The temporal characteristics are generated using
Unix time. The ambient temperature and the global radiation are taken from the respective
data set. Floating point numbers are limited to two decimal places to reduce variation. Not
all features are applied to the respective models. For example, it has been shown that
electricity demand can be better predicted without the ambient temperature and global
radiation. However, these two characteristics play an important role in the prediction of
heat demand.

In order to generate the best output, the hyperparameters of each model must be
adjusted. It can be done automatically with a grid search, which either already contains a
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cost function and thus determines the best value itself or determines hyperparameters by
random range hyperparameter and thus scans a certain range. In this work, the grid search
was performed by a random range of values (Geron, 2017; Müller & Guido, 2015). The
training of the procedure is done with minute data. The output or the forecast can be in
minute values, quarter hours, and hourly values. In this case, the output is in hours, because
errors are averaged and the curve is smoother. Because of this smoothing to hours, the
results of the forecast are better than with minute values.

Case Study: Building Cluster in the Municipality of Wüstenrot
The case study described within this paper focuses on the rural municipality Wüstenrot in
Baden-Wurttemberg and in detail on a newly built plus energy district called “Vordere
Viehweide.” Wüstenrot is not connected to a natural gas grid, and thus, many of the
existing buildings are heated by oil-fired boilers. To counteract this, measures to increase
the share of renewable energy (RE) in the community’s heat and electricity supply were
developed as part of the EnVisaGe research project (Municipality of Wüstenrot, 2018),
which was carried out between 2012 and 2016. This included the development of several
local heating networks and the realization of a new plus energy district. The latter consists
of 23 residential buildings with high-energy standard (see Fig. 10.4). All buildings are
equipped with decentral heat pumps that are supplied by a cold district heating grid that is
connected to a large-scale low-depth geothermal system (“Agrothermie”). All buildings
have PV systems installed with a peak power output between 6 kWp and 29 kWp (overall,
97.39 kWp). Within six buildings, all thermal and electrical energy flows and temperatures
are monitored in detail. The energy flows of six additional buildings are measured. This
monitoring data is accessible via a cloud-based monitoring and control system.

As Table 10.3 and Fig. 10.7 indicate, more PV electricity is produced than consumed by
the households and heat pumps. In addition, larger differences occur due to the imbalance
of heating demand and PV production on a seasonal level (see Fig. 10.5) but also on a daily

Plus energy settlement (23 buildings)

Cold district heating grid

Agrothermal collector

Weather data monitoring

Fig. 10.4 The Plus Energy Settlement “Vordere Viehweide”
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basis. In this context, short- and long-term storage solutions are beneficial to reduce
electrical grid stress. Short-term storage solutions could be battery storages, and long-
term seasonal storage could be provided by hydrogen-based systems. The heating power
demand of the building cluster during the course of 1 year is shown in Fig. 10.6 (Fig. 10.7).

10.4 Hydrogen System: Modeling, Design, and Control

In this study, the existing heating system with decentral heat pumps is replaced by a central
hydrogen-based energy system. The investigated hydrogen system consists of a central unit
with a PEM electrolyzer and a buffer battery, electrically connected to the building cluster
and the power grid. The hydrogen produced by the electrolyzer is compressed to 25 MPa
and locally stored, whereas the produced oxygen is not further utilized. A PEM fuel cell is
used to generate heat and power from hydrogen. The produced heat is distributed via a
heating network to the building cluster (see Fig. 10.8).

Table 10.3 The plus energy settlement’s energy balance

Yearly thermal heat demand (kWh) 134,542.7 kWh

Yearly electrical heat pump demand (kWh) 30,757.8 kWh

Yearly electrical household demand (kWh) 33,855.7 kWh

Yearly PV power production (kWh) 116,165.2 kWh

Yearly surplus electrical power (kWh) 51,551.8 kWh

Fig. 10.5 Case study monthly electricity balance for 10 Buildings (Simulation Output According to
Metrological Data from 2019)
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Simulation Models
The models of the individual components of the hydrogen system are described in the
subsequent section. All models are written in C++ and compiled as INSEL blocks.

PEM Electrolyzer
At the anode of a PEM electrolyzer, water molecules are split to protons, electrons, and

oxygen. The membrane is permeable for protons, which at the cathode combine with
electrons to form hydrogen. Overall, one molecule of hydrogen and half a molecule of
oxygen are formed per converted water molecule.

Anode: H2O ! 2 H+ + 2 e� + 0.5 O2

Cathode: 2 H+ + 2e� ! H2

Overall: H2O ! H2 + 0.5 O2

Fig. 10.6 Heating power demand of the building cluster
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Fig. 10.7 PV power production and domestic electricity demand

Fig. 10.8 Schematic representation of the investigated hydrogen system
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For a detailed description of PEM electrolyzer modeling, see Carmo, Fritz, Mergel, and
Stolten (2013).

Compressor
The hydrogen compression process is modeled as isothermal (approximately true for

multi-stage compressors) and hydrogen treated as an ideal gas1 corrected with a compress-
ibility factor Z (from empirical equations (see Lemmon, Huber, and Leachman (2008) and
Zheng et al. (2016)) or interpolated from table data).

The power needed for the compression calculates as follows:

P0 ¼ _m
dt

� Rs � T � Z � ln pstorage
pin

� �

ð10:1Þ

If the efficiency of the compressor is considered, the power consumption of the
compressor results from Eq. (10.2).

P ¼ P0

η
ð10:2Þ

Storage Cylinder
To determine the pressure in the storage tank, the net hydrogen mass flow is calculated

by the currently occurring inflow from the electrolyzer and outflow requested by the fuel
cell (Eq. 10.3).

_mH2 ¼ _mH2,inflow � _mH2,outlfow ð10:3Þ

With the net mass flow and the amount of hydrogen present in the previous time step
results the overall mass of hydrogen in the storage device (Eq. 10.4).

mH2 ¼
Z

_mH2 � dt ð10:4Þ

In real compressed gas storage situations, the heating of the gas due to compression and
the opposite effect, cooling due to relaxation (Joule-Thomson effect), must be considered,
as this effect lowers the storage capability. This is especially observed in fast filling
processes (e.g., filling stations). In this case, these effects are neglected (in Eq. 10.5,
Tgas ¼ Tamb) because the incoming hydrogen mass flow is low compared to the storage
capacity. The pressure in the storage tank (in Pa) is calculated with the ideal gas law
(Eq. 10.5).

1If hydrogen is compressed at higher pressures, e.g., >70 MPa, for filling stations, other gas models
should be taken.
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pstorage tð Þ ¼ mH2 tð Þ � RS � Tgas

V
ð10:5Þ

PEM Fuel Cell
As an electrochemical device with similarities to PEM electrolyzers, the model of the

fuel cell is at this point not further described. A profound introduction into PEM fuel cell
modeling is, e.g., given by Spiegel (2008).

Fuel Cell Design
In this scenario, the fuel cell was designed so that the minimal occurring part load
represents 25% of the fuel cells’ nominal thermal power. This design point was chosen
to minimize the on-off cycles of the fuel cell. The minimal occurring part load was
determined from the 24 h-averaged heat demand of the building cluster. The resulting
parameters for the fuel cell are summarized in Table 10.4.

Figure 10.9 shows the load duration curve of the annual heat demand and the fuel cell
thermal power (15 kW).

Control
Input Power Distribution Algorithm: The surplus electrical power2 generated by the PV
devices is divided between the electrolyzer, the battery, and the power grid, according to
the algorithm shown in Fig. 10.10.

To keep the electrolysis power within the operating boundaries of the electrolyzer, the
two parameters Pel, min and Pel, max are determined in the controller. It is tried to ensure the
minimal electrolysis power if possible, by using the energy stored in the buffer battery. This
control strategy avoids standby phases for the electrolyzer.

In this scenario, the minimal electrolysis power Pel, min is determined by the battery
power. In further studies, this value should be optimized according to the specific system
design (battery power compared to electrolyzer power) and the characteristics of the
electrolyzer (warm-up time, part load capability).

Electrolyzer Temperature Control: Besides the input power of the electrolyzer, as shown
above, also the cell temperature is controlled with a PID controller (only cooling, no
heating). The temperature setpoint is set to 80 �C.

Table 10.4 Fuel cell
parameters

24 h-averaged minimal heat demand 3.67 kW

FC thermal power design point 15 kW

FC assumed efficiency 0.6

FC net power design point 37 kW

2PV power minus building load.
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Fuel Cell Control: In this scenario, the fuel cell is operated as a thermal driven CHP
device. For the operation of the fuel cell, setpoints for the heat demand and the cell
temperature are specified. The regulating variable for the heat demand is the current I,
which affects the hydrogen consumption rate. To keep the cell temperature at the setpoint,
the mass flow of a cooling loop is adjustable (see Fig. 10.11).

The upper limit for the current controller is determined by the operating point (OP) at
which the cell power density is maximized. It is recognizable from Fig. 10.12 that the
maximal power density of the fuel cell is achieved at a current density of about 80%
(0.88 A/cm2) of the limiting power density (1.1 A/cm2) The voltage-current-charactersitic
is of the fuel cell is shown in Fig. 10.13.3

10.5 Simulation Results and Discussion

Evaluation of Prediction Algorithms
For the grid search, the random forest model has proven to be the best for the data sets. Not
only the output quality is better but also the training time of the model with the RF method

Fig. 10.9 Load duration curve—heat demand

3The curves are generated with the fuel cell INSEL model.
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is significantly faster than that of the gradient boosting or the DTR. With a training data set
size of 6 times 2,628,000,000 features and an output, this is, among other things, an
essential feature.

Table 10.5 shows the results of the grid search. It can be seen that the RF method has a
much better coefficient of determination and MAPE for both outputs (heat demand and

Fig. 10.10 Power distribution algorithm

Fig. 10.11 FC control scheme
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Fig. 10.12 FC current–power–density characteristics

Fig. 10.13 FC current–density–voltage characteristics
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household electricity demand). The MAE is also much lower in the RF method than in the
other methods. The RF method is therefore used for the forecasts. The output of the data is
in the form of hourly values.

Figure 10.14 shows a section of the household power demand by the “Vordere
Viehweide” in Wüstenrot (black) and the corresponding forecast (red). The course of the
day is described very well by the model. The hyperparameters were determined by grid
search (see under random forest) and amount to 23 estimators and 7834 leaves. Combined
with the 2019 weather data, the model achieves a determination rate of 82% with a MAPE
of 9.12%. The MAE is 0.44 kW (see also Table 10.6).

Figure 10.15 shows a section (February 13 to February 23) of the heat demand for the
year 2019 (black) and the associated forecast. The forecast was trained with the best model

Table 10.5 Grid search for the
best hyperparameters and the
best output results

Grid search for the best model

Model Best R2 Best MAPE Best MAE

Minutely data: Prediction of electrical energy demand

Decision tree 69% 24.35% 0.9 kW

Random forest 79% 20.65% 0.11 kW

Gradient boosting 52% 20.41% 0.17 kW

Minutely data: Prediction of heat energy demand

Decision tree 84% 5.83% 0.49 kW

Random forest 95% 5.83% 0.28 kW

Gradient boosting 84% 8.87% 0.48 kW

Fig. 10.14 Forecast of the electricity demand
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that was found by the grid search and created with the input data of the year 2019. The
hyperparameters for the model consist of 22 estimators and 7314 leaves. Table 10.6 shows
the statistical results. In the model for the heat demand, a determination of 75% is reached
with a MAPE of 41.9%. The MAE corresponds to 3.95 kW.

The results (Table 10.6) with the prediction by the RF should be viewed critically, since
these are synthetic load curves and thus exclude the user dynamics in many respects.
Furthermore, the grid search does not provide all the possibilities of the best
hyperparameters due to the systematic nature of the search, so it cannot be automatically
said that these hyperparameters provide the best results. However, this investigation has the
potential to predict the course of a load profile to a certain degree and thus possibly
optimize the control of the system.

Optimization Results
The optimization loop was executed with 200 generations and 40 populations with results
shown in Table 10.7.

Table 10.6 Statistic results of
the forecasts

Results of the hourly energy forecast

Model Best R2 Best MAPE Best MAE

Prediction of electrical energy demand

Random forest 82% 9.12% 0.44 kW

Prediction of heat energy demand

Random forest 75% 41.9% 3.95 kW

Fig. 10.15 Forecast of the heat demand
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These system parameters lead to 23 necessary refills (Nrefill ¼ 23) and to a best target
function result of �65,689.37 €. The distribution of the costs of the individual items is
shown in Fig. 10.17. Eighty-four percent of the system costs are caused by the necessary
external refills of the hydrogen tank. However, the market price of hydrogen will most
likely decrease with additional global and national production capacity. An independency
of hydrogen imports could be achieved by the installation of more electricity production
capacity (additional PV or supplementary wind turbines) and more electrolysis power,
combined with a bigger hydrogen storage capacity (Fig. 10.16).

Figure 10.17 indicates that 93% of the annual surplus electrical energy (PV production
minus household demand) is directly utilized in the electrolyzer to produce hydrogen.
Another 5% is temporarily stored in the battery and utilized in the electrolyzer if the input
power is lower than minimal operating power of the electrolyzer. Only 2% (1862 kWh) of
the surplus power could not be used directly and is fed into the electricity grid.

Monthly heat demand and production (Fig. 10.18) and monthly power demand and
production (Fig. 10.19) show that the deficits of the heat coverage in the winter months go

Table 10.7 Optimized system
parameters

Component Optimization result

Electrolyzer rated power 56 kW

Storage size 10 m3

Battery size 33 kWh

Battery power 14 kW

Best target function result �65,689.37 €

External hydrogen refills 23

Fig. 10.16 Cost distribution
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Fig. 10.17 Surplus electrical
energy distribution

Fig. 10.18 Monthly heat demand and production
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along with a high excess of electrical energy, which could be used to produce additional
heat via heat pumps.

The following sections will discuss the results for the individual components.

Electrolyzer
The optimized electrolyzer results in a rated electrolysis power of 56 kW meaning 64 cells
in series with a cell area of 300 cm2.

Figure 10.20 shows the annual load duration curve of the building cluster’s surplus
power. With an installed PV power of about 97 kWp, the optimized electrolysis power is
about 58% of the electricity production capacity.

A rated electrolysis power of 56 kW in combination with a 33 kWh, 14 kW battery leads
to 613 full-load hours (7% of the year) and 5818 standby hours (66.4%) of the electrolyzer.
This setup leads to 5343 off-on switches (see Table 10.8).

Although PEM electrolyzers are known for short start-up times and good part load
behavior, a future optimization goal could be the reduction of standby hours which mostly
occur during the winter season (see Fig. 10.21). A significant reduction of the standby
hours could be achieved with an installation of wind turbines.

The temperature of the electrolyzer during the year is shown in Fig. 10.22. As the
temperature setpoint is at 80 �C, the electrolyzer is cooled, if the temperature rises above
this value. The waste heat could potentially be used to raise the overall system efficiency.
However, in this setup, the setpoint temperature is not reached.

Fig. 10.19 Monthly power demand and production
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The hydrogen production rate of the electrolysis process is proportional to the electrol-
ysis current (see Eq. 10.9). Thus, Figs. 10.23 and 10.24 show similar curves with peak
hydrogen production and current in the middle of the simulation run (summer months with
high PV loads). The voltage also follows the rise of the electrolysis current due to higher
voltage losses. A maximal hydrogen production rate of 1.07 kg/h is achieved.

Fuel Cell
In this scenario, the fuel cell produces 84,696 kWh of heat per year with a maximum
thermal power of 14.9 kW. This amount covers 63% of the overall heat demand
(Table 10.9). Additionally, 122,507 kWh of electrical power is produced with a maximal
electrical power of 22.5 kW, which could be fed into the electrical grid or utilized to
produce additional heat.

Fig. 10.20 Load duration curve of surplus power

Table 10.8 Simulation
results—electrolyzer

56 kW rated power

Electrolyzer full-load hours 613 h (7%)

Electrolyzer standby hours 5818 h (66.4%)

Electrolyzer off-on switches 5343

Peak hydrogen production rate 1.07 kg/h

Peak current 450 A
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Fig. 10.21 Electrolysis power (24 h-Avg)

Fig. 10.22 Electrolyzer temperature
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Figure 10.25 shows that especially at the beginning and the end of the year (heating
period), the heating capacity of the fuel cell is not sufficient to cover the heating demand.
Hence, the investigated system could not be operated independently and must be
complemented by other heating technologies (afterburner, heat pumps, boilers) and heat
storages. As expected from the characteristic electrical behavior of galvanic cells, the
voltage of the fuel cell drops, if high currents are removed (see Fig. 10.26). In a heat-
driven mode, the current corresponds to the demanded heat generation.

Figures 10.27 and 10.28 show the temperature and the electrical power output of the fuel
cell. It is high at the beginning and the end of the simulation run, which matches with
higher electrical demand in these periods of the year and is good to be used to generate
additional heat via heat pumps. Hence, it closes the gap of the heat demand and the
generated heat of the fuel cell.

Storage
The hydrogen storage device in this scenario starts with filled hydrogen tanks (10 m3 at
25 MPa). In the course of the year, 23 refills with delivered hydrogen are needed (see
Fig. 10.29). It is also visible from this figure that the amount of produced hydrogen in the
summer is not sufficient to fill the storage. In fact, only the emptying of the storage tank is
slowed down.

Fig. 10.23 Hydrogen production rate (24 h-Avg)
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With standard gas cylinder packages (12� 50 l), 17 packages are necessary to achieve a
storage capacity of 10 m3. This number of packages would cover an area of about 15.4 m2

(see Fig. 10.30). The storage setup with individual cylinder packages enables a straightfor-
ward adjustment of the overall storage capacity depending on the given system setup.

Battery and Compressor
The net power flow in and from the battery and the battery state of charge are shown in
Fig. 10.31. The curve points to high fluctuations of the battery load, which might decrease
the battery performance and lifetime.

Fig. 10.24 Electrolyzer Current and Voltage (24 h-Avg)

Table 10.9 Simulation
results—fuel cell

Yearly heat production (kWh) 84,696

Heat coverage 63%

Yearly FC power production (kWh) 122,507

Maximum thermal power (kW) 14.9

Maximum electrical power (kW) 22.5
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Figure 10.32 displays the power demand of the hydrogen compressor with 24 h-
averaged values. High loads occur in the summer month, where the hydrogen production
rate from the electrolyzer maximizes. Overall, the yearly energy demand of the compressor
is 3859 kWh with a peak load of 2574 W.

10.6 Conclusions

The main steps and results of this study are summarized here:

– A model for a hydrogen-based district heating system was introduced.
– The model was applied on a building cluster with PV in a rural area with a combination

of measured and white-box model data for heat demand and power generation.
– The fuel cell was designed with 15 kW thermal power and 37 kW overall rated power.
– Evolutionary algorithms were used to determine the size of an electrolyzer, a battery,

and a hydrogen storage based on a target function with economic assumptions.

0e+00

5e+03

1e+04

2e+04

2e+04

2e+04

3e+04

4e+04

0e+00 2e+05 4e+05

H
ea

t [
W

]

Second of Year
Heat Demand

Fuel Cell Heat Production

Fig. 10.25 Heat demand and production (24 h-Avg)

10 Case Study of a Hydrogen-Based District Heating in a Rural Area: Modeling . . . 173



– An electrolyzer rated power of 56 kW was found to be optimal for this scenario (58% of
the installed PV power). With this setup, 93% of the surplus power is directly used in the
electrolyzer, and 2% is fed into the power grid (5% is temporarily stored in the battery).

– The fuel cell covers 63% of the annual heat demand. The generated surplus of electrical
power could be used for further heat production.

– The optimized storage size of 10 m3 is not sufficient to match the hydrogen demand of
the fuel cell without external hydrogen deliveries which are responsible for 84% of the
overall annual costs.

– By RF prediction, a coefficient of determination for household electricity demand of
82% can be achieved, and a MAPE of 9.12% can be achieved.

– The prediction by RF for the heat demand reaches a coefficient of determination of 75%
and a MAPE of 41.9%.
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10.7 Outlook

Studies following this work have to aim at rising the overall heat demand coverage of the
system by integrating a central heat pump, which consumes the electrical power produced
by the fuel cell. Another step would be to additionally utilize the waste heat of the
electrolyzer. Wind turbines will be integrated into the system model in order to achieve
independency of external hydrogen deliveries.

Furthermore, the forecasting tool based on the RF will be integrated into the work
process. The forecast serves to optimize the work process and represents an optimizer in
this respect. In addition, it will also be investigated how this optimizer can affect a real
plant engineering.

Next steps:

– Model validation and improvement with measurement data from a hydrogen test rig.
– Dynamic coupling of the hydrogen system model with the building and the PV models.
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– Integration of a central heat pump, wind turbines, a heating network, and thermal
storage in the system model.

– Evaluation of other hydrogen storage technologies, for instance, hydrogen storage as
formic acid.

– Integration of the RF prediction tool with a self-learning component.
– Optimization of the hydrogen system operation based on a prediction tool.
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Fig. 10.29 Storage pressure

Fig. 10.30 Hydrogen storage dimensions
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Fig. 10.31 Battery power flow (24 h-Avg)
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Abstract

A reliable charging infrastructure for electric vehicles used in individual transport
including availability and accessibility is necessary because it contributes highly to
the decision of purchasing a BEV (battery electric vehicle). In Germany, charging is
mainly done at home; however, parking spots in car parks have the potential to densify
charging infrastructure in semi-public spaces. Intelligent car parks represent further
developments which add a variety of technologies, energy management tools and value-
added services to parking in general. The article addresses the question of technical
maturity of charging infrastructures used in intelligent car parks and their marketability.
Examples are charging methods such as conductive and inductive charging or various
payment options. Pilot projects are described, and possible concepts of charging in
intelligent car parks are explained, thereby addressing a growing interest in the subject.
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11.1 Introduction

In this article, a literature overview on the state of the art in e-mobility, charging infrastruc-
ture and various charging technologies is conducted. Use cases and pilot projects related to
car parks are presented. An expert survey has been pursued, and its results are published for
the first time. Finally, an outlay of future technologies that can be used in intelligent car
parks is given.

Climate Change and Mobility
Although greenhouse gas emissions have risen continuously since the beginning of
industrialization, the recent acceleration of climate change currently poses one of the
most pressing global challenges. Addressing this issue, 197 countries signed the Paris
Agreement in 2015 to limit global warming to a maximum of 1.5 �C by 2050. To achieve
this agreement, the reduction of greenhouse gas emissions had to be readjusted. Therefore,
the EU agreed to reduce carbon emissions by 55% until 2030 compared to 1990
(DW 2020). By 2050, greenhouse gas neutrality is targeted. Road transport contributed
21% of the total EU CO2 emissions in 2017. To achieve climate neutrality by 2050, rapid
changes and measures for limitation are necessary (BMU 2019: 8–9). e-Mobility has the
potential to contribute highly to the reduction of greenhouse gas emissions. Based on latest
knowledge, the mandatory targets can only be reached by using battery electric vehicles
(BEVs). From an environmental policy point of view, the end of combustion engines by
2050 is unavoidable (Clausen 2018: 14–15).

State of the Art of BEV
In Germany, the BEV market is still relatively small. Nonetheless, it is highly dynamic and
presumably will grow exponentially. Out of the approximately 140 models offered in
Germany in 2020, 70 models are produced by German car manufacturers. Government
incentives are supporting the market and the transition to e-mobility (VDE 2020).

Major drivers for the BEV market in Germany are the expansion of charging infrastruc-
ture, an improved range of the vehicles, affordable pricing of charging and subsidies by the
government (Mehta et al. 2019: 3). Significant barriers of e-mobility are the high purchase
price, the limited range and the lack of a nationwide battery charging infrastructure
(Clausen 2018: 13; Mehta et al. 2019: 3). From 2016 to 2019, the buying interest in
BEV in Germany has doubled to 55% (Aral AG 2019). Experts predict an expansion of the
charging infrastructure from 2025 until 2040. Furthermore, the vehicle’s range will be
optimized, and the number of BEV owners will increase (Mehta et al.: 6–9). In order to
achieve the EU targets for 2030, the demand of six million electric vehicles must be met in
2019 (Cornet et al. 2019: 35).

The number of charging stations in Germany grows linearly and has reached more than
21,000 units in Q4/2020 (Chargemap SAS 2020). On average, users of electric vehicles in
Germany charge 65–70% at home, 15% at public charging stations and 7% at charging
stations at the workplace (BDEW 2019: 6–8). Charging stations are often located in urban
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areas. One-quarter of all charging stations listed in Chargemap is located at parking spaces.
In German cities, there is one charging station available for three electric vehicles on
average (Chargemap SAS 2020; Oberst 2018: 1–3).

Deficiencies of charging stations include the varying payment system, the insufficient
transparency of charging costs and the need for a special registration to operate the
charging process (Clausen 2018: 13; Oberst 2018: 1–3). A nationwide charging infrastruc-
ture is an essential prerequisite. However, its expansion faces a problem as sales in
charging do not cover investment costs and refinancing takes several years. Thus, there
is an interdependency between the market development of BEVs and the charging infra-
structure (Oberst 2018: 1–3) (Fig. 11.1).

The Role of Parking in Mobility
Parking is an essential component of mobility since it marks the beginning and the end of
each driving process and covers as much as 23 h per day on average. In large cities, space
for car parking can cover up to 40% of the total traffic area. Most parking spaces are located
in the city centre, mainly close to shopping centres. The demand for parking depends on the
number of cars and further on the number of retail shops and commuter traffics (Quantum
Immobilien 2018).

24.7%

12.9%

7.2%
6.8%6.9%

6%

16.8%

18.7%

car parks public roads hotels companies

retail shops car dealers other unknown

Fig. 11.1 Location of charging stations in Germany (May 2020), own figure, data based on
Chargemap SAS 2020
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11.2 State of the Art

Charging Technologies
Currently, there are four different charging systems in use: cable-bound (also called cable-
bound charging or the so-called plug and charge) is a conductive charging system, whereas
wireless charging is an inductive charging system. Furthermore, there is battery swap and
finally the so-called redox flow principle. In Germany, only cable-bound charging technol-
ogy is in use. There are two kinds of conductive charging methods: alternating current
charge (AC) and direct current charge (DC). Cable-free charging is currently being tested in
pilot projects as another technology, for example, for cabs (Universität Duisburg-Essen
2019). Battery replacement has not been standardized and is rarely used (VDE FNN et al.
2020: 8).

For cable-bound charging, there are different charging modes, which are defined in the
standard DIN EN 61851-1 (VDE 0122-1): charging processes with an output of max.
22 kw are considered “normal charging” and represent the modes 1–3 of AC charging.
Higher powers (e.g., 50 kw) are called “fast charging” and are considered DC charging
mode 4. This is stated in the EU Directive 2014/94/EU. For both conductive charging
technologies, communication between infrastructure and BEV operates via cable. For AC
charging, communication in accordance with ISO 15118 is optional; for DC charging,
communication is mandatory and operates via charging cable that is permanently integrated
in the charging station. Information on energy requirements, planned duration of the
charging process and information on pricing and billing are exchanged during communi-
cation (VDE FNN et al. 2020: 9–11). The DC fast-charging infrastructure is expanded to
ensure a wide coverage along the motorways and main traffic axes and to supply a new
generation of BEVs with higher ranges. The Combined Charging System (CCS) is used to
ensure the compatibility of different generations of charging infrastructures (NPE 2020).

Charging Infrastructure and Legal Requirements of Maintenance and Handling
When selecting charging infrastructures for parking garages with a floor space of 100 m2 or
more, the garage regulation of the respective federal state must be considered, and
identification and safety obligations must be fulfilled. VDE 100-722 must be followed,
and the infrastructure is supposed to be designed for mode 3 or 4 (NPE 2020; VDE FNN
et al. 2020: 19–20). It is necessary to analyse the type and number of BEVs expected at the
location. Furthermore, data of considered charging capacities, duration of parking and
charging behaviour of the vehicle owners need to be estimated. Since charging infrastruc-
ture demands much electrical power for several hours, supply lines and distributors must be
designed generously, also considering the fast-growing market of BEV leading to increas-
ing requirements. There is an obligation to notify the network operator if power levels
exceed between 3.7 and 12 kVA to avoid unnoticed network overload. Above 12 kVA, the
network operator has to be asked for approval (VDE FNN et al. 2020: 14–17).
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Measures for monitoring, evaluating and billing of charging processes need to be
considered in the planning process of the public charging infrastructure. The facilities for
these measures are called back-end system. Suitable interfaces between charging stations
and back-end are required. Relevant standards for the development of charging
infrastructures are currently progressing. For example, it is important to position the
charging station in the immediate proximity of the parking space and without affecting
the other users of the parking space. Operators of charging stations must ensure that fire and
data protection criteria are confirmed. The intuitive operation of the charging station in a
well-lighted environment must be ensured. According to the charging station ordinance,
charging stations in public spaces must be usable for charging without prior conclusion of a
contract. DIN IEC 63119-1:2018-04 stipulates that the operators of different charging
infrastructures must conclude contracts with each other for shared use, i.e., “roaming” by
customers (VDE FNN et al. 2020: 23–25). The charging stations are exposed to environ-
mental factors such as weather, temperature fluctuations and vandalism.

For easy handling across manufacturers, the plug and charge system is being pursued.
This system enables immediate charging once the cable is plugged in. The payment process
is initiated automatically. This requires a standardized and secure communication between
BEV and charging station, guaranteed by ISO 15118. In a strategic collaboration between
Hubject and Electrify America, the introduction of the system in North America has started
at the end of 2020 (Werwitzke 2020).

An argument against the plug and charge system is that the situational electricity costs,
network load and battery charge level are not considered. The charging method per kWh
may be more expensive than other charging systems (Torres-Sanz et al. 2018:
22875–22888). The utilization and amortization period of public charging points can be
seen critically. Although customers are willing to pay for DC charging, subsidies are
required to convince charging point manufacturers to provide the overly scaled number
demanded by policy makers (Wirges 2016: 131–133).

Further, the expansion of public fast-charging stations is planned. Until 2023, 1000
locations are identified for DC fast-charging networks. These charging stations will supply
electric power of more than 150 kW. In addition, it is planned to expand the number of
normal and fast-charging stations to 72,000 (BMVI 2020).

This article mainly focuses on charging infrastructure in public car parks. However, one
should consider the public funds of private charging stations since charging at home is still
preferred by around 65% in 2019 (BDEW 2019: 8). The purchase of private charging
points is funded with 900 € by the Federal Ministry of Transport and Digital Infrastructure.
It includes private homes, residential buildings and any other non-public construction of
charging points. This, for example, could lead to increasing sales of wall boxes (BMVI
2020).

Grid Integration
A conflict of objectives arises between the permanent supply of energy and the three
attributes cheap, efficient and environmentally friendly (Gemsjäger, Monscheidt 2020). If

11 Parking and Charging: New Concepts for the Use of Intelligent Charging . . . 187



electric vehicles demand electricity in an uncontrolled and uncoordinated manner, high
loads occur at peak times, which endangers the stability of the electricity grid. Due to the
expansion of renewable energies and the use of small generators, the electricity supply is
more volatile anyway (Linnhoff-Popien et al. 2015: 52). Energy producers, storage
facilities and consumers organize their operations efficiently in smart grids, considering
the demand and supply situation (VDE FNN et al. 2020: 33). Parking and charging time is
decoupled in this intelligent charging management. Factors such as the current grid load,
battery capacity and BEV demand are considered. The charging quantity is also calculated
under these paradigms (Gemsjäger, Monscheidt 2020).

Grid stability is supported by bidirectional charging which is defined as charging at
times of low demand and feeding into the grid at peak times. For stakeholder satisfaction,
the collection and evaluation of Big Data using artificial intelligence (AI) is useful. Thus,
an energy management system can be operated in real time, which allocates the available
resources using AI (BDI e.V 2018). As the expansion of e-mobility continues, parking lot
operators are invoked to provide more charging points.

11.3 Pilot Projects

Daily business of parking lot operators may be expanded to real-time charging load
management in the future. The integration of charging as an added service during parking
could possibly be profitable for car park operators. Since demand in charging stations
increases, their availability at parking spots might become important (Wirges 2016: 236).
Charging is already possible in selected car parks of the operator APCOA—the biggest
European parking-space provider—in German cities but is limited to a few charging points
(APCOA PARKING n.d.).

The project AUTOPLES (automated parking and charging of electric vehicle systems)
was performed from January 2013 to June 2015, and it was funded by the German Federal
Ministry of Education and Research, BMBF. The goal was the development of a parking
and charging system in the car park Hofdienergarage in Stuttgart. The research focused on
an intelligent charging infrastructure. The concept seeks to be technically feasible, eco-
nomical and marketable. It is possible to gradually expand the 16 charging points, which
are integrated in the car park infrastructure. The parking spots need to be booked and
reserved in advance via app. Since several vehicles can be charged simultaneously, the
planning of energy demand is important. The reservation system contributes to a better
demand forecast. The conductive charging process could be further automated when using
a robot which finds the charging socket independently without human intervention. The
user can monitor the charging status via app during the parking process (FZI 2015).

The V-Charge project of Volkswagen AG in cooperation with Robert Bosch GmbH, the
Swiss Federal Institute of Technology Zurich, the Technical University of Braunschweig,
the University of Parma and the University of Oxford was funded by the European
Commission within the “Europe 2020” programme. Reservation and booking of a parking
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spot are operated via app. A status check is carried out, whereby the demand of the
vehicles’ energy and the parking time are queried (Furgale et al. 2013: 809, 811). The
charging is operated inductively (Pudenz 2015). Big Data regarding the expected parking
time, the current battery level and the planned travel distance are required to distribute the
energy capacities according to the demand of all charging vehicles (Furgale et al. 2013:
811).

A different approach was taken by the project of Volkswagen AG’s “CarLa” loading
robot in 2018 (Volkswagen AG 2018). Mobile robots equipped with a battery pack
approach the vehicle and charge it independently without human intervention. The robot’s
gripper arm detects the position of the charging socket and identifies the plug type.
Smartphone, robot and vehicle communicate with each other exchanging information
and data. Relevant data includes the type of vehicle, type of plug, position of the plug
and energy demand. These robots act intelligently and decide in which order they approach
and charge the vehicles based on communicated data (Walzel et al. 2016: 110–111).

It can be deducted that the technical maturity and marketability of intelligent car parks
varies and that a wide range of technical feasibility studies of intelligent car parks has been
conducted. In the following section, several technologies will be evaluated and discussed
based on the literature review and the expert’s opinions.

11.4 Technologies in Intelligent Car Parks

During the research of this paper, the authors have interviewed eight experts on the topic of
intelligent car parks. The results serve as a basis for further discussions of the technology
maturity state and the expected marketability of intelligent car parks. In summer 2020, a
questionnaire was handed out to stakeholders such as parking spot operators, energy
suppliers, companies operating in charging infrastructure, associations and state agencies.
The time to marketability is given in years (Fig. 11.2). The technology maturity state is
depicted by a scale from 0 (low) to 10 (high).

According to the experts, the expansion of the DC fast-charging infrastructure will
benefit the use of DC technology to a high degree. However, there are different opinions
about the time until its implementation. Although DC is already a standard for BEV, its
penetration for plug-in hybrids (PHEV) will still take time. One expert sees DC charging
stations as a niche solution in car parks. Fast charging is predicted to be possible as an
additional service with a higher price. Fast inductive charging will complement conductive
charging in 5–10 years.

In general, there is a high interest in research about autonomous driving. Due to this, it is
included in the survey. In six of seven answers, autonomous driving is categorized in terms
of the technology maturity state with a low to medium degree, and the time horizon to
marketability is seen in the range of 5–10 years.

Payment via app is a valid solution. According to the eight experts, this payment option
has a high level of technology maturity and is already marketable, no later than within
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5 years. Opinions regarding pay and charge payments differ. Nearly half of the answers are
in matrix quadrant four, indicating a medium to high technology maturity. Two answers
suggest a timely deployment within the next 5 years and a low to medium maturity level.
The marketability of plug and charge depends on the ISO 15118 standard, which is
essential for charging and the payment process. Currently, so far only few electric vehicles
support the ISO 15118 standard. This leads to a lower market attractiveness of this payment
possibility. Starting from 2025, a nationwide implementation seems realistic, although the
technology’s maturity is considered to be on a medium to high level.

The usage of Big Data and AI in the category of technical infrastructure is an essential
component of intelligent car parks. Big Data and AI is already used in internal route
planning of vehicles, although its expansion to other potential use cases takes more time.
The current technology maturity level is estimated to be low by three-quarters of the
experts. Further, the marketability is expected within the next 6–10 years. Smart grid
technologies are already applied in individual applications. However, their legal integration
is not established yet. The grid operation and energy supply contracts still need to be
revised for a practical application, and the relevant markets need to grow. The marketability
of smart grid technologies is expected in 5–6 years, while the technology maturity is
perceived on a medium level. As long as a smart grid is not implemented, the missing load
balancing needs to be compensated by higher standby energy generators or energy storage.

According to the experts, technical conditions for the use of photovoltaic systems in car
parks and their integration in the charging infrastructure are on a high level. There is
disagreement about the time required for the implementation of renewable energy man-
agement like photovoltaic systems. Car park operators cast doubt on the willingness to
invest in an own photovoltaic system. However, several car park operators already use
it. Controlled charging defines a controlled and coordinated electricity supply for electric
vehicles within the charging environment. This is technically already possible, and the
experts assess an implementation within the next 5 years. Estimations regarding the
technology maturity level of bidirectional loading differ; however, three-quarters of the
experts assume that a technical solution is implemented in the next 5 years. The lack of a
policy framework/legislation and high investment costs endanger the large-scale imple-
mentation and influence the time for marketability. According to one expert, energy storage
devices (e.g., batteries) will be used in public parking spots during peaks of energy
demand. Further, an integration in the energy management is easier and less complex.
According to the experts’ assessment, the use of intelligent controlled charging will be
implemented in the next few years. Bidirectional charging is a further development towards
an integrated energy management. Due to the lack of a legislation framework, it probably
will take longer.

As described in the pilot projects, reservation via app as a value-added service is already
possible; however, it is not used frequently so far. The marketability of this service is
expected within the next 5 years, and the technology maturity level is rated high by three-
quarters of the experts. Vehicle cleaning during parking is expected to be implemented
until 2025. However, due to the expected high price, the involvement of a third-party
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company and the legal complexity, a general low demand for this service is presumed. The
service of luggage loading in a vehicle operated by a third party has a medium technology
maturity level, while the marketability of the service is considered in 5–10 years. However,
there are obstacles regarding the customer acceptance since a high level of trust is required
for this.

11.5 Conclusion and Outlook

Due to the increasing demand for electric vehicles, the expansion of charging infrastructure
meets high interest. It is estimated that parking spots in car parks have a high potential to
increase the number of charging stations. In this article, the state of the art of e-mobility in
relation to the charging infrastructure is presented. It can be deducted that the technical
implementation of charging infrastructure in car parks is not an issue. Rather, the estab-
lishment of legal standards is a far greater challenge. However, standardization of charging
points is urgently required to support the growth of e-mobility.

In August 2020, the national central office for charging infrastructure in Germany
published a position paper on the “User Journey” of charging electric vehicles. It is
explained that charging electric vehicles differs from refuelling a conventional car and,
therefore, is a new experience for users. Results show that high user-friendliness and an
integration of the charging process in daily routine are essential for a good experience
(Nationale Leitstelle Ladeinfrastruktur 2020: 4–5).

Therefore, these issues need to be solved fast in order to meet customer demands. In
Germany, the automotive industry will play an important role in establishing harmonized
or competing charging infrastructures. Standardization helps to reduce investment risks for
the stakeholders. The number of electric vehicles increases continuously, and therefore, the
demand for charging infrastructure in public places will rise. To increase the number of
BEVs in Germany and to support the car manufacturing industry, the German government
decided to extend the subsidies to buy or lease BEVs from 2021 to 2025. Since the
implementation of charging infrastructure is a competitive advantage, car operators should
already prepare for this. e-Mobility is currently subsidized, which supports investments of
car park operators. However, sustainable business models are needed in the future.

Further, in the position paper of the national central office for charging infrastructure, it
is discussed that there will not be one universally valid concept for charging. Still, until
2025, the plug and charge technology will mainly be more important since the ISO
standard 15,118 will be developed (Nationale Leitstelle Ladeinfrastruktur 2020: 26).

In a long-term perspective, more international cooperation and standardization would be
beneficial but is hindered by competition. In an alliance with the Chinese Electricity
Council, the Japanese CHAdeMO Consortium develops its own fast-charging standard
by the end of 2020, which is implemented in Japan and China. It is supported by Asian car
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manufacturers. Technically, it is ahead of the in Europe prioritized CCS standard. Charging
capacities exceed 500 kW, and the charging time can be reduced to a few minutes. Thus,
the introduction of this new fast-charging system could lead to a gain in German and
possibly worldwide market leadership for Japan and China (Holzer, Kirchbeck 2018).
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Abstract

Electromobility has profound economic and ecological impacts on human society.
Much of the mobility sector’s transformation is catalyzed by digitalization, enabling
many stakeholders, such as vehicle users and infrastructure owners, to interact with each
other in real time. This article presents a new concept based on deep reinforcement
learning to optimize agent interactions and decision-making in a smart mobility ecosys-
tem. The algorithm performs context-aware, constrained optimization that fulfills
on-demand requests from each agent. The algorithm can learn from the surrounding
environment until the agent interactions reach an optimal equilibrium point in a given
context. The methodology implements an automatic template-based approach via a
continuous integration and delivery (CI/CD) framework using a GitLab runner and
transfers highly computationally intensive tasks over a high-performance computing
cluster automatically without manual intervention.
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12.1 Introduction

Over the past decade, the penetration of non-gasoline vehicles such as electric, hybrid, and
plug-in hybrid vehicles in Germany has multiplied (Fig. 12.1). At present, there are close to
240,000 registered electric and plug-in hybrid vehicles in Germany. Moreover, according
to the German Association of Energy and Water Industries (BDEW), as of March 2020,
there are 27,730 publicly available charging stations to serve the electric and plug-in hybrid
vehicle fleet of Germany VDA (2020). Today, the vast majority of electricity-powered
vehicles in Germany are private cars. As the German government has ambitious plans to
encourage electric mobility in Germany in the coming years, the penetration of electricity-
powered vehicles should grow steadily.

Electrification has profound economic and ecological impacts on the future of the
mobility sector. New business models arise based on the provision of different mobility
services and shared economy. Moreover, we see the emergence of a complete ecosystem
around mobility due to the converging trends of the physical and digital domains and the
innovation and business models (Dia, 2019; Barreto et al., 2020).

This article focuses on the digital domain, which provides the playing field for the
stakeholders, e.g., electric vehicles (EVs), autonomous vehicles (AS), charging stations,
smart grid, and fleet management, to interact seamlessly. The efficiency of these complex
interactions between the stakeholders determines the optimality of the outcome received by
each participating stakeholder. This article presents an application based on deep reinforce-
ment learning to optimize agent interactions and decision-making in an IoT-enabled smart

Fig. 12.1 The growth of electric, hybrid, and plug-in hybrid vehicle penetration in Germany from
2011 to 2020. (Data: Kraftfahrt-Bundesamt)
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mobility ecosystem. The optimization objective of agent interactions is the aggregate utility
of all interacting agents described using the weighted sum approach. The algorithm also
defines a set of soft and hard constraints. The hard constraints must always be adhered to by
the agents; however, the soft constraints may be violated conditionally under extreme
circumstances. The methodology adheres to the automatic template-based approach via
CI/CD framework using GitLab runner.

Previous research work has addressed specific aspects of optimal agent interactions in a
smart mobility landscape. For example, Lin et al. (2016) present a linear programming
model of an optimal routing problem that takes into consideration charging station location
and the cost. Chen et al. (2018) present a weighted sum multi-objective optimization model
that takes into account the different preferences of the user. The mixed-integer quadratic
programming model presented in this study is solved using a commercial optimizer such as
CPLEX or Gurobi. Bessler and Grønbæk (2012) use a heuristic-based approach. The
algorithm evaluates the optimal routing plan for EVs by considering the distance to the
charging stations in the vicinity, the traffic situation, and the feasible charging patterns.
However, to our understanding, the simultaneous consideration of multiple stakeholder
perspectives has not been done in the past.

12.2 Architecture

The overall objective in this section is to describe the proposed architecture in detail with
the addition of continuous integration or a continuous deployment (CI/CD)-based approach
(Sharif et al. 2020b). We also explain how the algorithm processes contextual information
to meet the necessary optimality conditions for each of the stakeholders. Moreover, four
types of stakeholders are identified while keeping the concept of smart mobility in mind.
These four types of stakeholders are EV end-user, grid operator, fleet operator, and
charging station maintainer which have been explained thoroughly in our previous publi-
cation (Sharif et al. 2020a). Two of them, i.e., EV end-user and grid operator, are in the
focus of the smart mobility use case in this article.

As shown on the left-hand side of Fig. 12.2 of the proposed architecture, each stake-
holder provides a set of individual inputs (Xi, Xj . . . Xm) which are “daily travel activities,
routing suggestion(s), car-battery, and environment”with associated actions (Ai, Aj . . . Am).
The rewards (Ri, Rj . . . Rm) are the computed output(s) such as “charging type, the distance
towards charging station, charging cost, etc.” Furthermore, there might be a probability that
few of the inputs are mutually equivalent in more than one stakeholder with dissimilar
priorities as well as constraints.

Q s, að Þ ¼ r þ γmax a
0Q s0 þ a0ð Þ
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After this, these sets of information are processed via a state-of-the-art approach using a
deep reinforcement learning-based algorithm via a Bellman equation, in which the system
learns from the Q-value of state s and action a as inputs: (Q(s, a)) must be equivalent to the
instantaneous reward r acquired as a result of that action and additionally the Q-value of the
finest feasible next action a’ taken from the next state s’, which is multiplied by a given
discount factor. Moreover, this is a value with premises range 2 (0,1] which is a hyper-
parameter.

We further need to decide how much weight to assign to the impurity for the short-term
and long-term rewards (Tang et al., 2020; Nguyen et al., 2020a; François-Lavet et al.,
2018). The right-hand side of Fig. 12.2 shows a specific output generated for different
environments. For example, the EV end-user will acquire the best schedule and routing
selection bestowing toward the needs of the car’s battery and the environment with
appropriate personal convenience. Grid operators will acquire the demand forecasts of
electricity of a specific region according to the reservation of the charging stations, which
decreases the fluctuation of the electric. The system will continuously learn from its
environment and observe state(s) by interpolating weights, etc. (Li et al., 2020; Nguyen
et al., 2020b; Wang et al., 2013).

The core functionality is exposed as a component to stakeholders from other domains
with a distinct objective over a self-developed middleware-as-a-service component (see the
right-hand side of Fig. 12.2). This extension leads us to prove the performance of our model
at the urban scale level where high-dimensional data and scalability of models are required.
For example, “Stakeholder ‘X’ would like to collect information coming from EV
end-users, fleet-managers, charging stations, and the power-grid for a certain area. Use
an algorithm to process this data over high computing nodes and suggest the best trade-off
for all actors in the eco-system.” To fulfill such a type of user scenario, we develop our
electro-vehicle middleware where we promote a smart mobility use case established on the
interaction between the stakeholders as depicted in Fig. 12.2, where stakeholders from
different domains exchange information according to their objective. The middleware-as-a-
service utility provides a set of services for each application (app. SAx, SAy, SAz, etc.) to
handshake with high-performance computing nodes such as Nx, Ny, and so on. Each of
these services requires high-performance computation nodes to execute their service
request, and finally, the results calculated by the algorithm are assigned back to the
respective app (Sharif et al., 2017; Amogh Vardhan et al., 2019; Espeholt et al., 2018;
Jiang et al., 2019). The initial objective of the algorithm is to find the optimal trade-off
scenario for EV charging by considering a set of conflicting interests of multiple
stakeholders acting in the smart mobility ecosystem (Fig. 12.2).

Suppose that the City Council of Stuttgart, Germany, would like to organize an event
where people from all over the country are expected to participate. We continue with the
same set of stakeholders. Due to the popularity of the electric car, the event organizer
expects many people from neighboring cities will participate via personal transportation,
i.e., often EV. The event organizer needs to distribute resources optimally in terms of
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mobility, which will be a very challenging task (Alyousef et al., 2018). To fulfill this extent
of expectation, organizers require frequent and timely updates of the resource distribution.

We proposed an automation-based service mobility which keeps running algorithm
(s) using a GitLab CI/CD runner to pass computation-intensive tasks over to a high-
performance computing cluster and find the best trade-off for all actors in the ecosystem.
In the next section, we present a user scenario that promotes the proposed methodology.

12.3 User Scenario

Tina lives in Tübingen and owns an electric car. She drives her car to Stuttgart regularly,
where she spends much of the time working and networking. Once, on the way to Stuttgart,
she observes that her battery is low on charge, and she would like to locate a charging
station near her current location P(x, y). She finds the charging stations CS1(x0, y0), CS2(x0,
y0), CS3(x0, y0), and CS4(x0, y0), each of which has different charging options (i.e., fast
charging or slow charging) at different charging costs. The price of charging the EV
(in EUR/kWh) at the four charging stations are a1(t)–a4(t) (see Fig. 12.3). Note that
charging prices are given as a function of time to accommodate for time-varying electricity
prices. To locate the optimal charging location that matches her requirements, she uses the
algorithm proposed in this paper. Optimality is a perception that merely depends on the
user’s primacies to a set of conflicting interests.

Fig. 12.3 The optimal charging station’s route selection
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In this example, Tina has a high priority to requirements such as the charging station
availability, charging price, distance to the charging station, charging time, and potential
service disruptions. Once Tina chooses her priorities, the algorithm processes her require-
ment and recommends her the most appropriate charging location that fits her requirements.
Moreover, the algorithm can compare the charging station of choice with the other charging
stations in the vicinity. The application allows her to make an informed decision about the
best charging station that fits her need and also gives her the option to reserve a charging
point ahead of time to confirm availability. Once the reservation is complete, the applica-
tion ensures that the charging point remains available at the specified time (see Fig. 12.4).

On the other hand, the local grid operator monitors the electricity demand forecast, i.e.,
Objy in Fig. 12.3, variation due to EV charging requirements. For example, Wolfgang
works for the local grid operator and is responsible for the uninterrupted electricity supply
in his control area. Due to the rapid adoption of EVs and many public charging stations set
up to serve those vehicles, he knows that there can be peak times when electricity demand
can suddenly increase. He has several strategies to deal with such peak demands; for
example, he can activate reserve power supplies or activate a demand response plan.
However, without an accurate forecast or a warning in advance, the activation of demand
response or reserve power can be more expensive.

The application can provide the grid operator with a forecast of the electricity demand
due to vehicle charging the next 15–60 minutes’ period. Note that the forecast has more
likelihood to be precise for 15 minutes’ forecast period rather than for 60 minutes’ forecast
period due to uncertainty, which the application takes into account. Based on the grid
operator’s constraints, the application can also highlight where the potential demand-
supply bottlenecks can occur. This information helps Wolfgang to plan the best course
of action to ensure the reliability of the electricity supply in advance. With our application’s
service, now Wolfgang also has an additional action that he can take to mitigate supply
bottlenecks, which is to advise charging station owners to interrupt their services for the
incoming service requests. In other words, the service availability status of a charging
station can be updated by request from the grid operator that serves as a “proactive”
demand response strategy. Activation of demand response, either passive or proactive,
incurs a cost to the grid operator and a loss of utility to vehicle owners whose services are
denied.

12.4 Simulation Environment

The system evaluation is assessed with respect to an EV end-user objective such as optimal
cost and with respect to a grid operator objective such as energy demand or charging station
availability, on behalf of the event organizer, i.e., the City Council. The event organizer
would like to take a closer look at the resource demand and supply distribution optimally in
between the event’s participants.

12 ARaaS: Context-Aware Optimal Charging Distribution Using Deep . . . 205



Fi
g
.1

2.
4

U
se

ca
se

el
ab
or
at
io
n
as

pe
r
st
ak
eh
ol
de
r’
s
pe
rs
pe
ct
iv
e

206 M. Sharif et al.



Revisiting the end-user from the use case example (see Sect. 12.3), Tina’s car has a
usable battery capacity of 120 Ah, and it is compatible with both slow- (maximum charging
rate of 11 kW) and fast-charging (maximum charging rate of 50 kW) connectors. When
Tina decides to look for a charging station, the state of charge of the battery has already
degraded to 10%.

Figure 12.4 shows a graphical overview of the use case. The EV drives past four
different charging stations CS1–CS4. Tina may decide to check for a charging location
at any random point along the route denoted by P1–P3, and the optimizer yields a different
objective value depending on the context related to that point. Figure 12.5 shows the
optimal objective function value calculated for the EV at different locations on the driving
route. The different colors represent the different charging stations. In this example, the
optimal objective value is also the minimum cost, which, however, is not always true when
multiple contradicting concerns and end-user priorities are taken into consideration when
evaluating the objective function.

12.5 Conclusion and Future Work

Presently, we have only picked up one scenario with a smaller time-stamp, i.e., EV
end-user and grid operator, in our simulation environment. Moreover, the simulated use
case in a static environment that predicts the maturity of the system with multiple

Fig. 12.5 (a) Optimal cost calculation graph of the EV. (b) A 30-min electricity demand forecast for
one charging station. The uncertainty of the forecast increases for longer prediction horizons
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stakeholder participation. Therefore, the current simulation environment does not include
time-varying contexts such as variable pricing and power distribution forecasts. From the
software architecture point of view, the service app middleware layer is already presented
in another paper.

The dynamic coupling between the optimal charging resource distribution and electric-
ity network models enables us to define the network capacity as a finite resource in the
resource distribution algorithm and observe the state and impacts of the local distribution
network during the smart charging process. This future extension enables us to simulate
optimal EV charging resource distribution scenarios in combination with other distributed
loads and generators in a city. Furthermore, this will be a significant step forward in the
field of integrated urban energy system planning.
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Abstract

The safety, proper maintenance, and renovation of tunnel structures have become a
critical problem for urban management in view of the aging of tunnels. Tunnel inspec-
tion and inventory are regulated by construction laws and must be carried out at regular
intervals. Advances in digitalization and machine vision technologies enable the devel-
opment of an automated and BIM-based system to collect data from tunnel surfaces. In
this study, a tunnel inspection system using vision-based systems and the related
principles are introduced to measure the tunnel surfaces efficiently. In addition, the
main components and requirements for subsystems are presented, and different
challenges in data acquisition and point cloud generation are explained based on
investigations during initial experiments.
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13.1 Introduction

The inventory and monitoring of transport structures, such as tunnel and bridge
constructions, are essential to improve the mobility in urban areas. Tunnels are mostly
underground constructions which serve to pass under obstacles such as mountains or hills,
waterways, or other traffic routes. In cities, they protect residents from road or rail traffic
noise. Mobility systems and infrastructure and their consequences for the people living in a
city are a key topic of the iCity project, to which this paper contributes with the develop-
ment of a system for 3D tunnel inspection.

Tunnel inspection includes monitoring and mapping of the tunnel surfaces to generate
3D models and to detect anomalies as well as localizing tunnel objects, e.g., technical
equipment, for building information modeling (BIM) applications. This results in a signifi-
cant total workload and makes it necessary to develop optimum and intelligent solutions in
a digitalized manner. Traditionally, tunnel inspection methods are accomplished by local
visual inspection and the use of adapted devices, which usually require on-site installation
and interaction with the surface of the tunnel. Despite being time-consuming and cumber-
some, manual measurements of the tunnels by operators require quite expensive equipment
and a lot of working hours. Moreover, a tunnel blocking for several hours or even days is
usually necessary to reduce the risk areas for operators.

To improve the automation level and efficiency of inspection systems, advanced and
intelligent technologies are necessary. The current approaches can be divided into two
main groups, namely, laser-based and image-based techniques. Laser scanners are one of
the state-of-the-art sensors for 3D mapping and can be deployed on terrestrial stations or
mobile mapping vehicles to accurately capture dense point cloud data of the tunnel surface
(Chen et al. 2015; Wang et al. 2014). However, a mobile system with a typical laser scanner
is very cost-intensive and even today costs much more than several $50,000 (O’Neill,
2020).

With recent advances in multi-view image processing and high-speed image capturing
techniques, a practical and inexpensive solution for automatic tunnel inspections with
image-based systems has become feasible. This technique involves a set of industrial
cameras installed in a specific ring to cover the entire area of the tunnel, as well as light
sources to provide sufficient illumination for image capturing. However, there are distinct
hardware components and data processing challenges and considerations that directly
affect the accuracy of the final results. This study aims to address those challenges and to
investigate optimal solutions to develop a cost-effective system for the automated and
BIM-compatible inspection of tunnels.

13.2 Related Work

BIM technology is widely used to present the digital model-based process of planning,
designing, constructing, operating, and managing for the infrastructures such as buildings,
roads, bridges, and tunnels over the entire life cycle of the project (Ehrbar et al. 2019;
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Fargnoli et al. 2019). The procedure of inspection and maintenance of tunnels and collected
3D information and geo-data of underground structures can support BIM systems (Chen
et al. 2019; Yin et al. 2020).

With the advances in photogrammetric and computer vision algorithms, the interest in
developing automatic and inexpensive approaches for tunnel inspection is rapidly increas-
ing. In an early study, Gavilán et al. (2013) developed a mobile inspection system that
includes six linear cameras and six laser-based projectors for tunnel surveys at speeds up to
30 km/h and with a depth accuracy of 0.5 mm. Similar to this study, Zhan et al. (2015)
presented an inspection system that includes seven linear cameras and structured-light
projectors and can operate at a speed of about 60 km/h. A challenge of tunnel inspection is
to detect damages with mm to sub-mm accuracy. To this end, Stent et al. (2015) proposed a
low-cost system to inspect 0.3 mm cracks using two consumer-grade digital cameras
installed on a robotic rotating arm. One of the advanced mapping systems in GNSS-
denied areas, proposed by Chapman et al. (2016), includes an array of 16 cameras and
light sources to monitor the roadway tunnels. They reported an average positioning error of
about 0.34 m. For subway tunnel inspection, Huang et al. (2017) developed a small vision-
based system including line-scan cameras and light sources. The inspection equipment is
designed to achieve a resolution of 0.3 mm/pixel at a speed of 5 km/h. In another study, an
inspection system, proposed by Attard et al. (2018), includes one consumer-grade digital
camera and light sources to capture high-resolution images from tunnel walls. This system
achieves an average accuracy of 81.4% for change detection. However, it needs a robotic
arm and special installations on walls to move through the tunnel which is not applicable
for road tunnels. To monitor defects such as cracks in roadway tunnels, Jiang et al. (2019)
developed a high-speed system including line-scan cameras and near-infrared (NIR)
illumination which can guarantee to achieve a photographing speed of up to 100 km/h.

Following the existing approaches, an image-based inspection system for tunnel
mapping consists of different hardware and software components which should be selected
and assembled based on the project requirements such as the speed of monitoring, the
tunnel conditions, the total cost, the total size and weight of the system, the carrying vehicle
type, and the final deliveries.

13.3 Proposed Method

This study aims to examine the main parameters and challenges of a cost-effective mobile
system for roadway tunnel inspection. The intended operating speed of the proposed
system is about 60–65 km/h which is suitable for traffic flows and fast monitoring of
long tunnels. The main components are machine vision (MV) cameras, light sources, a
synchronization unit, and a mobile platform, as shown in Fig. 13.1. The outputs are raw
RGB images of the entire tunnel area which can be further processed for generating 3D
colorful point clouds, damage detection, and object recognition maps. The project should
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strive for a relative accuracy of about 2 cm for 3D models and a surface resolution of about
3–5 mm for images.

13.3.1 Camera Selection

The performance of the camera can directly affect the accuracy of the final results for tunnel
inspection. The main features of a camera are listed in Table 13.1. According to previous
studies, two different types of cameras can be used for image capturing, i.e., digital cameras
and machine vision (MV) cameras. While digital cameras are cheaper and can acquire
high-resolution images, the total speed of scanning cannot be fast due to their limited
exposure time (ET) in order to avoid motion blur. On the other hand, MV cameras are
available as line-scan and area-scan sensors. The line-scan cameras are the best option in
high-speed processing or fast-moving applications. However, the image acquisition with
linear cameras generally requires to continuously record the rotational and transitional
movements, e.g., by an inertial measurement unit. In addition, perspective distortion can be
expected because of the limited field of view (FOV) of linear sensors (Attard et al. 2018;
Teledyne Dalsa 2014). Also, the line-scan cameras usually need high-power illuminator,
unlike area-scan cameras (Attard et al. 2018; Huang et al. 2017). On the other hand, the
area-scan cameras have a standard interface, easier setup, and alignment.

For area-scan cameras, a global shutter should be used, instead of a rolling shutter, to
reduce the motion blur as well as noise in images. In this case, the scene will be frozen at a
certain point in time and there is no motion blur. Another important parameter of the
camera is the interface of the camera such as USB2, USB3, and GigE. Among different
interfaces, USB3 is the fastest interface (e.g., 400 MB/s), and it uses the least amount of

Fig. 13.1 Main components of the tunnel inspection system
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computer processor power. Therefore, it is ideal for high-resolution and high-speed
imaging (VisionCamera 2019).

13.3.2 Light Selection

Light sources play a major role in vision-based inspection systems by providing enough
lighting to capture blur-free images. LED (light-emitting diode) technology is widely used
for lighting in machine vision applications because it can provide high performance,
stability, high intensity, as well as cost-efficiency.

LEDs can be operated in three modes, i.e., continuous, switch, and flash operations. In
order to scan at a speed up to 65 km/h, the required light for the camera should be provided
for a very short time interval (e.g., about 10 microseconds) to ensure that there is no motion
blur in the images. This is only possible using flash LEDs. Ideally, the selected LED should
be able to produce strobe pulses with a pulse width that corresponds to the camera exposure
time (Eq. 13.6). Other important features for an LED are the flash rate and the working
distance. Recent LED technologies can provide more than 50 kHz flash strobe. However,
the normal working distances of LEDs are less than 1 meter which is not perfect for many
tunnels. Therefore, the irradiance of the selected LED should be sufficient to provide
powerful light for bigger distances of several meters (e.g., 3–8 m working distances).
The relation between the irradiance (E) and working distance (R) is given in Eq. (13.1).

Table 13.1 Camera features

Items Features Pros Cons

Model Digital High resolution (e.g., >12
megapixels), cheap (e.g.,
<$1000)

Large ET (e.g., >250 μs),
Heavy (e.g., >100 gr)

Machine
vision

Small exposure time (e.g.,
<10 μs), Light (e.g., <100 gr)

Low resolution (e.g.,
<15 megapixels), expensive (e.g.,
>$2000)

Sensor Line
scan

High-speed capturing Small field of view, image distortion

Area
scan

Easy and standard, large field of
view

Not as fast as line cameras

Shutter Global No motion blur, no noise Expensive (~3� of the rolling
shutter’s cost)

Rolling Cheaper Motion blur, including a switch
noise effect

Interface USB3 400 megabytes/s, excellent for
multi-camera application

4.5 m cable length

GigE Good for multi-camera, 10 m
cable length

100 megabytes/s
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E W=m2
� � ¼ Eo W=m2

� �� Ro m½ �
R m½ �

� �2

ð13:1Þ

where Eo is the irradiance of the LED at the distance of Ro, provided by the manufacturer.

13.3.3 System Design

One of the crucial parameters for the total costs of the final system is the number of cameras
required for covering an entire ring of the tunnel. The number of cameras is also defined by
the desired overlap of the images within a ring. Although the overlap between two
consecutive images along the moving direction (i.e., the horizontal overlap) should be
80% or more for the image alignment and stereo matching algorithms, the overlap between
two adjacent cameras (i.e., the vertical overlap) can be less than 50%, e.g., only 10% as
illustrated in Fig. 13.2. Since most tunnels can be passed in two opposite directions, five
cameras are sufficient in our case to scan each side of the tunnel during one pass (Fig. 13.2).
In this case, the angle between the camera axes of adjacent cameras (α) is 45 degrees and
the vertical overlap is determined by Eq. (13.2).

Fig. 13.2 Schematic sketch of the multi-camera mobile system
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VerticalOverlap %½ � ¼ 1� α deg½ �
FOVw deg½ �

� �
� 100 ð13:2Þ

Half of the vertical overlap applies to each of the two neighboring images. FOVw is the
field of view, corresponding to the sensor’s width w, given by Eq. (13.3).

FOVw deg½ � ¼ 2� arctan
w mm½ �

2� f mm½ �
� �

� 180 deg½ �=π ð13:3Þ

The sensor size is given by w and h in mm. The parameter f is the camera’s focal length.
The horizontal overlap between two consecutive images depends on the speed of the
vehicle (V), the capturing rate (FPS), and the working distance (D) and is given by
Eq. (13.4).

HorizontalOverlap %½ � ¼ 1� V m=s½ � � f mm½ �
FPS Hz½ � � h mm½ � � D m½ �

� �
� 100 ð13:4Þ

To calculate the required capturing rate for each camera (FPS), the bandwidth of the
USB3 interface should be considered, as shown in Eq. (13.5).

FPS Hz½ � ¼ Bandwidth Mb=s½ � � 1000000
W px½ � � H px½ � � BPP

ð13:5Þ

whereW andH are the sensor sizes in pixels and the BPP is bytes per pixel which is 1.5 for
a 12-bit RGB image. Another important parameter for designing the proposed system is the
exposure time of the camera which is related to the motion blur (B) as well as the LED’s
pulse width. In our design, the allowed amount of motion blur in an image should not
exceed 0.2 pixels. A blurring above this threshold can affect the 3D model and final results.
Based on the speed of the vehicle (V), and the size of the pixel (PS), the required exposure
time (ET) can be calculated according to Eq. (13.6).

ET s½ � ¼ D m½ � � B px½ � � PS mm½ �ð Þ=f mm½ �
V m=s½ � ð13:6Þ

13.3.4 Time Synchronization

In tunnel inspection using multi-cameras and multi-LEDs, the vital task is synchronizing
the light system and the image acquisition system. The synchronization parameters are the
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trigger rate and pulse width of the trigger signal which are calculated for the primary
camera. The trigger rate is equal to the required acquisition rate for each camera and is
calculated by Eq. (13.5). The pulse width of the signal is chosen so that it corresponds to the
required exposure time of the camera (see Eq. 13.6). As shown in Fig. 13.1, at the present
project stage, a self-made synchronization unit is used to connect cameras and LEDs based
on internal input and output pins. As shown in Fig. 13.3, the dark image will be captured
for a short exposure time (e.g., 50 microseconds) if the LED and camera are not properly
synchronized.

13.3.5 Tunnel Conditions

The system is to be developed for the roadway tunnels with different shapes like circular or
rectangular tunnels. The working distance is 3–8 m and the light conditions in the tunnel
are low. Therefore, high-power LEDs are selected to provide sufficient illuminations even
in absolute darkness conditions. Moreover, the extraneous light interference is prevented
due to the short exposure time of the camera (see Eq. 13.6). The system can be installed on
a normal car like a kombi van (Volkswagen, 2020), and the intended operating speed of the
vehicle is about 60–65 km/h which is suitable for traffic flows and fast monitoring of long
tunnels with a minimum motion blur in the final images.

Fig. 13.3 Camera and LED synchronization for a 50-μs exposure time
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13.3.6 Image Processing Challenges

The generation of point clouds from the tunnel images offers challenges that are not found
in many other close-range or UAV-based applications. Special features are often poorly
textured environments, low lighting, noisy images, and little vertical overlap between the
images. In addition, many images are captured in a long tunnel, and the limited computing
capacity often prevents all images from being processed in one go. To address these issues,
different scenarios are proposed in this study.

The first scenario is to coarsely estimate the external orientations (EOs) of the cameras
in a local auxiliary coordinate system and use them as initial values for the image alignment
algorithm. The EOs can be calculated based on the tunnel dimensions as well as the
camera’s installation angles in relation to the auxiliary coordinate system, as illustrated
in Fig. 13.4. Figure 13.5 shows the first experiment with a test block of 1600 images. The
alignment algorithm benefits from the coarsely determined EOs, and the semi-global
matching algorithm produces a more complete point cloud.

The second scenario is to process the images of a long tunnel by dividing the image set
into several overlapping image blocks, generate a point cloud for each block, and then fuse
point clouds using a point-based registration technique. The experimental result for this
scenario is shown in Fig. 13.6. The mean error and standard deviation of differences
between the fused point cloud and the original point cloud are 0.07 m and 0.08 m,
respectively. The merging of the point clouds of the three blocks worked well as long as
the overlap between the blocks did not fall below 20% of the length of one of the blocks.

Fig. 13.4 Exterior orientations and the local auxiliary coordinate system
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13.4 Conclusion

This article discusses the most important components of a multi-camera system for tunnel
inspection including cameras, LEDs, and the synchronization unit. Based on the project
requirements for ground pixel resolution, point cloud density and accuracy, the speed of
scanning, the tunnel dimensions, and the total costs, each component should be selected to
guarantee the performance and automation of the final system. Therefore, different possible
options for each component are discussed, and the best possible solution is proposed to
design and develop the inspection system, as shown in Table 13.2. Supported by initial
experimental tests, image processing challenges are addressed in order to generate 3D
models of the tunnel. We will report in the future on the system assembling with Metaphase
LEDs, Gardasoft controllers, and Grasshopper cameras and on our experiments with data
recording in tunnels and data processing for object recognition and damage detection using
deep learning algorithms.

Fig. 13.5 Point cloud generation
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a) Dense point cloud in “one go” processing

b) Generating of 3 dense point clouds from 3 image sub sets

c) The fused point cloud

d) Differences between a and c
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Fig. 13.6 Block-wise point cloud generation
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Evaluation of Crowd-Sourced PM2.5

Measurements from Low-Cost Sensors for Air
Quality Mapping in Stuttgart City

14

Joseph Gitahi and Michael Hahn

Abstract

Exposure to particulate matter (PM) pollution poses a major risk to the environment and
human health. Monitoring PM pollution is thus crucial to understand particle distribu-
tion and mitigation. There has been rapid development of low-cost PM sensors and
advancement in the field of Internet of Things (IoT) that has led to the deployment of the
sensors by technology-aware people in cities. In this study, we evaluate the stability and
accuracy of PM measurements from low-cost sensors crowd-sourced from a citizen
science project in Stuttgart. Long-term measurements from the sensors show a strong
correlation with measurements from reference stations with most of the selected sensors
achieving Pearson correlation coefficients of r > 0.7. We investigate the stability of the
sensors for reproducibility of measurements using five sensors installed at different
height levels and horizontal distances. They exhibit minor variations with low correla-
tion of variation (CV) values of between 10 and 14%. A CV of �10% is recommended
for low-cost sensors. In a dense network, the sensors enable extraction pollution patterns
and trends. We analyse PM measurements from 2 years using space-time pattern
analysis and generate two clusters of sensors that have similar trends. The clustering
shows the relationship between traffic and pollution with most sensors near major roads
being in the same cluster.

Keywords

Particulate matter · Low-cost sensors · Crowd-sourced air quality data · Citizen science

J. Gitahi (*) · M. Hahn
Hochschule für Technik Stuttgart, Stuttgart, Germany
e-mail: joseph.gitahi@hft-stuttgart.de

# The Author(s) 2022
V. Coors et al. (eds.), iCity. Transformative Research for the Livable, Intelligent,
and Sustainable City,
https://doi.org/10.1007/978-3-030-92096-8_14

225

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92096-8_14&domain=pdf
mailto:joseph.gitahi@hft-stuttgart.de
https://doi.org/10.1007/978-3-030-92096-8_14#DOI


14.1 Introduction

Ambient air pollution poses a crucial environmental risk to human health globally. This
applies especially to urban centres which are characterized by high population densities,
heavy vehicle traffic and high concentration of industries. Fine dust particles also referred
to as particulate matter (PM) are a major component of air pollution whose sources include
dust; combustion particles from power plants, vehicles and industries; and reactions of
chemicals such as SO2 and NOx. They are categorized as PM10 and PM2.5 for particles with
a diameter of less than or equal to 10 μm and 2.5 μm, respectively. PM2.5 passes through the
respiratory system with ease due to the smaller size, thus presenting a higher risk to human
health. To reduce health impacts, the World Health Organization (WHO) has
recommended PM2.5 concentration thresholds of 10 and 25 μg/m3 for annual and daily
averages, respectively (WHO, 2016).

Two major sources of data are used for air quality monitoring, satellite remote sensing
products and ground-based sensors. Columnar aerosol optical depth (AOD), a by-product
of atmospheric correction of optical satellite images, is retrieved based on the inversion of
radiative transfer (RT) equations which model the scattering and absorption of solar
radiation by aerosols, gas and water molecules in the atmosphere. Readily available
satellite AOD include the Moderate Resolution Imaging Spectroradiometer (MODIS)
product MOD04 providing a high temporal resolution AOD for daily-based monitoring
at 3 km (MOD04_3K) and 10 km (MOD04_L2) spatial resolution suited for global and
regional scales. Under European Space Agency’s (ESA) Copernicus programme, Sentinel-
3 provides AOD at 300 m spatial resolution with a revisit time of 1–2 days.

Besides land monitoring satellites, satellite missions dedicated to air quality monitoring
like ESA’s Sentinel-5P measure gaseous and aerosol pollutants. Sentinel-5P continuously
measures gaseous pollutants and aerosol index at a spatial resolution of 7 km� 3.5 km with
daily global coverage. While satellite remote sensing products have the inherent advantage
of extensive spatial coverage, their spatial-temporal resolutions are not capable of mapping
spatial-temporal air quality variations in detail. Ground-based air quality sensors such as
reference monitoring stations, operated by environmental agencies and institutions, are
highly accurate and reliable. However, due to their high installation costs, only a few
reference stations are in use. Low-cost sensors present an opportunity to create dense air
quality monitoring networks.

Air pollution in urban environments has large spatial and temporal variations which
require a dense network of sensors for adequate monitoring. High-quality and accurate air
quality monitoring stations are costly to install in large numbers. Citizen science initiatives
have embarked on installing low-cost sensors for civic engagement in monitoring and
controlling air pollution. Some of the initiatives in Europe include CITI-SENSE (www.citi-
sense.eu), hackAIR (www.hackair.eu) and OK Lab Stuttgart (www.luftdaten.info). These
sensors create a dense network which can supplement air quality data from the few
reference stations. The sensors provide relative and indicative air quality measurements
but at lower accuracies than required for regulatory purposes. They are prone to erroneous
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measurements due to sensor faults, wrong handling by users and interference from meteo-
rological parameters such as temperature and humidity. The measurements also have
substantial data gaps hindering continuous air quality monitoring. Evaluation of the sensors
is thus necessary before using them for mapping spatial and temporal variations of air
pollution.

European countries are required to comply with EU air quality monitoring directives—
Directive (AQD) 2008/50/EC on Air Quality (EU, 2008). The AQD outlines the criteria
and reference measurement methods by member countries using fixed monitoring stations
for legislative purposes. However, the directive also allows for supplementary indicative
measurements from low-cost sensor platforms provided they meet the defined data quality
objective (DQO). The DQO, a measure of the acceptable uncertainty of measurements,
allows uncertainties of up to 50% for PM10 and PM2.5 measurements.

Most of the low-cost PM sensors in the market detect the number and size of dust
particles in the air based on the light-scattering principle. For these sensors, accumulation
of dust particles in the measuring chamber and extreme weather conditions, especially high
humidity, are some of the factors affecting data quality (Castell et al., 2017; Badura et al.,
2018; Bulot et al., 2020). The sensors are evaluated on several aspects: stability and
accuracy of measurements, and their precision. The operational stability is crucial to
determine sensors’ performance over long-term measurement campaigns. They are
assessed for stability and accuracy by comparing with measurements of co-located refer-
ence stations, while precision is determined by testing the reproducibility of data from
different units of the same sensor model. The precision of sensors is evaluated using the
coefficient of variation (CV) which is a ratio of the standard deviation and mean of
measurements. A CV of zero shows a perfect agreement, and a CV of �10% is acceptable
for PM monitoring using low-cost sensors (Sousan et al., 2016; Bulot et al., 2020).

Different models of commercially available low-cost PM sensors have been subjected to
tests in several studies to ascertain their accuracy and precision. The SDS011 sensor by
Nova Fitness is a popular choice due to its low cost (<20 €), low energy requirement and
relatively stable performance. Badura et al. (2018) compared multiple units of four
low-cost sensor models with a TEOM 1400a reference station for 6 months. Multiple
units of SDS011 sensors were assessed for reproducibility where they scored a CV of 7%
indicating good precision. The sensors also exhibited good agreement with the reference
station with R2 values of between 0.79 and 0.86. In another study, Liu et al. (2019)
evaluated three SDS011 sensors co-located with a reference station over 4 months in
Oslo. PM2.5 measurements from the sensors were highly correlated with the reference
station having correlation values r of>0.97. On accuracy assessment, the sensors achieved
good linearity with the reference station attaining R2 values of between 0.55 and 0.71, and
low RMSE values of <6 μg/m3.

In this study, we evaluate the suitability of PM2.5 measurements from a low-cost sensor
network for spatial-temporal mapping of air quality in Stuttgart city. The sensors are
evaluated on three aspects. Firstly, we perform an inter-sensor comparison by placing the
sensors with different vertical and horizontal distances in the same location to determine
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the influence of sensor’s placement on performance. Secondly, we assess the stability and
correlation of selected SDS011 sensors with the nearest reference station using a long-term
dataset spanning over 1 year. Lastly, the dense network of sensors is analysed to identify
PM distribution and patterns in a spatial-temporal context.

14.2 Methodology

14.2.1 Study Area

The city of Stuttgart suffers from high pollution; PM levels have in the past exceeded the
thresholds set by WHO which attributed to high traffic and industrial activities. Geograph-
ically, the city centre and main industrial areas are in a valley which affects air pollution
transport and dispersion (Fig. 14.1).

14.2.2 Datasets

In the study, we use two PM2.5 datasets. The first dataset is from five traffic and background
air quality monitoring stations operated by the state institute for environment,
Landesanstalt für Umwelt Baden-Württemberg (LUBW). The stations are distributed
within and outside the city boundary and are used as reference stations in this study.
From these reference stations, we obtain three PM measurements: PM10 gravimetry, PM2.5

gravimetry and PM10 photometry. The photometric measurements are available in real time
for public information, while the more accurate gravimetric measurements are available
after 10 days. Hourly averages of PM2.5 g gravimetric measurements are retrieved from
LUBW API and stored in a spatial database. We use a dataset of measurements from June
2019 to June 2020.

The second dataset is from Luftdaten network of low-cost sensors by OK Lab Stuttgart
(www.luftdaten.info) with approximately 200–350 operational sensors in the city at any
given time. The primary sensor used in this network is the Nova PM sensor SDS011 which
uses light scattering to measure the number and diameter of dust particles passing through
the detector. OK Lab Stuttgart provides users with a list of components required to build
the sensor as well as firmware and the configuration needed to set up the sensor and to
upload recorded data to a central portal. The components include a micro-controller unit,
SDS011 module, an optional temperature and humidity module and a pipe casing. The cost
of the setup ranges from 25 € to 30 €. The sensors upload PM measurements every 2.5 min
to the Luftdaten portal that is accessible via an API. We use scheduled scripts to retrieve
and store measurements every 15 min. This dataset is available from August 2018 to
August 2020 for sensors inside and near the city boundary. Table 14.1 shows the sensor
specifications (Nova Fitness, 2015).
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In Stuttgart University of Applied Sciences, we installed five SDS011 sensors for further
investigations on their stability when placed at different heights and horizontal distances.
They were installed on the facet of a building which is approximately 3–10 m adjacent to a
secondary-class road. The placement of the sensors is shown in Fig. 14.2.

Table 14.1 Nova SDS011 PM sensor specifications

Item Specification

Measuring parameters PM2.5, PM10

Measuring range 0.0–999.9 μg/m3

Minimum resolution of dust
particles

0.3 μm

Response time < 10 seconds

Relative error Maximum of�15% and � 10 μg/m3 at 25 �C and 50% RH

Temperature range �20–50 �C
Humidity range 0–70% relative humidity (RH)

Service life 8000 h

Fig. 14.2 Installation of low-cost sensors at different points on the wall of building in University of
Applied Sciences, Stuttgart. The building is adjacent to a secondary-class road
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Since most of the sensors do not have a weather module, we use weather data from the
OpenWeatherMap service. The data includes temperature, relative humidity, atmospheric
pressure, wind direction and speed from 23 locations in the study area. An alternative
weather dataset from Deutscher Wetterdienst (DWD) is available but has only one mea-
surement location in the study area. This data is retrieved from the API at 15-min interval
and is available from June 2019 to June 2020.

14.2.3 Data Preparation

In the first step, PM observations from the low-cost sensors are aggregated to hourly
averages followed by removing measurements that lie outside the measuring range. The
hourly aggregates are calculated to match the reference stations’ sampling rate. We then
create a new dataset by combining hourly PM measurements from the sensors and the
reference stations, and the weather data. This fused dataset is created by spatially joining
the low-cost PM measurements to the nearest weather and LUBW stations. Since the
LUBW stations are few and sparsely distributed, a field containing the spatial distance in
metres is calculated to allow analysis of low-cost sensors that are only within a specific
distance from the high-quality stations. This combined dataset ranges from June 2019 to
June 2020.

14.2.4 Low-Cost Sensors’ Evaluation

Repeatability of PM measurements is crucial when using low-cost sensors for air quality
monitoring. The coefficient of variation (CV) is calculated for hourly average PM2.5

measurements to assess sensors’ precision for the sensors installed in the university
building as shown in Eq. (14.1). Temporary CV is calculated for corresponding hourly
average measurements and a final CV determined as an average of all temporary CVs. Two
sets of sensors were compared: sensors placed at the same height but varying horizontal
distances and sensors placed at different heights on the building.

CVt ¼ σt
μt
:100 ð14:1Þ

where CVt is the coefficient of variation at time t and σt and μt are the standard deviation
and mean at time t, respectively.

The sensors’ performance is further assessed by comparing with the LUBW reference
stations by calculating the Pearson correlation coefficient (r) and the root mean square error
(RMSE). In this assessment, PM2.5 measurements from low-cost sensors that are within
1 km radius of the reference stations and within the operating range of 0–70% RH are
selected for analysis. To further examine the quality of the low-cost sensors’
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measurements, we select one low-cost sensor for each reference station with the highest
correlation and perform multilinear regression. In the linear fitting, reference station PM2.5

is the dependent variable, and low-cost sensors PM2.5, temperature and humidity are the
independent variables as shown in Eq. (14.2). The relationships are evaluated using
coefficients of determination (R2) and RMSE.

y ¼ β0þ βxþ βRH þ βT ð14:2Þ

Multilinear regression fitting where y is the reference station PM2.5, x is the low-cost
sensor PM, RH is the relative humidity and T is the temperature.

A dense network of sensors provides a chance to extract underlying air pollution spatial
patterns using long-term measurements. We use ArcGIS Pro Space-Time Pattern Mining
toolbox to analyse PM2.5 distribution and patterns in space and time. First, we create space-
time bins by aggregating PM2.5 measurements into daily averages per sensor location. Data
gaps due to sensor malfunction and transmission issues are filled by interpolating values
based on the temporal trend of PM2.5 values for each sensor. The space-time cubes are then
used to analyse PM concentrations using the time series clustering technique. In this
technique, similar sensors are grouped based on either similar PM2.5 values, increase and
decrease of values at the same time or having similar repeating patterns. We extract cluster
patterns based on PM2.5 values using the long-term dataset from August 2018 to
August 2020.

14.3 Results and Discussion

Figure 14.3 represents the results of PM2.5 measurements from five sensors placed at
varying horizontal and vertical distances. Three sensors placed at the same height of
10 m and short horizontal distances of 2, 9 and 11 m from each other had stable
measurements throughout the 1-month testing period. There were no significant variations
and the sensors showed good precision with a mean CV of 10%. For the vertical assessment
on sensors placed at different heights of 6, 10 and 14 m, the measurements followed a
similar trend but with minor variations and a mean CV of 14%. Sensor 18,560 at 14 m
generally has slightly lower values compared to the other two, but sensor 18,554 at 10 m
has slightly higher values than the sensor at 6 m.

A trend analysis of PM2.5 measurements by the sensors over 1 year shows a good
correlation with the reference stations. Out of the 52 sensors selected, 23 had a correlation
coefficient r values of >0.7, and only 13 had r values of <0.5. In both urban and suburban
settings, most of the sensors were able to detect peaks recorded by the reference stations
with minor variances. The higher variations are observed in cold months starting from
October to March as seen in Fig. 14.4. In the 1 km radius, distance from the reference
station has little influence on the correlation, but the location of sensors has a greater
impact. In the city centre map shown in Fig. 14.5, sensors in similar settings as the
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reference stations are highly correlated regardless of the distance. In such an urban
environment, the sensors are influenced by the distance to the road network and the type
of roads in the vicinity (Table 14.2).

We select the highest correlated sensors for each reference station and fit the
measurements using multilinear regression shown in Eq. (14.2). We examine the relation-
ship between the sensors in Table 14.3 and reference stations for the period June 2019–
June 2020, summer months June–September 2019 and winter months December 2019–
March 2020. The sensors showed good linear correlation over the whole period (R2 values
0.52–0.64) but lower correlations during winter (R2 values 0.38–0.58) as seen in the
comparison charts in Fig. 14.6. This is due to SDS011 sensors not having a heating
mechanism to eliminate water droplets in the measuring chamber which negatively affects
their performance. The best results are the warmer period with R2 values ranging from 0.62
to 0.71. The scatterplots of the multilinear fittings are shown in Fig. 14.7.

A space-time cube created using ArcGIS pro with data aggregated to daily averages
shows that for the period between August 2018 and August 2020, there were 758 unique
sensors in the study area. However, all the sensors had data gaps, and 47% of the

Fig. 14.5 A map of Stuttgart city centre showing Luftdaten low-cost sensors that are within 1 km
radius of LUBW sensors. The symbol size represents the Pearson correlation coefficient (r) of PM2.5

measurements recorded between June 2019 and June 2020
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observations had to be estimated by interpolating values based on the temporal trend of
each sensor. Out of the 758 sensors, only 452 sensors were transmitting data as of August
2020. This could indicate a high failure rate of the sensors or mishandling by users. A
different number of clusters were evaluated to extract patterns in the dataset with two
clusters giving the optimum results. From the time series clustering results in Fig. 14.8,
sensors that are near major roads, Cluster 2, have similar trends with higher values than
sensors in the background. Leveraging on the large number of sensors shows potential in
mapping pollution trends in space and time. For example, in Fig. 14.9 the sensors in Cluster
2 were able to detect lower PM2.5 concentration levels during the lockdown period (March–
August 2020) due to Covid-19 compared to the same period in 2019.

Table 14.2 Long PM2.5 measurement comparison for low-cost sensors within a 1 km radius of each
LUBW reference station

Reference station Bernhausen Ludwigsburg

Stuttgart
Am
Neckartor

Stuttgart
Arnulf-
Klett-Platz

Stuttgart-
Bad
Cannstatt

Code DEBW042 DEBW024 DEBW118 DEBW099 DEBW013

Type Background Background Traffic Traffic Background

Setting Suburban Suburban Urban Urban Urban

Low-cost sensors
within 1 km radius

3 2 20 15 12

Pearson
r

MIN 0.22 0.69 0.13 �0.15 0.18

MEAN 0.45 0.72 0.57 0.52 0.64

MAX 0.68 0.75 0.77 0.76 0.78

RMSE MIN 6.04 6.09 4.14 5.50 4.55

MEAN 39.25 7.06 16.01 6.77 6.76

MAX 104.76 8.03 121.01 9.46 15.23

Table 14.3 Low-cost sensors with the highest correlation for each reference station

Reference
station Bernhausen Ludwigsburg

Stuttgart Am
Neckartor

Stuttgart
Arnulf-Klett-
Platz

Stuttgart-Bad
Cannstatt

Type Background Background Traffic Traffic Background

Setting Suburban Suburban Urban Urban Urban

Luftdaten
sensor ID

25,267 34,589 227 30,030 6655

Distance
(metres)

204 920 246 506 510

Pearson r 0.68 0.75 0.77 0.76 0.78

RMSE 6.95 6.09 4.14 5.50 6.06

No. of
observations

2994 1245 1746 2507 3206
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14.4 Conclusions

Low-cost sensors have the potential to improve spatial-temporal monitoring of PM pollu-
tion and supplement information from the costlier reference monitoring stations. The
sensors exhibit stability and high correlation to reference measurements with varying
degrees of accuracy. Whereas the sensors have lower accuracies and data gaps, using
them in a dense network provides a wide coverage necessary for analysing pollution
patterns and trends. One major challenge is outlier detection since it is hard to separate
high pollution events from erroneous recordings due to the sensor’s fault. In a crowd-

Fig. 14.6 Seasonal comparison of R2 and RMSE statistics

Fig. 14.7 Multilinear fitting results of hourly average reference and PM2.5 measurements after
correcting for relative humidity and temperature effects
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sourced project like OK Lab Stuttgart, sensor installation and placement by the users is not
standardized leading to measurements that are not representative of the location. For more
accurate data collection, extensive sensor calibration, testing and robust outlier detection
and removal techniques should be applied. Machine learning techniques could also be used
to predict and fill in data gaps.

Acknowledgement The project “iCcity: intelligent city” is sponsored by the Federal Ministry of
Education and Research (BMBF) under the promotion code 13FH9I01lA and supervised by the
project executing organization VDI Technologiezentrum GmbH for the BMBF.

Fig. 14.8 A map showing the sensors clustered based on PM2.5 values trends over 2 years from
August 2018 to August 2020
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Augmented Reality for Windy Cities: 3D
Visualization of Future Wind Nature Analysis
in City Planning

15

Shubhi Harbola, Martin Storz, and Volker Coors

Abstract

Effective government management, convenient public services, and sustainable indus-
trial development are achieved by the thorough utilization and management of green,
renewable resources. The research and the study of meteorological data and its effect on
devising renewable solutions as a replacement for nonrenewable ones is the motive of
researchers and city planners. Sources of energy like wind and solar are free, green, and
popularly being integrated into sustainable development and city planning to preserve
environmental quality. Sensor networks have become a convenient tool for environ-
mental monitoring. Wind energy generated through the use and maintenance of wind
turbines requires knowledge of wind parameters such as speed and direction for proper
maintenance. An augmented reality (AR) tool for interactive visualization and explora-
tion of future wind nature analyses for experts is still missing. Existing solutions are
limited to graphs, tabular data, two-dimensional space (2D) maps, globe view, and GIS
tool designed for the desktop and not adapted with AR for easy, interactive mobile use.
This work aims to provide a novel AR-based mobile supported application (App) that
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serves as a bridge between three-dimensional space (3D) temporal wind dataset visuali-
zation and predictive analysis through machine learning (ML). The proposed develop-
ment is a dynamic application of AR supported with ML. It provides a user interactive
designed approach, presenting a multilayered infrastructure process accessed through a
mobile AR platform that supports 3D visualization of temporal wind data through future
wind analysis. Thus, a novel AR visualization App with the prediction of wind nature
using ML algorithms would provide city planners with advanced knowledge of wind
conditions and help in easy decision-making with interactive 3D visualization.

Keywords

Wind speed · 3D visualization · Predictive models · Augmented reality · Green energy ·
Machine learning · Meteorological data · Mobile App · Planning cites · Wind forecasting

15.1 Introduction

The usage of environmental monitoring system accumulates data that extend our knowl-
edge about the current status of the environment. The progressing interconnection of
sensors with the quality and quantity of meteorological data has led to an increase in
techniques and methods that support interactive visualization and analysis of temporal data
(Hart, 2006; Bogue, 2008). Today, environmental scientists and city planners now prefer
improved interactive visualization capabilities not only for the historical dataset but also for
predictive analyses. There is a gap between the observed environment and its three-
dimensional space (3D) digital representation in the user-specified time frame for interac-
tive analysis of temporal wind data. Thus, there is still a dissociation that the planner likely
needs to solve for comprehending the situation. The scientific temporal data visualizations
are frequently used in support of interactive visual analytics and are well-accepted within
the geoinformatics disciplines. The data variety, diversity, and volume have brought
forward an impressively large number of methods to deal with various issues related to
spatial and temporal aspects, dynamic interactions, and different view types in multiple
ways of connecting data with two-dimensional space (2D) maps or 3D globes (Harbola and
Coors, 2018). The characteristics of data, voluminous data, multidimensionality, and high
spatial distribution contribute to make situation assessment one of the most demanding
tasks, both for the user and the platform (Thomas and Cook, 2005). Numerous studies have
stressed on the importance of spatial reference of data, while others focus more on the
temporal aspect. Depending on user requirements and the nature of the target audience,
there are different levels of experience and interests that are amenable to scientific time data
(Nocke et al., 2008). It could be standard 2D presentation techniques, both scalar- and
vector-based 3D data representations, and mobile GIS combined with handheld software
(ESRI, 2004; Lin and Loftin, 1998). Combining the augmented reality (AR) for temporal
geoscientific visualization is still yet to be explored. There are studies that deal with
unconventional visualizations of urban pollution levels using mobile AR or tripod-
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mounted AR system to visualize GIS data designed and developed on a range of human
factor studies (White, 2017; King et al., 2005). Mobile visualization offers a solution in that
it directly places heterogeneous datasets at different spatiotemporal scales in their accurate
spatial and temporal context. AR, while coordinated with ML, is an advantage that speeds
up the process and comes up with new good implemented cases that remains a challenge.

In contrast to these works, this paper proposes a combination of visual analysis platform
with spatial, temporal, and future prediction information for the user-defined time frame. It
comes along as an AR mobile Application (App) for quick, advance, and easy interface.
Moreover, mobile display, combined with AR, proposes a natural way to relate abstract
content to the physical world through graphic overlays. Interactive 3D visualizations of
future prediction methods (which work on the original wind data by taking into consider-
ation the noise) are still required. In this regard, the current study:

(i) Introduces the concept of mobile environmental monitoring using handheld AR.
(ii) Analyzes and describes its associated workflow following an iterative user-centered

design (UCD) process.

The proposed AR mobile supported App provides an innovative infrastructure. It
enables access to wind datasets for both future and historical data for user-desired time
frame in interactive 3D visualization. It enables near real-time data access. The developed
App will provide forecast of wind nature and helps to select good sites for wind analysis-
related projects. This 3D visualization will devise smart utilization of renewable energy for
safe and better city planning. This can help to manage and develop the city’s resources. The
remaining paper is organized as follows: The proposed methods and datasets used are
discussed in Sect. 15.2 and Sect. 15.3, respectively, and the results are discussed in Sect.
15.4, followed by a conclusion in Sect. 15.5.

15.2 Methodology

The proposed method is a technique to visualize the historical as well as future temporal
wind datasets interactively. The developed 3D visualization AR mobile supported App is
called WindAR (Fig. 15.1). The WindAR supported 3D visualization of the data makes it
easy to connect with the temporal wind dataset accompanied by spatial and future predic-
tion information. The WindAR starts with an interactive selection dashboard that provides
the user with an interactive way of selecting the location of a sensor. The App offers the
possibility to select data of the sensor at the respective location via the name of the sensor
from a predefined list or by specifying the coordinates of the sensor. The location is
displayed in 3D in the WindAR. The user then selects the desired time frame (day,
month, year). The detailed information in terms of 3D temporal wind flow is displayed
for the selected time frame. Then, the user could perform the intermediate reset for the input
of the section in the dashboard and compare other desired cases visually. This period could
be in the past, which is already available in the App database, or in the future. Here, future
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values are obtained by predicting wind parameters for very short term (a few hours in the
future). 1D Multiple CNN (1DMCNN) (Harbola and Coors, 2019) is used as a regression
method to predict wind parameters. The 1DMCNN architecture consists of five individual
CNN, each of which has its own input layer and is connected to the two common fully
connected layers, followed by the output layer. The output layer uses a linear activation
function, while hidden layers use the exponential linear unit (ELU), a nonlinear activation
function. The output layer has nine neurons to predict the regression output. Each neuron in
the output layer corresponds to an epoch. The 3D visualization of the temporal wind flow
supported by AR is created using Unity’s real-time development framework. Unity offers
many tools to create 3D applications. It supports all relevant AR platforms (such as
Android, iOS, HoloLens) with the same codebase. Unity’s ability to render mesh-based
3D or 2D graphics very quickly makes it an incredibly capable engine for creating
proposed spatial, temporal, and user interactive significant mobile AR App WindAR.

15.3 Dataset

Stuttgart wind datasets are used in this study. In the corner of Hauptstaetter Strasse 70173
Stuttgart, the historical data of 1987 to 2017 is taken from Stuttgart station sensor.1 This
dataset contains the wind speed and direction with temporal information attached in a
30-minute interval. The temporal meteorological dataset is organized with past data first

Fig. 15.1 3D visualisation of the sensor’s location in WindAR App

1https://www.stadtklima-stuttgart.de
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followed by the latest data. It helps to predict wind speed and direction for interactive
selection of time frame in 3D WindAR.

15.4 Results

The proposed algorithms were implemented using Python and executed with four cores on
Intel® Core ™ i7–4770 CPU @3.40 GHz. Stuttgart’s 30-year historical data was used to
train and test the regression-based prediction model 1DMCNN, thereby forecasting the
wind speed and direction. The interactive WindAR App is a platform to visualize the
sensors’ dataset with spatial and temporal information attached, as shown in Figs. 15.1 and
15.2.

In this first version of running AR mobile App WindAR (Fig. 15.3), the .csv files of
temporal wind datasets are included in the App itself. During the initialization of this App
(starting up), the .csv files are parsed line per line, and useful information is extracted into

Fig. 15.2 Running WindAR
App in mobile (top view)
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two lists of each selected parameter. The first list was a collection of all unique dates
without the time in the file, to make user-desired time frame date selection possible. The
second more extensive list contains all data entries from the list, including date, time, wind
speed, and direction. Once during the run time, the desired time range has been selected. A
temporary array with all the required information is generated and visualized in 3D with
AR using WindAR. The time complexity of loading and parsing the dataset is given by
O(n). The extracted geometry (and background) of the sensor location and the environment
are linked to the App using the Vuforia image targets method (Inc., 2011).

3D visualization is done by using Unity’s physical wind system in combination with a
particle system. The wind flow is represented by dust particles’ flowing speed according to
the magnitude and direction of the real-world temporal.

wind flow sensor measurements. The 3D visualization of temporal wind flow over the
sensor location is accompanied by a played wind sound that uses pitches that depend on the
strength of the wind. In order to provide close to real 3D visualization in AR platform, the
wind flow particles are color-coded depending on the wind strength (blue (less than 2 m/
s)!green (2–4 m/s)!yellow (4–6 m/s)!red (above than 6 m/s)) accompanied with the
wind flow motion, thus leaving a trail behind (as shown in Figs. 15.4 and 15.5). In
Figs. 15.6, 15.7, 15.8 and 15.9 the wind flow particles are color-coded depending on the
wind strength accompanied by the wind flow motion leaving a trail behind, as discussed
above. Besides, there is a weathercock, which is rotated to show the wind direction purely
at the sensor’s location Figs. 15.6.

Fig. 15.3 Setting-up the
WindAR App in user’s mobile
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Fig. 15.4 Wind flow visualisation color (strength) assignment scheme

Fig. 15.5 Wind flow color coding scheme ranges

Fig. 15.6 Wind flow with 3D
geometry visualisation
accompanied in the
WindAR App
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15.4.1 Discussion

The proposed WindAR App is an easy and interactive AR technique in which users could
scan the sensor spatial location. The user automatically gets detailed information about the
sensor’s recording parameters and measurements with respect to the time of the year. AR
mobile supported App allows for close to real-time data access. The developed App
provides forecast of the wind in a given area, thereby helping in the proper selection of

Fig. 15.7 Wind flow particles
trail visualisation in the WindAR
App (side view)

Fig. 15.8 Wind color coded
flow visualisation in the
WindAR App
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sites for wind analysis-related projects. The AR-based 3D visualization enables informa-
tion on renewable energy use for competent management, safe and better city planning, and
development of the city’s energy resources.

15.5 Conclusion

The study of meteorological parameters and their effects has been the attention of
researchers in smart city planning to enable thorough use and management of resources
that would contribute to convenient public services and sustainable industrial development.
Using renewable energy supply would provide a healthy and amiable city, and increased
welfare in more general terms. To ensure incorporation into the planning process, the
renovation of the existing planning is indeed the most promising field for climate-related
intervention. In this paper, we have presented an AR mobile App with quick, advance, and
easy interface. It consists of a unique interactive visual analysis platform that combines
spatial, temporal, and future prediction information for the user-defined time frame. The
authors have stressed the need to include energy-conscious strategies to improve environ-
mental quality. The integration of new knowledge and innovative technologies in sustain-
able transformation is the motive of this proposed work. The AR-based 3D visualization
proposed here could be further improved in combination with a web service that loads the
dataset directly into the App from the web server without using .csv files. The authors’
future focus is on fully automatic identification and location detection of these sensors in
real time, with sensor data displayed interactively in WindAR App. Meanwhile, the
predicted speed and direction has the potential to select a feasible location for the wind
sensor installation, and the developed interactive visual analysis of the AR application
facilitates the selection. In addition, since the output of the wind turbines is highly
dependent on the wind speed and direction, WindAR would provide a foresight for better
planning.

Fig. 15.9 Wind color coded
flow visualisation in the
WindAR App (top view)
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Storing and Visualising Dynamic Data
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16

Thunyathep Santhanavanich, Rosanny Sihombing,
Pithon Macharia Kabiro, Patrick Würstle, and Sabo Kwado Sini

Abstract

There is increased activity in developing workflows and implementations in the context
of urban energy analysis simulation based on 3D city models in smart cities. At the
University of Applied Sciences Stuttgart (HFT Stuttgart), an urban energy simulation
platform called ‘SimStadt’ has successfully been developed. It uses the CityGML 3D
city model to simulate the heat demand, photovoltaic potential, and other scenarios that
provide dynamic simulation results in both space and time dimensions. Accordingly, a
tool for managing dynamic data of the CityGML models is required. Earlier, the
CityGML Application Domain Extension (ADE) had been proposed to support addi-
tional attributes of the CityGML model; however, there is still a lack of open-source
tools and platforms to manage and distribute the CityGML ADE data efficiently. This
article evaluates and compares alternative methods to manage dynamic simulation
results of the 3D city model and visualise these data on the 3D web-based smart city
application, including the use of SimStadt web services, databases, and OGC
SensorThings API standard.
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Abbreviation

3DCityDB 3D City Databases
HFT Stuttgart Hochschule für Technik Stuttgart (de) or University of Applied Sciences

Stuttgart (en)
HTML HyperText Markup Language
INSPIRE Infrastructure for Spatial Information in the European Community
NPM Node Package Manager
OGC Open Geospatial Consortium
PV Photovoltaic
REST Representational state transfer
STA SensorThings API
UML Unified Modeling Language
XML Extensible Markup Language

16.1 Introduction

As cities continue the implementation of smart city concepts around the world, a smart city
has been defined as a way of continuously optimising traditional services and networks by
taking advantage of developments in Information and Communications Technology (ICT)
to become more efficient to benefit its inhabitants (European Commission 2020). Smart
cities are often associated with the intelligent network of connected objects and machines
that continuously transmit data using sensors technology and the cloud (Jawhar et al.
2018). At the same time, the virtual 3D city model has been used predominantly in the
past for visualisation (Biljecki et al. 2015). There is a need to visualise and analyse city data
alongside the 3D virtual city model since the 3D city model could also contain essential
datasets related to individual buildings that can altogether be used in helping
municipalities, enterprises, and citizens make better decisions that improve the quality of
life in their cities.

While different standards are used to model and manage 3D city models, having a
common standard eases the exchange of this data between various partners, thereby making
these data reusable. To have a standard definition of the basic entities, attributes, and
relationships of a 3D city model, the Open Geospatial Consortium (OGC) CityGML was
developed to enable not just the visualisation of the virtual 3D city model but also the
management and sharing of these models (Gröger et al. 2012). As one of the popular
standards, CityGML has been widely accepted and used for modelling and sharing the 3D
city model (Arroyo Ohori et al. 2018).

With CityGML models used to store building energy-related information like building
function and year of construction which are vital for building energy simulation, various
energy simulation platforms like SimStadt (Schumacher 2020) have adopted CityGML as a
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definitive source for 3D city model information as data input for performing energy
simulations such as energy demand and solar energy potential. These simulation results
are usually represented by the visualisation platform as it makes data more comfortable for
the human to understand and makes it easier to detect patterns, trends, and outliers in
groups of data (Yi et al. 2008). Furthermore, city administrators and agencies can,
therefore, use these data visualisations to make important decisions concerning their cities
and make changes where needed to improve efficiency.

However, the various data simulation results from CityGML-based building models
could lead to the complexity and heterogeneity of the data model. Therefore, a proper way
of managing and visualising this information is necessary and needed to trace patterns and
place meaning within the data being integrated. In the past, the Application Domain
Extension (ADE) had been developed for extending and managing a specific group of
environmental data such as energy-related building data to be modelled in connection to
CityGML (Biljecki et al. 2018). Still, ADE has some limitations as it needs layers of data
conversion, structures, and tools to access, deliver, and visualise on the web client (Lim
et al. 2020).

In this article, we study and evaluate alternative approaches for managing energy-related
building information with a particular focus on how the 3D city model can be used for
collecting, computing, and visualising energy simulations using the following methods:
(1) computing and visualising the simulated energy data of 3D building models on-the-fly,
(2) using the PostgreSQL database as a datastore for simulated energy data, and (3) using
SensorThings for managing the simulated energy data. These methods are, however, not
the only methods available, but we intend to compare them to find out which is more
efficient when it comes to managing and visualising energy-related building information
such as photovoltaic (PV) energy generation potential, heat demand, etc. from CityGML
models.

16.2 Background

16.2.1 Energy Data Simulation of the 3D Building Models

SimStadt is a simulation software developed at HFT Stuttgart. This software is based on the
modules from the INSEL block diagram simulation system (Schumacher 2020). It is used
to create workflows to simulate the dynamic energy-related attributes in the 3D city models
in CityGML format (Monsalvete et al. 2015). CityGML is an OGC standard format to store
and exchange city models based on the Extensible Markup Language (XML) format,
which contains 3D urban geometry description and other metadata.

An example of a workflow from the SimStadt simulation platform is the heating demand
workflow, which is based on the monthly energy balance. This workflow requires three
building parameters extracted from the input CityGML data: geometric data, building
physics attributes, and building usage attributes. To calculate the building physics
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attributes, information from the CityGML attributes yearOfConstruction and function are
required. These two sets of information are then used to categorise buildings based on their
type and age (Nouvel et al. 2015). Information about the age of a building is used in
calculating the thermal transmittance of walls, roofs, floors, and ceiling surfaces (Agugiaro
2016; Zirak et al. 2020).

16.2.2 Energy Data Management

CityGML Application Domain Extension
The possibility for CityGML to be extended through the ADE mechanism enables other
information to be modelled along with the already existing real-world 3D model. Since the
availability of this possibility, several pieces of information have been modelled, which
includes Energy ADE and Utility Network ADE (Kolbe et al. 2011). Energy ADE extends
the CityGML standard by features and properties, which are necessary to perform energy
simulation and for storing the corresponding results (Gröger et al. 2012). With the
objectives of managing and storing data required for calculating building energy simulation
and results, Energy ADE provides a holistic approach for managing energy-related infor-
mation. It can also be used not just for a detailed single-building energy simulation but also
for city-wide, bottom-up energy assessments, focusing specifically on the buildings sector
(Agugiaro et al. 2018). There are several applications for exploring a CityGML dataset, but
most use cases have to convert the CityGML to another format such as glTF, 3D Tiles, or
i3s for web visualisation. After the conversion process, the data and information linked to
CityGML ADE are lost. For example, the 3D City Database (3DCityDB) has implemented
ADE support into its database. However, users have to develop their mapping script for
reading the ADE contents from the database and matching these datasets to the viewer
format (Yao et al. 2018).

In 2015, research on storing and exchanging sensor or time-series data in the CityGML
model had been conducted with a concept referred to as ‘Dynamizer’ as one of the
CityGML ADE (Chaturvedi et al. 2015). It is used to model and implement the dynamic
properties for semantic 3D city models. It allows representing dynamic and time-varying
attributes directly in the 3D city model in CityGML format. It supports encodings of the
dynamic data by Domain-Range encoding and by Time-Value pair encoding in XML
format. Each CityGML model can contain several representation encodings of the dynamic
data. Example use cases of using Dynamizers had been implemented to connect the
dynamic properties of the building, such as heat demand or energy generation from the
attached solar panels. However, there are still limitations to the use of the Dynamizers
concept. For example, the data manager must have access to the 3D city model, which may
prove difficult when the city model data and simulated data are managed by different
parties or organisations. Also, tools for parsing supporting encoding types of the
Dynamizers written in XML are needed to access the dynamic contents. The data conver-
sion and data structures still have to be implemented in order to utilise the data efficiently.
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SensorThings API (STA)
The SensorThings API is one of the OGC standards of a protocol that unifies ways to
interconnect the Internet of Things (IoT) devices, data, and applications over the web.
SensorThings has two main parts which are Sensing and Tasking. The Sensing part
provides an easy-to-use representational state transfer (REST) application programming
interface (API) for managing the heterogeneous data. These operations include HTTP
POST, GET, PATCH, and DELETE to create, read, update, and delete the sensor data
and metadata, respectively (Liang et al. 2016). Recently, SensorThings API has been used
by several domains. For example, SensorThings has been used as a service for managing
heterogenous air quality sensor data in the European Union Infrastructure for Spatial
Information in the European Community (INSPIRE) (Kotsev et al. 2018) and managing
COVID-19 statistics (Santhanavanich et al. 2020). Additionally, the SensorThings API is
expandable to manage dynamic time-series datasets in the CityGML 3D city models; the
systematic study on this topic was conducted by Santhanavanich and Coors (2021).

16.2.3 3D Data Visualisation (Digital Globe)

The development of web applications for visualisation of 3D objects is built upon the
foundation of the web technologies HTML5 and WebGL. HTML5 introduced the canvas
element, which, when coupled with JavaScript, allows graphics to be drawn by web
browsers while taking advantage of the multi-threading capability of modern browsers.
WebGL extends the canvas element and allows for the rendering of 3D graphics without
the need for plugins and extensions (Chaturvedi et al. 2015). The Cesium JavaScript library
has been developed with this vision of the ‘digital earth’ in mind; it supports 3D data
natively, it is able to portray massive amounts of data, and it allows users to combine
heterogeneous datasets (Moore, 2018). From a technical perspective, Cesium may be
described as an imperative high-level JavaScript library built on top of WebGL that
provides a mapping API that is considered a suitable replacement for the now deprecated
Google Earth API (Hoetmer 2014; Krämer and Gutbell 2015). In recent research, Würstle
et al. (2020) have shown a proof of concept for visualising the 3D city models with the
simulated energy data from SimStadt in the CesiumJS WebGL framework.

16.3 Concept

This section explains our concept for managing the simulated energy data of 3D building
models using the SimStadt simulation software. Several approaches had been implemented
and these are compared and evaluated in turn. These approaches include (1) computing and
visualising the simulated data on the fly, (2) using the PostgreSQL database as a datastore
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for the simulated energy data of 3D building models, and (3) using SensorThings for
managing the simulated energy data of 3D building models.

16.3.1 Computing and Visualising the Simulated Energy Data of 3D
Building Models on-the-Fly

This approach uses SimStadt web service to run energy simulations using only a web
browser and network connection. Therefore, this approach makes the energy analysis
available through a network regardless of the operating system of the running devices.
The end users on this approach define the input parameter values on an HTML (HyperText
Markup Language) form and then submit them to SimStadt to run the energy analysis.
SimStadt will receive these values as a request to run an energy analysis. If the process is
successful, SimStadt will respond to the energy analysis request with the analysis result
data in JSON format. Afterwards, the analysis result data must be extracted and mapped to
fit the 3D Tiles colouring scheme so that each building in the 3D building model can be
coloured based on its corresponding analysis result for the geovisualisation purpose.
Mapping the result data to the 3D Tiles should be done as many times as the number of
data categories for the 3D geovisualisation. In this approach, there is no mechanism to store
the result data once the users stop the web-based application by closing the web browser.
Therefore, in a new web session, the whole process must be repeated when a user runs an
energy simulation process, even though the result for the selected building or area might be
the same as the previous energy simulation request.

16.3.2 Using the PostgreSQL Database as a Datastore for the Simulated
Energy Data of 3D Building Models

The main aspect of this approach is the use of the database for managing the energy data
and building relevant information. The 3DCityDB has an implementation for PostgreSQL,
which in this approach, is used to store the 3D city models in the CityGML format. The
database functions as an anchor point for the SimStadt simulation software. The SimStadt
platform requires building information from the CityGML model to run its workflows. This
approach allows us to keep everything up to date in a centralised way where not every file
needs to be updated if it is used solely for visualisation purposes. The connection between
the database and the simulation software is bidirectional. The database provides the input
data to the simulation software, and the software stores its output in the database. Through
the visualisation, users can update values in the database for the simulation.
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16.3.3 Using SensorThings for Managing the Simulated Energy Data
of 3D Building Models

This approach is based on the CityThings from our previous work (Santhanavanich and
Coors 2021), which uses the SensorThings as a standardised specification API for manag-
ing the dynamic energy data in the 3D city models. The concept of this approach is to
precalculate the energy-related data of the 3D city models with SimStadt. Then, the JSON
result from SimStadt is constructed to conform with the SensorThings and its entities’
specification. The produced JSON result is then added or updated to the SensorThings
server with the HTTP POST or PATCH operations, respectively. On the client-side, users
can directly request the energy data of each 3D building in JSON format from the
SensorThings server with the HTTP GET request. This result of energy data is used to
map to the 3D city models for the data visualisation.

16.4 Implementation

The implementations of this research are based on the 3D city models in the CityGML
format. First, the building simulations were performed in the SimStadt simulation platform
based on these CityGML building models (see Sect. 16.4.1). Second, three different
approaches for managing the energy-related result from SimStadt and distributing to the
web clients were conducted (see Sect. 16.4.2). Finally, the 3D building models with energy
data were visualised on the web-based clients for each data management approach. The
implementations of each approach in this paper are described in Fig. 16.1.

After servers had been implemented according to the three mentioned approaches, a 3D
web application had been developed to present the result data by colouring the building
roofs using the data and also showing them in an informative table (see Fig. 16.2). This
table is displayed when users select a particular roof in the application. The building roofs
are symbolised in different colours based on six different result data, where users can
switch between to have a more intuitive result, which should help users to interpret the
result data. These result data are PV potential yield, PV specific yield, levelised cost of
electricity, total investment, discounted payback period, and financial feasibility.

16.4.1 Energy Simulation of the 3D Building Models with SimStadt
Software

This study uses SimStadt to simulate the buildings’ PV potential and heat demand analysis
to demonstrate the management of the dynamic data from a building energy analysis. The
3D building model is the basis of the calculation in SimStadt. SimStadt extracts the
geometric and semantic data from the CityGML of the observed area for the simulation
process. Furthermore, it also requires the local weather data of the observed area on an
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hourly and monthly basis, including ambient temperature, relative humidity, horizontal
global, and diffuse radiations, which can be imported from a third-party data provider
(e.g. PVGIS, Insel) or weather data files (Meteonorm). In the on-the-fly approach (see Sect.
16.3.1) and the SensorThings approach (see Sect. 16.3.3), we simulated buildings’ PV
potential and the financial feasibility of the photovoltaic system in Stöckach, a city quarter
of Stuttgart, Germany. We implemented the approach with database (see Sect. 16.3.2) by
simulating buildings’ heat demand of Ludwigsburg, Germany.

16.4.2 Managing Simulated Energy Data of 3D Building Models

Approach 1: Managing Simulated Energy Data of 3D Building Models
on-the-Fly
In this approach, users are asked to define the mandatory input parameters on the 3D web
platform. Afterwards, the system translates the user-defined input values into a web service
request to SimStadt to perform a PV potential and feasibility simulation based on the user-
defined input values. Upon a successful simulation process, SimStadt sends back the
simulation result data in JSON format. This result consists of 125 roof surfaces, and each
surface has 38 name/value pairs consisting the roof details, such as building ID, surface ID,
coordinate, azimuth, tilt, and PV potential and feasibility analysis-related details, such as
PV potential yield, irradiance on roof plane from January until December, total investment,
maintenance costs, and financial feasibility.

Approach 2: Managing Simulated Energy Data of 3D Building Models Using
a Database
This approach uses three main components. The main part of this approach is the database
which is a PostgreSQL implementation as illustrated in Fig. 16.1. The 3DCityDB can
import CityGML building models to the database using a 3DCityDB Importer tool. A tool
was created to add the energy-related data to the database. The supported SimStadt
workflows for this approach are solar potential and energy demand. The energy demand
workflow consists of six individual modules. To connect from SimStadt to the database, the
workflow needs to be extended. The third module in this workflow is a preprocessing step
where the model is prepared for the further calculations which are done in the following
modules. The specifically programmed extension is used after the last preprocessing step
and before the first calculation step.

Approach 3: Managing Simulated Energy Data of 3D Building Models Using
OGC SensorThings API
This approach uses SensorThings as a standard interface to manage and distribute the
simulated energy data of 3D building models. This includes the installation of the
SensorThings on the server following by the data modelling based on the entities model
of the SensorThings standard specification. Then, the data and metadata of the simulation

260 T. Santhanavanich et al.



tool and simulation result are stored to the SensorThings with the SensorThings Manager
tool (STA Manager). Finally, the testing is conducted before sharing and connecting the
SensorThings to the clients.

The simulation result from the SensorThings can be requested by any client through the
HTTP GET request according to the SensorThings standard specification in the standard
document (Liang et al. 2016) with the CityThings concept (Santhanavanich and Coors
2019). For the visualisation, the 3D city models in 3D Tiles format were loaded in the
CesiumJS-based application. These 3D Tiles models preserved the gml_id attributes as
identification of each building. Accordingly, clients can request for all dynamic contents of
each building by specifying the gml_id of the CityGML building model.

16.5 Evaluation

This research evaluates and compares three different approaches for managing the energy-
related data of the 3D city models including (1) managing building simulation data on-the-
fly (via simulation API), (2) managing building simulation data using a database, and
(3) managing building simulation data using OGC SensorThings API standard. Several
features in aspects of data visualisation on the web client and data organisation had been
conducted (see Table 16.1).

In the first approach, the simulation is done on-the-fly in real time. The main advantage
of this approach over other approaches is that users can input the parameters for the
building energy simulation every time they use the application. However, as the simulated
data is not stored anywhere, the energy simulation process is always triggered every time
users visualise the energy data, which costs the server computation and user payload.

In the second approach, the regular database is used for storing and distributing the
energy-related data of the building models. This provides an advantage when storing large-
scale building data. Also, the simulation data can be loaded to the client in a very short time
as the simulation data is pre-calculated on the server-side. However, as there is no interface
to get the data from the database, it needs a programming tool to connect a client to the
database level, which this process has to be repeated when applying to a new use case.
Another obvious drawback is that users cannot input the parameters to calculate specified
simulation scenarios on-the-fly. To deal with this, several simulation scenarios can be
pre-calculated with a trade-off for the storage requirement on the database.

In the last approach, the SensorThings API specification is implemented on the server-
side for managing the energy-related data of the building models in which each Thing
entity is linked to the particular CityGML part by the CityThings concept (Santhanavanich
and Coors 2021). As the backend of the SensorThings server is the database, it supports
large-scale building energy data transaction. In this approach, users can request, add,
update, or delete energy data of the building models from the database through the
SensorThings interface, which is a standardised specification from OGC (Liang et al.
2016). Accordingly, the data managed by SensorThings can be distributed widely for
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Table 16.1 The overview feature comparison of three different approaches for organising the
building simulation data

Data management
Features

Managing
simulated
energy data of
3D building
models
on-the-fly

Managing
simulated energy
data of 3D building
models using a
database

Managing simulated
energy data of 3D
building models
using OGC
SensorThings API

Data
visualisation
visualization

User interface
for visualising
building
simulation on
the web client

Users can
input any
parameters or
scenarios
on-the-fly

Users can only
select pre-simulated
scenarios

Users can only select
pre-simulated
scenarios

User loading
time for
visualising
building
simulation

~20–30 s per
100 buildings

~1 to 2 s per
100 buildings

~1 to 2 s per
100 buildings

Data
organisation

Support data
storage in the
database

– Supported Supported

Management of
the multiple
building
simulation
scenarios in the
database

– Manually manage
with an additional
application layer,
e.g. node.Js server

Organised by
SensorThings data
model in the
Datastream entity

Role-based data
access to the
simulation data

– Accessible only to
the database
administrators.
Role-based access
control can be
extended

Different
authentication roles
can be given to users
(read, write, update,
delete, and admin)

Interface to
access, add,
update, and
delete the data
in the database

– Manually manage
with an additional
application layer,
e.g. Node.js server

Users with
appropriate roles can
access, add, update,
and delete data
through the REST-
based protocol

Building
simulation data
distribution

– The API to allow
data access can be
extended. The API
document must be
added

The data can be
access through
SensorThings
interface. The
standard API
document is
provided by OGC
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several client applications with the SensorThings interface without the need for the
dynamic web server to access the database. Although it lacks flexibility for user’s specified
parameters, several simulation scenarios can be performed and updated to the
SensorThings server effectively through the HTTP POST method. Compared to the
CityGML ADE, SensorThings manages the energy data independently, and there is no
need for modifying the existing CityGML XML schema for the energy data. Moreover, the
SensorThings has the JSON-based encoding, and its interface supports queries through the
HTTP GET request, which includes result sorting, result filtering, and geolocation filtering.
Still, the data modelling of the energy data to the SensorThings schema is not straightfor-
ward, since the characteristic of dynamic data from an energy simulation is different from
the ones from IoT devices. Therefore, the mapping must be carefully designed in order to
reach optimal usage.

16.6 Conclusion

CityGML models are used in several domains and locations around the world. In the
context of the building energy demand and PV potential simulation, the CityGML ADE
had been developed to handle the simulation result. However, there is still a lack of open-
source tools and platforms to manage and distribute data efficiently. In this article, we
present a way to bridge these gaps by evaluating and comparing three alternative
approaches for managing the building energy simulation data, including (1) managing
simulation data on-the-fly (via simulation API), (2) managing simulation data using a
database, and (3) managing simulation data using OGC SensorThings API standard. The
three implementations were assessed comparatively in the use cases of heat demand and
PV potential analysis in cities in Germany, including Stöckach-Stuttgart, Ludwigsburg,
and Grünbühl. The evaluation of these three approaches is discussed in Chap. 5. In
summary, each approach discussed in this research has advantages and disadvantages
that can effectively influence which approach will be selected by researchers or application
developers.

The first approach would give users the flexibility to simulate the building energy
demand and potential with user-specified parameters in which the high-performance
computation power is needed on the server-side. However, in the second and third
approaches, the database is used to store the simulated result in advance, in which high
disk space on the server is required to store several simulation scenarios. Comparing the
regular database and the SensorThings for storing the simulated result, the SensorThings
shows advantages of flexibility, allowing users with multiple roles to read, add, update, and
delete the data with the standardised request protocol. Accordingly, using SensorThings is
more efficient and effective in terms of data management and data distribution. In conclu-
sion, the integration of the SimStadt API service for simulating results on-the-fly and the
SensorThings API for managing pre-simulated results is recommended to enable most
benefits to store and visualise the energy analysed data in the smart cities’ application.
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Deep Learning Methods for Extracting
Object-Oriented Models of Building Interiors
from Images

17

Lars Obrock and Eberhard Gülch

Abstract

In this chapter, we present an approach of enriching photogrammetric point clouds with
semantic information extracted from images of digital cameras or smartphones to enable
a later automation of BIM modelling with object-oriented models. Based on the
DeepLabv3+ architecture, we extract building components and objects of interiors in
full 3D. During the photogrammetric reconstruction, we project the segmented
categories derived from the images into the point cloud. Based on the semantic
information, we align the point cloud, correct the scale and extract further information.
The combined extraction of geometric and semantic information yields a high potential
for automated BIM model reconstruction.

Keywords

Semantic modelling · BIM · Point clouds

17.1 Introduction

The digitalisation of the building sector is progressing steadily. Object-oriented models in
BIM (building information modelling) are the central elements and represent the entire life
cycle of a building, from planning and operation to demolition. In addition to the 3D

L. Obrock (*) · E. Gülch
Hochschule für Technik Stuttgart, Stuttgart, Germany
e-mail: lars.obrock@hft-stuttgart.de

# The Author(s) 2022
V. Coors et al. (eds.), iCity. Transformative Research for the Livable, Intelligent,
and Sustainable City,
https://doi.org/10.1007/978-3-030-92096-8_17

267

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92096-8_17&domain=pdf
mailto:lars.obrock@hft-stuttgart.de
https://doi.org/10.1007/978-3-030-92096-8_17#DOI


component and object geometries, they also contain all relevant semantic information.
However, the introduction of BIM is currently taking place almost only in the planning of
new buildings (greenfield). Due to the very high complexity of manual data acquisition and
processing, the recording of already existing buildings (brownfield) as BIM models has
been a minor topic so far. Developing an automatic extraction of the necessary information
yields a high potential at simplifying the creation of such “As-Build” or “As-Is”models and
thus the possibility to make them widely available. Creating these models requires three-
dimensional data. We consider photogrammetry as a very suitable method to not only
capture and reconstruct buildings as point clouds of high quality but also to extract further
semantic information out of these images. Image information is acquired indoor and
outdoor and can be merged with point cloud data from mobile laser scanning devices.

We present our general workflow for modelling interior and exterior parts of a building
to derive 3D geometries and semantic information. Then we focus on details of our
developed theory and the implemented approach to provide both semantic and geometric
information for the case of interior rooms. The results in real-world scenes are analysed and
an outlook for further developments is given.

17.2 Related Work

Building information modelling is a major focus of the digital transformation of the
building sector. With the Stufenplan Digitales Planen und Bauen, the Federal Ministry
of Transport and Digital Infrastructure gradually introduced the BIM method into the
planning processes of public infrastructure (Bramann et al., 2015a). In Germany, its
implementation is taking place supported by guidelines and investigation mainly focusing
on its introduction and execution in various disciplines, e.g. Egger et al. (2013),
Eschenbruch et al. (2014), Kaden et al. (2019) and Bramann et al. (2015b).

A reconstruction of existing buildings as three-dimensional BIM models is possible
using measurements of geodetic instruments (Borrmann et al., 2015) or (Clemen and
Ehrich, 2014). The increased demand of geometric three-dimensional data and additional
semantic information of a BIM model is mostly ignored. In consequence, the acquisition
and modelling of measurement data is highly complex and requires a large expenditure of
time and money.

The whole field of deep learning has become a major focus of research in recent years.
Especially computer vision based on convolutional neural networks progressed a lot since
Krizhevsky et al. (2012) were able to achieve great improvements in image classification.
Many approaches aim at further development and improvement of reached accuracies,
e.g. Szegedy et al. (2015), Simonyan and Zisserman (2015) and Huang et al. (2017). In
addition to the pure classification of entire images, the idea of localising the detected class
in the image also gained a lot of interest. Two different approaches have emerged for this
purpose. Object detection, as presented in Ren et al. (2015), uses bounding boxes to locate
and classify objects. Even more precise, the semantic segmentation classifies every pixel of
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an image. As the resolution of the input images is retained, this method is very well suited
to project the extracted semantic information into a point cloud.

One of the first popular networks was by Long et al. (2015), which was named fully
convolutional network (FCN). In Obrock and Gülch (2018), our first approach to automat-
ically generate a semantically enriched point cloud from mobile sensors was based on the
application of deep learning for segmentation of eight interior building components and
objects using an FCN. In Gülch and Obrock (2020), we were able to verify that the
combination of photogrammetry and deep learning is a solid approach to generate a
semantically enriched point cloud of interiors now using DeepLabv3+ (Chen et al.,
2018). In consequence, the components and objects can be differentiated very well in the
point cloud.

In this contribution, we relate our recent developments in this approach to our overall
designed framework and show updated results with further improved quality.

17.3 Methodology

17.3.1 Overview

Images are the main component of our approach because of the massive amount of
information contained in them. They are the input for the photogrammetric point cloud
generation and the extraction of objects based on deep learning methods. In addition, we
include point clouds from low-cost mobile laser scanning devices in interior rooms to
provide point cloud information in areas where walls and room parts are very homogeneous
and do not allow reliable point cloud derivation from imagery. For exterior parts, we rely
on photogrammetry only, as low-cost mobile laser scanning devices have limited range of
acquisition. We have developed a strategy as shown in Fig. 17.1 to combine interior and
exterior parts of a building to, e.g. estimate wall dimensions. To link exterior and interior,
we focus on doors and windows and have developed acquisition strategies for the different
building parts using different sensors. We integrate point clouds and align them to get the
geometric 3D information. We derive semantic information from imagery and point clouds,
and we basically use the same methods for interior and exterior parts; however, the type of
classes and thus object parts differ. In this contribution, we will only concentrate on the
semantic segmentation of interior rooms.

17.3.2 Workflow for Reconstructing Interior Rooms Based on Image Data
and Deep Learning

Details of our approach of interior rooms are given in Fig. 17.2. We use DeepLabv3+ as the
architecture of our neural network to segment components and objects of interiors visible in
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the images at pixel level. And network backbone xception 65 is used. The training of the
model is conducted using manually segmented ground truth data.

The trained model then is used for inference on the images of an exemplary room. The
images also are used to generate a point cloud using photogrammetry. Afterwards, the
category information stored in the RGB values of the segmented images is transferred in
the point cloud by projection based on the determined camera parameters. Ideally, the
result would be a classified point cloud, but because of interpolation, the points cannot be
clearly assigned to the categories. Therefore, an additional step is taken to reclassify them.
By using the clearly classified point cloud as input for further post-processing, we are able

Fig. 17.1 Methodology to acquire geometric and semantic information for interior and exterior parts
of a building using images from cameras and point clouds from mobile laser scanning
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to automatically correct the rotation and scale, as well as extract additional information like
floor, ceiling and wall planes.

We are testing our approach on two rooms, an office and a computer laboratory.

17.4 Semantic Segmentation of Interiors

A comprehensive and high-quality segmentation of all the important building components
and objects visible in the images is our basic source of information. It is of essential
importance for a complete reconstruction of an existing building. The current object
categories include 25 components and objects important for a great variety of
interiors (Table 17.1). Because the category “Wall” had to be excluded due to negative
effects on the segmentation quality, the model was trained for extracting 24 categories and
a “Background” class of unclassified objects.

An extensive training data set was created for training the neural network. It is based on
nearly 300 images and the corresponding manually segmented ground truth annotations
and was expanded to almost 18,000 unique images using data augmentation.

Based on a pre-trained model, the training was conducted using fine-tuning.
The resulting trained neural network is used for inferencing the images of the two

rooms. In an additional post-processing step, some small, random areas, which are partially
present in the segmentations but do not relate to any real object, are filtered out.

As shown in Fig. 17.3, we can obtain rather good results, despite the complexity of the
categories. Some of the categories, especially the ones covering large areas, have a high
consensus. Errors are occurring where objects resemble each other too closely, like the feet
of the “Table” and “Chair”. It is also noticeable that unique objects are segmented more

Fig. 17.2 Detailed workflow for semantic and geometric generation of interior rooms
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precisely than plain and uniform areas like “Ceiling”, in which some holes occur. Small
objects like “Light switch” and “Socket” are mostly well segmented depending on the
angle and distance at with they are imaged.

17.5 Classified Point Cloud

With BIM models as our target, we need to transfer the two-dimensional semantic
information from the images into three dimensions. Using photogrammetry and digital
image matching, the original images of both rooms build the basis to create three-
dimensional, semantically enriched point clouds using Agisoft Metashape (Agisoft, 2020).

Table 17.1 Overview over 25 object categories of interiors

Room forming
components

Connecting
components Fixed objects of interest

Movable objects of
interest

Floor Door Light switch Socket Poster

(Wall) Window Lamp Pillar Bookshelf

Ceiling Heater Pipe Carpet

Stairs Railing Cabinet

Sink Toilet Chair

Cable
trunking

Fire
alarm

Table

Fire alarm
siren

Fire extinguisher

Our model was trained for 24 classes plus a “Background” class of unidentified objects. The category
“Wall” was excluded from training

Fig. 17.3 Exemplary results of our trained DeepLabv3+ model inferencing the images of the office
room (2� upper left) and the laboratory (2� upper right) captured using one camera each. The bottom
row shows the segmented categories of each image
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To project the category information stored in the RGB value combinations of the
segmented images into the point clouds, the determined camera position and rotation
are used.

The resulting point clouds are proofing the feasibility of our concept of an automatic
generation and category projection. Despite the visible noise of the point clouds, the rooms
are captured rather good. However, there are missing areas, often at the large and uniform
components like walls and especially the ceiling, where the point cloud generation was
problematic.

17.6 Reclassifying the Point Cloud

The colour values of the individual points are derived by interpolation of the overlapping
values in the individual images (cf. Fig. 17.4). If their camera orientations in three-
dimensional space are inaccurate or if the segmentations do not match, the interpolation
results in erroneous values in the generated points (e.g. at the door).

To get a clear assignment of the categories, a reclassification of the point cloud is carried
out by looking at the colours of the individual points in three-dimensional space and
determining their Euclidean distance to the colour values of the individual categories.
Additionally, the distances of the colour values of a point to those colour values are
calculated, which result from the interpolation of a category with “Background” points
as the most common class. If the distances to one of these are smaller than a threshold
value, a direct assignment to the corresponding category is made.

In case that these criteria are not fulfilled, the neighbourhood of the points is examined
for the assignment of the categories. If still no categories can be determined by distance and
neighbourhood investigations, they are listed as an undefined “Background” point. The
point clouds resulting from this step now contain clearly assigned categories for each point
as shown in Fig. 17.5.

Due to the overlapping of many segmented images, individual segmentation errors
rarely influence the final classification of the point cloud. Incorrect category assignments
mostly occur if there are systematic errors in the segmented images, the camera positions
and rotations are inaccurate or the point cloud has deficiencies.

Fig. 17.4 Different views of the generated point clouds after the projection. There is no clear
distinction of categories possible, as the colours changed through interpolation
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17.7 Quality Analysis of the Point Clouds

In Table 17.2 the quality results are shown. They are based on the comparison with
manually segmented copies of each point cloud and enable us to extract data about the
accuracy (ratio of correctly classified points of each category) and mean intersection over
union (mIoU) of the categories present in both rooms. The overall good quality of the
classification is confirmed by the mIoU with a value of 54.2%. This also applies for the
calculated mean accuracy of 62.3%, which is showing a high consensus of the ground truth
points.

Individual IoU numbers range from low values of “Light switch” to high values of
“Door”. Especially bigger objects seem to be classified very good. The categories of
“Socket” with 19.3% and “Light switch” with 6.5%, which represent very small objects,
only achieve a low IoU in the point cloud. Partly contrary to this, the accuracy of “Light
switch” is reaching a much better value with 48.9%. This is due to a comparingly high
amount of interpolated and then wrongly assigned colours which belonged to points of the
floor. Because the number of actual points of “Light switch” is small, these wrongly
assigned points have a huge influence on the IoU.

Despite these minor effects, it is clearly visible that through projection and reclassifica-
tion of the categories in the point clouds, a high quality of classification is reached.

Fig. 17.5 Different views of the reclassified point clouds. A sharp distinction between categories is
now visible
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17.8 Automated Post-processing

To relate our reclassified point clouds to the real world, we need a post-processing step.
Since the point cloud was generated fully automatically and without the use of control
points, neither its rotation in space nor its scale correspond to the real conditions. Extracting
these is, however, possible based on our generated semantic information.

The points segmented as ground are used as basis and incorrectly classified points are
filtered out. From the remaining selected points, the ground plane is derived. Then the point
cloud is shifted to the origin and rotated in an iterative process until the ground plane is
aligned horizontally. Next, the ceiling plane is determined from the corresponding points
segmented as ceiling.

Subsequently, wall planes and wall points are extracted from the point cloud as they
could not be considered in the segmentation. This is achieved based on a top view heat map
created from the unclassified “Background” points of the point cloud, where the pixel
values are based on the numbers of existing points of a grid. When viewed in two
dimensions, an accumulation of points is to be expected especially on walls, as they are
the vertically limiting elements of the rooms (Fig. 17.6).

The probable angles of the walls are extracted based on the most prominent lines
determined by a Hough transform algorithm and then transferred into three-dimensional
planes. Previously uncategorised points close to these are classified as wall and their actual
best-fit planes are determined.

To achieve a correct scale for the point clouds, the dimensions of an object in the real
world and a segmented object in the point cloud have to be adjusted. As an object of
comparison, especially doors have proven to be well suited. Because the point clouds are
correctly aligned, the height of objects can easily be extracted from its minimum and
maximum values and is therefore used for comparison. The resulting scale is used to adjust
the point cloud (Fig. 17.7).

When using the scaled point cloud for comparison, the extracted distances are matching
the measured real distances often pretty well as shown in Table 17.3.

The extracted walls, floor and ceiling planes, automatically derived entirely from data,
represent the room geometry in its basic features.

With our investigations and the solutions based on them, we have taken further
important steps to enable automated BIM-compliant modelling of existing buildings.

17.9 Conclusions

In this paper, we present our methodology for automating BIM model generation from
images and mobile laser scanning. We were able to verify that the combination of
photogrammetry and deep learning is a solid approach to generate semantically enriched
point clouds of interiors. The combined extraction of geometric and semantic information
based on segmentation with DeepLabv3+ and projection into the photogrammetric point
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clouds achieves good results. In consequence, the components and objects can be
differentiated very well in the point clouds. The reached mIoU of 54.2% for the classified
point cloud confirms the good quality of this approach. Additional important information
essential for a BIM model can be extracted by analysing and post-processing the point
cloud.

Fig. 17.6 Derived heat maps of both rooms used to extract the most prominent lines using Hough
transform algorithm

Fig. 17.7 Different views of the post-processed final point cloud. Rotation and scale are corrected.
Extracted wall point is visible in the point cloud in light grey colour

Table 17.3 Comparison of measurements of objects in the real world to their counterparts in the
scaled point cloud

Real world (cm) Point cloud (cm)

Office Height table 72.3 72.1

Width cabinet 110.0 108.9

Laboratory Width poster 85.5 84.6

Height window 201.2 196.9
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As shown in the methodology, it is planned to extend this approach to the combination
and joint processing of several rooms as well as including mobile laser scanners. With the
methods presented here, we have created a solid basis for the acquisition and modelling of
semantic and geometric information of interiors for BIM models towards their automated
reconstruction.
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Cooperative Planning Strategies in Urban
Development Processes 18
The Example Common Space ‘Österreichischer Platz’ in
Stuttgart

Carolin Lahode and Elisabeth Schaumann

Abstract

Cities face a variety of challenges today. To react on these challenges, especially the
design of public space as a space of encounter and negotiation is important. In this
context, cooperative planning processes are gaining more and more popularity, as
cooperation seems to offer the chance to produce solutions for a diverse urban coexis-
tence and a collective understanding of the common good.

Despite the frequent use of the term, there is yet no clear definition of cooperative
planning processes. In this regard, the article analyses the development process of the
‘Österreichischer Platz’ in Stuttgart. The project strategy included an open-ended
experimental process over the course of 2 years with a multiplicity of stakeholders.
The innovative cooperation of various initiatives, the civil population and
representatives of the city administration and politics defines the project as a lighthouse
project for urban development in Stuttgart.
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18.1 Introduction

Cities face a variety of challenges today. These challenges include structural change in the
retail sector, climate change and the necessary climate adaptation measures associated with
it (Frauns & Scheuvens 2010; Kalandides et al. 2016; Lüscher 2015). In addition, increas-
ing social polarization and a lack of social cohesion, as well as a lack of individuality and
neglected public space, are current issues confronting urban development (Fahle & Burg
2014; Frauns & Scheuvens 2010; Trommer 2015). This development is also reflected in the
UN’s Sustainable Development Goals, which include making cities and human settlements
inclusive, safe, resilient and sustainable (DSDG 2019).

Public space is the space where the public is formed and as such a place of social action
of any kind (Brendgens 2005; Wolf & Mahaffey 2016). The design of public space as a
meeting place for urban society and as a source of identity is particularly central. Therefore,
an attractive design that meets the diverse demands of the residents is necessary (BBSR
2019).

Currently, participation culture in Germany rarely allows active participation and
co-creation in planning processes in public space. However, in order to meet the diverse
needs, new activation and participation formats are needed, as well as a rethinking of
planning processes. ‘Participation is [thus] not only an instrumental enrichment of
planning, but also a path to creative spatial development’ (Ipsen 2010 p. 237). Ultimately,
sustainable urban development is also a social process of different actors, which is thus
characterized by cooperation and communication (Kagan, Kirchfeld & Weisenfeld 2019).

This article examines cooperative planning as a strategy for opening up planning
processes to different stakeholders of the city and a mode of active co-production of
space. The public space project ‘Österreichischer Platz’ is used as a current example for
cooperative urban development. In the absence of an up-to-date and accurate definition of
cooperative planning processes, an initial attempt at definition is based on this case study.

18.2 Participation in Urban Planning Processes

18.2.1 Fundamentals and Legal Framework

Since the 1980s, openly kept participation processes have become established in urban
planning, as they often lead to an improvement in the content and concept of planning
(Bodenschatz & Polinna 2010; Häussermann, Holm & Zunzer 2002; Healey 2012; Selle
2013).

In formal planning processes (e.g. municipal urban land use planning), formal partici-
pation of the public and of the bodies responsible for public affairs is required in accor-
dance with §§3,4 BauGB, meaning public information about the planning and opportunity
for expression of opinion must be given. With this type of participation, planning law aims
to avoid impairments or disturbances by third parties (Selle 2018), but not to empower
people to take part in the development of these plans.
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Today, informal integrated urban development complements formal planning processes
in order to comprehensively meet the multitude of challenges of urban development.
Integrated urban development concepts aim, for example, to work out future guiding
principles for the development of a city or neighbourhood together with local actors
based on an analysis of the current situation. Recommendations for action are also part
of these strategies. They rely on active cooperation between citizens, municipalities and
economic actors (Krappweis 2020; Beckmann 2018; Frank & Strauss 2010; Wékel 2018).

The German urban renewal strategy (Art. 104b GG and §§136-171e BauGB) also offers
participation possibilities. Thereafter, cities can apply for urban development funding.
Residents and other stakeholders are then given the opportunity to participate,
e.g. through open discussions, surveys or workshops. They can get a direct say by being
able to implement smaller measures by themselves, financed by a disposal fund
(‘Verfügungsfond’) (BBSR 2018; BMVBS 2012). Furthermore, it is possible for the
citizens to discuss the renewal processes in a neighbourhood management with a direct
contact person (BBSR 2018).

Despite these long-standing approaches, opportunities for participation and
co-determination in urban planning processes for civil actors remain limited. Recently,
the political-administrative planning apparatus is opening up to alternative, experimental
and more cooperative participation, in the form of temporary interventions (Schaumann &
Simon-Philipp 2018) and civic commitment (Humann & Polinna 2020). The interest in and
promotion of cooperative planning is reflected not least in the recently launched federal
award ‘Koop. Stadt’, which honours successful examples of cooperation between
municipalities and civil actors.

18.2.2 Cooperative Planning as a Theoretical Practice

Although cooperative planning seems to be a quite popular term recently, a more precise or
descriptive definition of this term is still lacking. In an attempt to theoretically delimit
cooperative planning processes, this article refers to aspects of cooperation, collaborative
planning and co-production to form a temporary definition.

Cooperation itself is defined as a strategic and temporary teamwork on clearly defined
areas of cooperation between equals to achieve a goal that one party alone can either not
accomplish at all or at least as well (BBSR 2020). According to Sennett (2019), coopera-
tion is a craft that requires the ability to listen, empathize and dialogue and dialogic
cooperation therefore the highest goal (Sennett 2019, p. 17). Successful cooperation also
involves curiosity, appreciation and mutual trust of all parties involved (BBSR 2020).

Referring to these characteristics of cooperation, conclusive similarities to collaborative
planning and coproduction can be drawn. Collaborative planning is deemed as an ‘inclu-
sive dialogic approach to shaping social space’ (Brand & Gaffikin 2007, p. 283) by
constant reflection and undistorted debate. This kind of continuous negotiation contributes
to a sustainable development of neighbourhoods, cities and regions and thus strengthens
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societal cohesion (BBSR 2020, p. 8). However, if one takes collaboration as a term for
ideational working together on a topic, it seems to differ from Sennett’s understanding of
cooperation as craft in so far. Critics further note that collaborative planning is relying too
much on consensus and commonality to represent a diversity of opinions. Thus, a demand
for a more agonistic approach is emerging (Brand & Gaffikin 2007).

Cooperative planning seems to coincide with the definition of co-production as given by
Wolf and Mahaffey (2016) of ‘a non-hierarchical methodology, an indirect approach to
problem solving that embraces complexity, multiplicity of actors, processes, ideas and
solutions’ (p. 64). Yet, while participants in co-productive processes collaborate on a
common task, in cooperative planning, parties are working parallel on individual areas
(BBSR 2020).

Due to their dialogic character, cooperative processes need to be open-ended (Selle
2018). An experimental approach supports the dialogue and negotiation of different needs
(Sennett 2019). In this way, the planning homogeneity that often prevails today is
counteracted and spaces of potentiality are co-produced (Wolf & Mahaffey 2016).

To illustrate as well as to prove these found criteria for cooperative planning processes,
this article analyses the development of the ‘Österreichischer Platz’ in Stuttgart as a
practice example.

18.3 Case Study ‘Österreichischer Platz’

18.3.1 General Context

The ‘Österreichischer Platz’ is a multistorey traffic structure in Stuttgart. This ‘square’ is
situated in the very centre of the city and consists of a traffic circle with an adjoining bridge,
a parking area underneath and an adjacent federal road. As a relic of the car-friendly city,
the traffic structure and its surrounding area have been on the agenda of local urban
planning authorities for a long time. Due to the difficult traffic situation and a complex
variety of stakeholders, no conclusive plan has been developed (Fig. 18.1).

The association Stadtlücken e.V.1 initiated an intervention in 2016 that asked for
alternative uses for the parking area, thereby a cooperative development of this actually
public space was stimulated. Politics, city administration, civil initiatives and citizens were
working together on a common vision.

1Association based in Stuttgart that aims at raising the awareness of the importance of public space
(www.stadtluecken.de)
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18.3.2 Strategy for Spatial Activation

After the success of their initial activities in 2016, the municipality asked Stadtlücken to
hand in a proposal for the development of the parking space. Their strategy included an
open-ended experimental process over the course of 2 years (period of municipal budget),
involving various initiatives and the civil population. The city council approved the
strategy and provided a subsidy for the implementation of the project.

The experimental field ‘Österreichischer Platz’was set up in the front area of the parking
space. To get a better understanding of the area and its needs, different usage scenarios
were tried out throughout the 2-year project phase. The ideas for potential usages,
generated by Stadtlücken and other civil actors, ranged from housing (with a tiny house
exhibition), public cinema, concerts and a children’s playground to flea markets. Openly
formulated social and democratic values were set up as a scope of action. While the space
was still clearly recognizable as a former parking lot, a floor graphic and a few seating
facilities formed the design framework for further civic engagement (Fig. 18.2).

Especially in the beginning, members of Stadtlücken took care of the place and
organized activities. The activation of the parking space through the idea of an open
construction site and the events generated a lot of attention with neighbours and passers-

Fig. 18.1 View of the traffic structure with the parking space beneath the traffic circle

18 Cooperative Planning Strategies in Urban Development Processes 287



by. The project’s further publicity strategy included a constantly updated calendar of events
online2 and on site as well as an Instagram channel.

After the first year of intense experimentation, Stadtlücken as curators evaluated the first
trials and adapted the usage concept. Regarding noise complaints by neighbours, some of
the suggested ideas for the site were either cast off or adapted. Furthermore, a weekly café
was installed as an open meeting point for the neighbourhood with one association member
as a permanent contact person, who was also needed.

18.3.3 Cooperative Process Development

The implementation of such an urban development process required the cooperation of the
city administration, civil actors and politicians. At the very beginning of the project, a
round table was set up to exchange information and quickly solve problems. This table
brought together Stadtlücken (as site and project manager), the Economic Development
Agency (as manager of the funding), the Civil Engineering Office (as owner of the parking

Fig. 18.2 View of the location during the preparations for the opening

2Project website: www.oe-platz.de
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space), the Office for Public Order (as responsible for events) and the Office for Urban
Planning as well as other changing offices.

This practice enabled the development of a general event permit for the association. In
contrast to the usual 3-month approval period, events could be held at short notice. The
installation of a public bouldering facility at the site required an intensive cooperation
between civil actors and the administration, as public access in connection with the liability
was a major issue.

Throughout the process, Stadtlücken administered and cultivated the space and curated
and supervised the various ideas for its use as ‘Raumagenten’3 (BBSR 2020). A call for
ideas invited civil actors to submit their ideas. On a simple idea sheet, interested parties
were able to write down their concrete idea for use, their individual role description in the
implementation process and the support they needed to proceed. This procedure should
lead the participants to recognize their own responsibility and design possibilities in the
project. To further involve the neighbourhood and adjacent businesses in the project, the
association initiated several neighbourhood meetings. The topics and concerns collected
during those meetings were passed on to the round tables with the authorities.

Together with the minimal spatial design and the technical infrastructure, which was
built up over time, the idea sheets and the neighbourhood meetings completed the frame-
work for civic participation and co-production. At the end of the 2-year period, the
‘Österreichischer Platz’ counted around 175 single events. In a preliminary evaluation
process, certain key findings, such as a need for space for the common good, culture,
encounter, exercise and experiments, were established for the further development of the
site (Fig. 18.3).

In a more advanced strategy, Stadtlücken and the administration together proposed the
development of a cooperative urban space for the new funding period. The elaborated
vision envisaged a cooperative consisting of honorary associations and initiatives. The
initiatives would use the space itself and manage and provide the space for the general
public in cooperation with the city council and administration. The ‘Österreichischer Platz’
would thereby not only include public space but also studios, workshops and co-working
spaces. This concept was again approved by the municipal council.

3
‘Raumagenten’ ‘take over a mediating function between initiatives and the city administration or
Urban policy in terms of access to space, obtaining permits, and participation in political decision-
making processes’ (BBSR 2020, p. 123).
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18.4 Assessment

To classify the experimental planning process of the ‘Österreichischer Platz’ as coopera-
tive, this article refers to the identified characteristics of cooperation, co-production and
collaborative planning processes as described above. Assessing the characteristics of the
development process, many aspects of participatory cooperative planning were met.

Cooperation between the individual actors took place in parallel sub-areas while
collaborating on a common task. Personal contact at the round tables established a base
of mutual respect and trust. As a civil initiative, Stadtlücken was given a lot of room for
creative leeway by politics and administration. The fact that the project was mainly based
on volunteer work thereby certainly played a fundamental role. In the end, the successful
cooperation of politicians, administration and civil initiatives made this project possible.

Due to the spatially central location of the project site and the implementation concept, a
large cross-section of diverse actors was reached. In addition to representatives from
politics and administration, the actors included initiatives, residents and passers-by who
all at one point or another were involved in meetings, in activities on site or at events. Since
every idea for use directly went into temporary implementation and became apparent in real
space, a constant negotiation about common values took place as well. In this sense, direct

Fig. 18.3 The ‘Österreichischer Platz’ as a place of negotiation for different actors and uses
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communication based on empathy and sympathy was even more important, as not every
negotiation necessarily produced a consensus.

As a framework, the idea sheets with their clear allocation of responsibilities and the
temporary implementation of ideas in experiments gave equal and low-threshold opportu-
nity to all civil participants to actively take part in the design process and the negotiation of
public space. The formulated scope for action gave everybody the same opportunity to
submit ideas and implement them and was not tied to social or financial status. Thus, local
social fringe groups were also able to participate in the project, and mediation between
different social groups could take place on site. Nevertheless, comprehensive online
participation formats could have expanded the process.

Since the project was still in an experimental and determination phase of use, there was
plenty of leeway for all parties involved. Through the structure of the project, anyone could
actively participate in the process of opinion making, as well as the development and
implementation process. The experimental and processual character of the project created
an urban space as a space of potentiality including plenty of room for productive civic
engagement and participation.

18.5 Conclusion

As the assessment shows, the process characteristics of the ‘Österreichischer Platz’ do
qualify as cooperative. A combination of collaborative and co-productive features does in
fact apply. The planning process is characterized by the cooperation of different actors
individually collaborating on a task and thus co-producing a real common result. In this
sense, cooperation actually can be described with Sennett’s words as something craft-like,
since it is about the joint creation of something—in this case space.

Successful cooperative planning as collaborative planning is depending on a participa-
tion of all relevant stakeholders. However, how do you ensure that all relevant participants
actually take part in the process? Although the project was able to reach broad sections of
the city society, it is highly likely that not all relevant actors participated in the process.
Sufficient time for the negotiation process, direct dialogic communication, increased
presence and responsiveness on site would probably allow more reach. An even larger
audience could be reached through the increased use of digital and online tools.

In this context, what are the benefits of cooperative planning? First, the experimental
approach makes participation in the process equally accessible to everyone, does not
require a professional background and as a cooperation of different disciplines produces
innovative solutions. Those characteristics are missing in many classic participation
models in formal planning. Furthermore, the flexibility vital for experimental implementa-
tion can hardly be provided by heavy administrative apparatuses (Kagan et al. 2019). The
artisanal character of cooperative planning makes it possible for participants to actively
create and produce something instead of just expressing their opinion on already existing
plans. However, as the course of the project has shown, most citizens first have to learn to
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actively engage with urban space. An understanding of creative work on urban visions and
new usage concepts must be developed.

Additionally, the question of competence and responsibility is crucial for the continua-
tion of projects deriving from cooperative planning processes. Municipalities need
structures where power sharing and a joint learning process enable civil actors to build
their own city. By enabling citizens to actively shape their own urban space, the feeling of
ownership and responsibility grows and sustainable, innovative solutions are more likely to
develop.
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On the Prospects of the Building Envelope
in the Context of Smart Sustainable Cities:
A Brief Review

19

Heiko Liebhart and Jan Cremers

Abstract

According to the World Urbanization Prospects of the United Nations (United Nations,
Department of Economic and Social Affairs 2018), about 68% of the overall expected
world population is going to live in urban areas and cities by the year 2050. The task of
transforming modern cities towards a more sustainable and ecological as well as socially
likeable environment touches a plethora of disciplines like transportation, energy
infrastructure, architecture, building physics, etc. and poses an intricate challenge for
architects, engineers, urban planners and social scientist alike. Thanks to the technolog-
ical evolution, the realization of smart city concepts and solutions has become a viable
option to contribute to this goal in a significant manner. The building envelope as an
indispensable part of human dwellings and working space has historically mostly taken
the classic functionalities of resembling aesthetic expression and providing physical
protection. Recent and upcoming technological developments will enable a shift in the
role of the building envelope from its mere classical functionalities towards additional
contributions to the sustainability and livability of the environment. The prospects of
these contributions range from increasing the thermal and visual comfort of the
inhabitants and the surrounding environment by adaptive architectural measures
towards potential energy saving by energy harvesting devices and synergetic processing
and treatment of material flows of the building to provide conditioned air, preprocessed
water and even food. In this short essay, we will elaborate on the phenomenon of smart
city in general and the role of the building envelope in the context of modern smart city
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development and its potential on the improvement on different aspects of life and urban
environment.

Keywords

Building envelope · Building simulation · Adaptive architecture · Energy harvesting

19.1 Emergence of Smart Urban Structures over the Course of Time

Smart/intelligent cities have been fantastic, futuristic concepts for quite some time. But
they can also be understood as emergent phenomena, i.e. the consequential outcome of the
application of the ongoing technological progress in digitalization, sensor and actuator
technology and other fields, to the urban planning and development processes. In this
section, we will take a brief excursion to the history of smart city concepts and address how
their manifestation as a realistic urban development option has come about in recent years.

The formation of urban structures is a fascinating sophisticated process. Apart from the
natural process of emergent growth, driven by the fundamental needs of the inhabitants and
bound by the constraints and boundary conditions of the geographical and ecological
surroundings, like rivers, ports, market squares and trade routes, urban structures like
towns and cities have also been object to selective and purposeful planning and design.
These processes of controlled planning and urban development commonly follow certain
paradigms and specified goals.

Over the course of time, the paradigms of urban development have undergone several
shifts, ranging from royal prestige structures with wide avenues and large squares to the
worker neighbourhoods of the industrial production age. It shifted later to the mobility-
centred dogma of the traffic-friendly city to spanning new urbanism and more recently
developing towards a citizen-friendly synergetic approach, influenced by mostly citizen-
driven grassroots movements for reclaiming the common space like the Transition Network
(Transition Network 2020), the Critical Mass movement (CriticalMass 2013) or the
Occupy movement initiated by Adbusters (Adbusters 2020) and urban gardening aspects
(Raskin 2017). In order to achieve certain paradigm-specific goals, certain structures like
representative-wide avenues and large squares for prestigious representation, suburban
single household settlements, industrial districts, neighbourhoods with affordable housing
for workers, malls and parks were actualized in each epoch within the overall urban
structure.

While the processes of urban planning and development are mostly locally constrained
and operate on the scale of neighbourhoods and single districts, the challenge to design
cities as a whole in an holistic approach has also been addressed by several great utopians
in the past. The Experimental Prototype Community of Tomorrow (EPCOT), designed by
Walt Disney around 1959 (E.P.C.O.T. 2012), resembles one example for the efforts to
design attractive cities with high quality of life for its inhabitants while simultaneously
utilizing then most recent technological developments, e.g. a monorail transportation
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system and agile personal movers within an holistic approach. The geometric circular
design of the city complex seemed to be inspired and influenced by the “Radial Garden
City” designs of Ebenezer Howard (Howard 1898) and has also found resemblance in
predecessors like the Octagon city project (Gambone 1972). Another more recent example
for the holistic approach to the development of circular urban structures is the Venus
Project, supported by Jacques Fresco and Roxanne Meadows in about 1970 (Fresco 1995).
These concepts covered the relevant aspects of functioning city structures like the arrange-
ment of districts for working, recreation and housing and even agriculture as well as
providing transportation systems for the inhabitants and for the logistic of goods. The
provision of utilities and all relevant maintenance processes were supposed to be coordi-
nated by a central hub, supported by a vast range of sensor data. The Venus Project even
aimed for a novel model of a futuristic society expanding on considerations regarding the
economic system of the inhabiting society, proposing a resource-based economic model.

Apart from the circular structures, there have also been other futuristic concepts in the
past like domed, floating or even walking cities, as presented in 1964 by Ronald James
Herron of the seminal English experimental architecture collective Archigram (University
of Westminster 2020). These concepts have been mostly addressed within science fiction
literature and movies, apart from rather solitary attempts to apply them to real scenarios
from bold futurists like Buckminster Fuller with the dome of Manhattan in 1960 (Carlson
2012) and the tetrahedral floating Triton City for Tokyo Bay in 1967 (Hays and Miller
2008) or the domed Eco-City 2020 (evolo 2010), proposed in 2010 by the Russian
innovative architectural studio AB Elis Ltd., projected for 100,000-people in the crater of
the Mir diamond mine in the Yakutia Republic in Siberia.

Due to technological and organizational restraints, none of these projects were able to be
realized on the scale of a functioning entity. The approach to generate a complete city
structure from scratch, as appealing it might seem from a conceptual point of view, poses
an obstacle since it is not applicable to the transformation of existing metropolitan city
structures. Still these efforts can be seen as precursors to the smart city concept arising from
an approach of understanding a city as a synergetic life form with manifold data streams to
support its metabolism. The increased prevalence of miniaturized interconnectable sensor
systems and the general availability of computing capacity and network bandwidth led to a
revitalization of the idea of the “intelligent” city in recent years. This reflects, for instance,
in the development of the number of publications during the recent years. A brief survey,
for the combined key words “smart city”, on the number of publications from the reputable
publisher Elsevier at sciencedirect.com illustrates this development. The search returns
about 9364 overall publications between the years 1992 and 2020. The number of
publications shows a noteworthy increase since about 2010 and a rather steady annual
growth by a factor of about 1.4 in the number of publications between 2015 and 2020. On
another note, the term circular city, used by Fresco in connection to the spatial configura-
tion of the city and only secondary referring to the underlying resource base economic
system (The Venus Project 2020), has recently seen a renaissance in press articles (Wenzel
Elsa and GreenBiz 2019), research programmes (BOKU, The University of Natural
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Resources and Life Sciences 2018) and scientific literature (Prendeville, Cherim and
Bocken 2018) mostly associated not only with smart city concepts but mainly with circular
economy aspects. Finally, compilations of recommended procedures for the implementa-
tion of smart city concepts have been defined within smart city charts for Germany in 2017
(Günthner, Schweitzer and Jakubowski 2017) and the European Union in 2019 (Wouters,
et al. 2019).

19.2 The Building Envelope: From Skin to Sculpture to Sensor

Since the emphasis of this essay lies on the prospects of the building envelope within the
context of the smart city approach, we will not further expand on the various intriguing
aspects of smart city concepts but will rather elaborate on the specifics of the building
envelope. We will sketch the progression of the building envelope from its static pragmatic
nature towards aesthetic and dynamic responsive element.

The building envelope as an indispensable component of the physical building classi-
cally constitutes two main functionalities. On the one hand, it covers the rather obvious role
of providing shelter and protection from the outer environmental impacts and the control of
energy transport including solar radiation and the flow of air between inside and outside.
And on the other hand, it resembles the aesthetic vision of its creators and owners. The
measures to fulfil the role of physical shelter and protection mostly depend on the available
technological and materialistic means, whereas the artistic design is heavily impacted by
the predominant spirit of its era. Still these roles are not strictly separable and intertwine to
some degree, since available technological measures enable certain aesthetic creations, the
necessity to meet certain energetic and comfort goals impact the choice of aesthetic means
and the preferences in creative means push certain technological developments. In most
functional everyday buildings, these aspects are merged in an amalgamation to a functional
equilibrium. A departure from the functional interpretation of the building skin towards the
artistic aspects is present in the works of several iconic creators like the masterworks of
Jean Prouvé, the wide span lightweight structures of Frei Otto, the sculptural designs by
Shigeru Ban or the elaborated structures of Carlo Scarpa accompanied by his interpretation
of the building envelope as the third skin of its inhabitants, to just name a few. The general
manifestation of the building envelope was mostly that of a static element. This rigid
approach was transcended in the early twentieth century by several creators by applying
dynamic aspect to the mostly static building and its envelope. In the beginning, the ideas
were merely explored in concepts and drawing, for example, by the Russian constructivist
architect and graphic designer Chernikhov in 1933 (J. G. Chernichov 1933). The concepts
were later picked up and implemented by innovators such as Buckminster Fuller around
1940 (Marks and Fuller 1960), who probably also processed them into the Tensegrity
concept (Lalvani 1996). The dynamic approach found application in experimental works,
for example, the US Pavilion at Expo 67 in Montreal in 1967 from Buckminster Fuller
(Carlson 2012). It took until 1970 for the dynamic concept to gain foothold and be coined
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by the term “kinetic architecture” byWilliam Zuk (Zuk and Clark 1970). The application of
cybernetic ideas and computational power to the dynamic approach by Negroponte gave
rise to the branch of “responsive architecture” (Negroponte 1970) and finally found its
youngest manifestation in the concept of “climate adaptive building shells” by Loonen
(Loonen, Trčka and Hensen 2011). The integration of modern sensor and actuator technol-
ogy and control algorithms enables creators to develop buildings towards a vision of a
dynamic entity, interacting with its inhabitants and surrounding. Since the establishment
and refinement of the ideas of dynamic architecture, a great number of individualistic
examples of responsive and climate adaptive buildings have already been built (Loonen
2010).

19.3 Future Prospects of the Building Envelope: Examples from
Research and Commerce

The future of the building envelope within the context of smart/intelligent cities is linked to
an increase in its functionality by utilizing state-of-the-art sensor and network technology
and several other aspects to adapt its capabilities to the needs of the inhabitants and the
impacts of the environment. Some aspects of this extension in functionality can be derived
from the concepts of dynamic architecture.

One prevalent goal of climate adaptive building shells is to adjust the impact of radiative
heat transfer into the building by dynamic shading. The applied shading mechanisms can
be realized by architectural means via kinetic elements or can be integrated into the
transparent envelope elements like windows and glass facades. A comprehensive review
of various technological shading solutions like electro-, thermo- and photochromic
elements in modern window applications is given in the work of Casini (Casini 2016).
Novel concepts of combining microfluidic channels and magnetic particle suspension with
transparent building elements to achieve switchable shading have also been realized (Heiz,
et al. 2017).

Apart from shading, there are also other beneficial aspects that can be addressed by the
building envelope. The generation of energy by energy harvesting methods via photovol-
taic/photothermic elements has reached technological maturity and can be expected to
become more wide spread in the coming years. The term “Building Integrated Photovol-
taic/Thermal” (BIPV/T) is already firmly established in the research community. A survey
of the term “BIPV” at Elsevier alone returns an overall of 2773 publications for the
timespan between 1997 and 2020, with a steady number of 200 to 300 publications per
year for the timespan between 2015 and 2020. Commercial PV manufacturers,
e.g. Heliatek (Heliatek 2020), have specialized their product portfolio to this application.
The application has reached the maturity to fully equip whole building facades with PV
elements, e.g. the office building Z3 of the Züblin AG in Stuttgart (Erban, Oman and Popp
2016) and the institute building of the Zentrum für Sonnenenergie- und Wasserstoff-
Forschung Baden-Württemberg (ZSW) in Stuttgart (Geuder 2018). The combination of
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photovoltaic/photothermal energy harvesting and shading by integrating PV/T elements in
shading slats and curtains is subject of research projects like Arkol (Fraunhofer ISE 2020)
as well as part of the business concept of startups like SunCurtain (SunCurtain 2020).

The use of fluoropolymer materials like polytetrafluoroethylene (PTFE, colloquially
known from the DuPont brand name Teflon)-coated textiles and ethylene
tetrafluoroethylene (ETFE) copolymer foil in membrane structures has also seen successful
application in the combination with photovoltaic elements (Cremers and Lausch 2008),
artificial lighting elements (ETFE 2014), dynamic shading by pressure controlled
switching of complementary printing patterns (Gabler, et al. 2010) and low emission
coating (Cremers, Palla, et al. 2016). The advancement of these materials for the applica-
tion in architecture and buildings has been subject to several previous research projects at
HFT Stuttgart like MESG (Manara, Beck and Cremers 2012), FMESG (Manara, Kehl,
et al. 2018) and FOLLOW-E2 (Hildebrandt, et al. 2019). The combination of fluidic
systems and membrane structures has been subject to numerical investigations within
research works, for example, at Transsolar Energietechnik GmbH (Ganji Kheybari and
Lam 2017).

A vast number of other potential beneficial uses of the building envelop can be unlocked
in conjunction with agricultural use by facade greening of curtain walls or compact
greening elements integrated into the building skin. The beneficial effects of façade
greening range from wastewater treatment (Eisenberg, Ludwig and Well 2020) to regula-
tion of ambient temperature and humidity, air purification with special moss wall elements
(Artificial Ecosystems 2020), compensation of carbon dioxide by cultivation of algae
(Kerner 2017) and the straightforward provision of edible fruits and leafy greens
(Fraunhofer UMSICHT 2011). The biomass produced from algae is versatile in its use
and can be processed for food, cosmetics and even fuel. Some of these concepts are closely
related to the concepts of vertical farming (Despommier 2010). The incorporation of the
roof in conjunction with the synergetic combination of agriculture and fish farming, known
as aquaponic, constitutes a highly efficient method and would yield further benefits
(Goddek, et al. 2019). Additional benefits arise from a more holistic approach to integrate
other streams from the building like air and heat into the system (Windcloud 2020).
Another approach is the direct production of hydrogen via solar photoelectrochemical
water splitting (May, et al. 2015).

The aspect of air purification by means of special photocatalytic TiO2 coatings has been
addressed by researchers (RWTH Aachen 2018) and even been realized within singular
building projects (TDMA 2018). The support of the ventilation system by utilizing natural
ventilation phenomena like the chimney effect in conjunction with the well-understood
concept of the trombe wall structure is another probable benefit of the additional redirection
of the airflow through vortex structures would even enable a separation of airborne
particles to support the air purification system.

On a final note, it should also be addressed that the concept of thermal activation of
building skin also bears some noteworthy potential for the building envelope beyond its
static functionality. Thermal activated building envelope elements have the capability to act
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as dynamic heat exchanger and in combination with proper heat pump application enable a
reduction of heating and cooling load on the building.

Many of the above concepts and technologies are not exactly novelties. In fact, an
overview of many of the mentioned concepts was compiled and presented by Cremers in
the past (J. Cremers 2017). Still virtually all of the above-mentioned concepts either will
benefit or will only now be efficiently realized through the increased availability of sensor/
actuator systems and data-based control algorithms of the smart city concept in its
interpretation as a massive IOT entity.

19.4 Upcoming Investigation Within iCity Phase 2

Within the upcoming phase 2 of the iCity research project, the possibilities and capabilities
of different variations of novel building envelope elements and their beneficial impacts for
the inhabitants and the environment will be assessed. In phase 1 of the iCity research
project, some aspects like optimization of natural ventilation via windows and noise
reduction measures in the construction material have already been successfully addressed.
The insights from these preceding works will be valuable inputs due to the overlap in the
topics since windows are an integral part of the building envelope.

The combination of various solutions in addition to optimized algorithmic control is
expected to release additional beneficial synergetic effects. The investigations will be
supported by numerical dynamic building simulation in order to quantify the impact on
energy balance and environmental parameters like temperature and daylight irradiance.
The research will be substantially intensified to identify other main actors in research and
commerce on the field and harness interdisciplinary knowledge exchange.

19.5 Conclusion and Outlook on the Necessity for Further Research

The main takeaway from the presented, somewhat abbreviated, considerations, concerning
the role of the building envelope within the context of the smart city concept, is that a shift
in the functionality seems to be immanent. The potential for an extension of its functional-
ity and beneficial impact is rather high and diversified. A decent amount of research needs
to be done to cover the multitude of aspects and quantify the possible advantages of their
application.
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Abstract

Indoor temperature is one of the fundamental features of the indoor environment. It can
be controlled with distributed IoT sensors, through wireless networks. It affects human
indoor environment such as human thermal sensation, productivity at work, buildings’
quality, and several syndrome symptoms. In this study, we focus on the effects of the
indoor temperature on the human work productivity and thermal sensation. Our research
aims to develop an IoT monitoring tool to manage the challenges in smart buildings by
extracting and processing relevant data. It proposes data analysis periodically and
integrates newly generated data into the analytical cycle that allows improving human
indoor environment.
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20.1 Introduction

Smart buildings with the introduction of indoor environment management systems are state
of the art (Manic et al. 2016). They have integrated monitoring and communication
infrastructure that consists of smart devices such as sensors, which are connected to the
Internet of Things (IoT). Building management systems (BMS) aim to optimize the energy
consumption in buildings, and they manage the critical components such as heating,
ventilation, and air conditioning (HVAC), gas, lighting, security system, electricity, and
fire system, in communication with IoT distributed devices. However, according to
(ASHRAE 2016) studies, the people who work in offices spend about 60–90% of their
time indoors in buildings; thus, their comfort and health effects are strongly related to the
indoor environment performance and quality evaluations. Since they focus on doing their
job and usually don’t reflect their energy consumption (Lo et al. 2012; Jia et al. 2019), they
may influence the evaluation’s performance systems both actively as they adjust
thermostats or operate windows and doors and in a passive sense as they optimize
indirectly the use of the buildings services, such as HVAC systems, lighting systems,
security systems, elevators, water systems, and other building services.

This research provides a concept and design of an ongoing work of monitoring
management tool concept and design based on an indoor building performance model,
which incorporates fundamental characteristics of the indoor environment, such as indoor
temperature and the working peoples’ productivity, adopting the agent-based modeling
approach. The core of the monitoring tool is the IoT, which consists of sensors collecting a
huge amount of data. At present, such IoT monitoring tools are used for improving the
energy consumption of buildings via smart HVAC control. In this respect, our challenge is
to achieve monitoring workers’ behaviors in a minimally intrusive way. That’s why we use
existing infrastructure in the buildings, where the sensors are integrated and distributed
separately, not requiring any disturbance to the working ones, and to develop effective data
evaluations improving monitoring management system.

In the following section, we present various strategies and some observations improving
our survey. In Sect. 20.3, we introduce the evaluation part by presenting the three actual
characteristics of our tool: (1) data visualization, (2) analysis of indoor temperature
collected data and predict system behaviors to react beforehand analysis, and (3) thermal
sensation analysis in order to improve working peoples’ (hereinafter referred to as workers)
productivity. Finally, we draw conclusions and recommendations for practice and future
research.

This work is realized within the context of the iCity project. It is sponsored by the
German Federal Ministry of Education and Research “FH-Impuls 2016” under Contract
13FH9I01IA.
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20.2 Related Work

Many recent attempts have focused on studying the relation between indoor environment
and workers’ behaviors in order to improve energy consumption, building’s quality,
workers’ comfort, etc. Thus, various strategies were adopted to represent the essential
elements effecting the occupant comfort and the energy consumption performance in the
indoor environment. Indeed, researches are distributed in different axes. Some researches
(Yang et al. 2013) are based on deterministic data technologies, wherein the data are
collected via distributed sensors, sent through networks, and logged. With the support of
sensor technologies, other research teams use modeling methodologies based on collected
data of the distributed sensors. The modeling methodology is represented, for example, by
statistical analysis, which consists of calculating the relationship between occupant behav-
ior and indoor/outdoor environment conditions, electricity usage, or time period, whose
results functions return the occupancy state or the probability of studied behaviors. For
example, by using weather stations, occupancy sensors and digital photography collect data
related to the indoor environment, occupant presence, and position of shading and windows
in five office buildings of Austria (Lenoir et al. 2011). They analyzed the relationship
between these parameters and deduced that such interactions are difficult to predict at the
level of an individual person. However, they concluded that long-term general trends for
groups of building occupants can be expressed as a function of indoor and outdoor
environmental parameters. Peng et al. (2011) describe occupant behaviors by a quantitative
method. They divided occupant behaviors into three types according to the usage with time
dedicated, environment dedicated, and random modes. They used environment and user
feedback, or probability and time step, to track the behaviors as a function of the above
parameters. Finally, they assumed the effect of human behavior on building and energy
use. Moreover, others (Jia et al. 2019; Fabi et al. 2014; Klein et al. 2012) integrated
methods of statistics and identified indoor environmental factors, and not real-time envi-
ronment data, that may change the occupant behavior, e.g., window opening or light
switch; however, such a behavior may strongly relate to psychological or social conditions.
In this sense, today, researchers integrate artificial intelligence (AI) approaches that range
from machine learning that correlates behavioral inputs with buildings’ collected data to
agent-based modeling (ABM). ABM is a computational model for simulation of object
interaction with each other and the indoor environment. In our IoT monitoring management
tool research, we adopt ABM.

Observations
According to the existing literature, there are many methodologies used to model the
workers’ behavior toward improving the energy efficiency of buildings. Therefore, the
authors offer here a discussion reflecting their opinion and fortify their line of research.
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Some research analyzed the effect of workers’ behavior on building energy consump-
tion based only on some hypothetical constraints and not on real measured data. For
instance, Peng et al. (2011) supposed the existence of three typical lifestyles of workers
without real data source. This research efficiency may be needed to combine occupants’
environment real-time data and behavioral tendency data that may be obtained through a
monitoring tool. Other researchers, to optimize the energy performance of buildings, have
realized the importance of tracking workers’ status, i.e., the status of space being occupied
or unoccupied. Their aim is to create a worker behavior pattern that integrates the actual
operation schedule optimizing indirectly the building services, such as HVAC and lighting
systems. However, in addition to the indirect effect, Jia et al. (2019) added the direct effect
of the worker behavior on the energy performance of buildings, such as adjusting
thermostats or operating windows and doors. In the literature, we found more research
that treats the indirect effect, while we believe that a more detailed direct effect study may
potentially reduce the energy consumption of buildings. The aforementioned observations
show that there is a relationship between workers’ behavior and the factors that initiate their
actions (or behavior), needless to say, that the collected data are insufficient to offer a
complete evaluation. Fabi et al. (2014) aim to show that indoor environment factors that
initiate the worker’s behavior may result in a high probability of worker behavior change,
for example, window opening; however, people mostly seem to act according to an
individual decision, sometimes psychological, and rarely according to an environmental
factor. To mention that, logically, if a worker behaves according to an environmental
factor, this behavior is efficient and performs one or more building services; therefore, it
affects and optimizes directly the monitored factors of performance in real time.

20.3 Setup and Overview of the IoT Monitoring Tool

The IoT monitoring tool is an analytic platform that converts the IoT collected data into
insights and simplifies the decision-making process. It uses agent-based modeling (ABM).
The IoT monitoring tool should be able to (1) analyze and predict system behavior to react
beforehand, (2) share the analysis with the other users by embedding visualizations into a
dashboard, (3) and analyze the productivity of office work.

Data were collected using sensor monitoring of a building of Applied Sciences’
university in Stuttgart, Germany. Monitoring concerned indoor and outdoor temperature.
Parameters were recorded at 5-min intervals and then sent to a local server. Data concerns
the outdoor temperature, as well as the indoor temperature average to a different location in
the room. Data were collected for the period between January and July 2016. During this
monitored period, the outdoor temperature varied between �5 �C and 38 �C, while the
indoor temperature varied between 21 �C and 33 �C. The monitoring agents filter data
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according to conditions, for example, excluding days such as holidays, and/or the greatest
similar days.

To visualize into dashboards, and share data analysis with other users, ThingsBoard IoT
platform (ThingsBoard 2016) was adopted as IoT technology in our research. ThingsBoard
is an open source for data collection, processing, visualization, and device management.
IoT monitoring implements few methods for time-series prediction as linear regression
used for forecasting the temperature. Figure 20.1 shows a comparison of predicted and
recorded indoor temperatures. A good agreement is observed between recorded tempera-
ture and linear regression prediction. It has previously been established that indoor
environmental quality influences human performance; feeling comfortable at the work
office is one of our requirements as workers to improve productivity performance; this
performance factor is influenced by many psychological, social, or environmental
parameters, and whatever the parameters that can be taken in consideration, all possible
parameters vary with time.

Through several studies on performance related to office work, Seppänen et al. (2006)
identified a relation between performance and temperature. Various metrics of performance
were used in these studies. Field studies used a work task as a metric of performance, in call
centers the talk time or using command “regress” in Stata for windows (a program that
selects the best fitting linear model of dependent variable on explanatory variables);
Seppänen et al. (2006) fit quadratic model to the data for normalized percentage change
in performance vs temperature unweighted, weighted by simple size, and weighted by
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Fig. 20.1 Simple predicted method
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combined final weight separately. They deduced this equation for the curve with composite
weighting factors:

p ¼ 0:1647424 T � 0:0058274 T2 þ 0:0000623 T3 � 0:4685328

where p is productivity relative to maximum value presenting the worker thermal sensation
and T is indoor temperature, �C. This equation is used for forecasting the workers’
productivity considering only the indoor temperature as an input parameter.

Figure 20.2 shows a comparison of real workers’ productivity and predicted productiv-
ity, (a), according to the collected indoor temperature, and (b), according to regression-
based predicted indoor temperature values. A good agreement is observed between
recorded and predicted values. Both cases show a consistent decrease in performance of
typical office tasks when temperature increases above 26 �C.

This analysis did not include different indoor environment parameters, such as the
number of workers, devices, windows, and doors in a room. These parameters could
have a significant impact. However, as the next step, the activities that have a significant
impact could be monitored and included in the analysis model.
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20.4 Conclusion

This paper proposes a methodology for the development of a simplified regression-based
model for forecasting indoor temperature and predicting the workers’ thermal sensation. It
shows relevance analysis and leads to a simplified forecasting model with restricted input
parameters. Data included outdoor and indoor temperature and humidity. Analyses showed
that the indoor temperature and the thermal sensation forecasting could be conducted with
good precision using only the indoor temperature history. This result could not be
generalized. However, the proposed methodology could be used for improving the indoor
quality and the workers’ performance. Available data did not include indoor activities. The
presence of significant activities should be considered to improve the forecasting model
analysis.
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Box-Type Windows as Means for Better Air
Quality and Acoustic Comfort in Urban Areas 21
David Offtermatt, Daniel Lust, and Tobias Erhart

Abstract

Controlled natural ventilation in office buildings can ensure the indoor thermal comfort
while reducing the life cycle energy consumption for ventilation, compared to mechani-
cal ventilation systems (e.g. HVAC). Natural ventilation is mostly used in moderate
climate zones where air conditioning is not a standard. During intermediate seasons,
buildings with HVAC systems can additionally use natural ventilation to reduce energy
consumption. However, in dense urban areas, natural ventilation can be problematic in
terms of acoustic comfort. Here, a box-type window can serve as a compromise between
thermal and acoustic comfort. Due to the more complex handling of the box-type
window, an automated (electric driven) novel box-type window approach was devel-
oped within the imaF project, a part of the iCity initiative. The following article
describes the basics of automated natural ventilation, acoustic characterization as well
as architectural integration of this window type and the optimization of the airflow
through box-type windows. The results show that the proposed geometry can provide
sound insulation while providing an appropriate air exchange rate.
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Nomenclature

ppm Parts per million
CFD Computational fluid dynamics
SST Shear stress transport
Ma Mach number (Ma)
STL STereoLithography file format
HVAC Heating, ventilation, and air conditioning
imaF intelligentes motorisch angetriebenes Fenster
GFAC Global irradiation on the facade plane (W/m2)
ζ Pressure loss coefficient
Ug U-value glass (W/(m2K))
Uw U-value window (W/(m2K))
Nx Mesh coordinate/number of cells x-direction
Ny Mesh coordinate/number of cells y-direction
Lx Channel dimension x-direction (m)
Ly Channel dimension y-direction (m)
k Turbulence kinetic energy (J/kg)
ε Turbulent kinetic energy dissipation rate (J/(kgs))
w Turbulence specific dissipation rate (1/s)
uref Flow velocity (m/s)
Cm Model coefficient for the turbulent viscosity (�)
I Turbulence intensity (�)
n Modified turbulence viscosity
p Pressure (Pa)
Δp Pressure difference (Pa)
ρ Density (kg/m3)
A Opening cross ion of windows (m2)
A1 Opening cross section 1 (m2)
A2 Opening cross section 2 (m2)
Aeff Cross-sectional area (m)
Te Ambient temperature (�C)
Ti Indoor temperature (�C)
_m Mass flow (kg/s)
Rw Sound reduction index (dB)

21.1 Introduction

Along with higher energy building standards, the focus in energy saving has been shifting
from heat losses by transmission more and more to ventilation heat losses. Whereas in old
buildings classic windows naturally leak, the envelope’s air tightness increases the demand
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of additional air delivered by ventilation systems. Furthermore, higher occupation rates in
office rooms lead to a higher sensitivity for appropriate indoor air quality. In many climate
zones, the comparably short hot periods do not justify the use of an HVAC system, in
particular when the building has a considerable thermal mass. This is the case for most
locations in Germany. Nevertheless, there is a worldwide trend towards more air condi-
tioning in urban areas. In Europe alone, an increase of 45% in air conditioning units
between 2020 and 2030 is expected (OECD/IEA, 2018).

Analyses within the KonLuft project (Schulze et al., 2016) have shown that life cycle
costs (LCC) and life cycle energy consumption of a mechanical ventilation system con-
sume approximately twice the power and resources compared to controlled natural venti-
lation. The maintenance costs and the complexity level of a building can be significantly
reduced by using the natural ventilation principles. During the planning process, engineers
must assure that the design of the ventilation concept meets the requirements of the
building usage. Often, in commercial buildings, planners prefer mechanical ventilation or
HVAC systems over natural ventilation to guarantee the demanded air exchange rates of
(DIN EN 13779, 2007) and the former (DIN EN 15251, 2007) or its replacement (DIN EN
16798-3, 2017). The key to robust calculations is the availability of valid discharge
coefficients (Gandhi et al., 2015) and the local wind situation (Maas et al., 1991).

Multiple studies in the past reported that natural ventilation can be a reliable and cost-
effective alternative. However, in an urban environment, noise pollution causes severe
discomfort when windows on street facing facades are opened. During night-time, con-
trolled natural ventilation can reduce the temperature of the room and the building
components. For moderate middle European climates, up to �5 K (Erhart et al., 2015)
can be achieved. In hot dry climates, natural ventilation achieves up to �3 K to �6 K
during one night (Shaviv et al., 2001).

Figure 21.1 shows various influencing factors that need to be taken into account during
the planning process. It also shows architectural design guidelines to consider in the first
steps of the planning process. The key factors that influence the thermal comfort (see
Fig. 21.2) can be assured by rather low-tech approaches through controlled natural
ventilation.

The article is divided into the following chapters:

– Controlled Natural Ventilation.
– Box-Type Windows.
– Laboratory Set-Up.
– Airflow Through Box-Type Windows.
– Architectural Integration.
– Acoustic Comfort.
– Conclusion and Outlook.
– Nomenclature

21 Box-Type Windows as Means for Better Air Quality and Acoustic Comfort in . . . 317



a

b

c

d

Fig. 21.1 (a) Parameters that influence ventilation planning. Design. (b, c, d): Design
recommendations. Reduction of the window camber. Height instead of width. Position of the
opening wing
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21.2 Controlled Natural Ventilation

For every orifice in a building and each prevailing ambient condition, an associated airflow,
or air exchange, can be calculated. The pressure differences between the two sides of the
orifice cause an airflow. Differences in temperature, and therefore in density of air, cause
the pressure difference through the buoyancy effect. In addition, the wind induces a
difference in pressure (Fig. 21.3). Especially in cross-ventilation situations, this case results
in significantly higher air exchange rates. However, in urban areas statistically, the thermal
regime (temperature difference between internal Ti and ambient Te) clearly dominates over
the wind regime (tangential flow UWind). Consequently, in order to assure the desired air
exchange rate, one should configure the windows according to thermal regime properties.
While classic natural ventilation depends on the occupants opening the windows, con-
trolled natural ventilation comes with a control system and window drives. The drives
today are mainly electric, whereas pneumatic drives have become rare nowadays.

Control Strategies
One can implement various control strategies for the automation of opening and closing
windows. Each of the following strategies can contribute to thermal comfort as a passive
solution. The following strategies can be combined or work independently.

– Hysteresis CO2: If the CO2 concentration rises above 1000 ppm, the window opens until
the CO2 concentration drops below 600 ppm.

Fig. 21.2 Ventilation influencing thermal comfort
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– Hysteresis CO2 + manual override: A manual mode supplements the descripted hyster-
esis CO2 strategy. This mode allows an interruption by the occupant. During the manual
mode, the window is opened or closed via a wall-mounted switch.

– Night cooling: If the ambient temperature (Te) at night is lower than the indoor
temperature while the day meets the criteria of a summer day (24-h mean Te � 15 �C),
night cooling mode is enabled.

– A typical combination is night cooling + hysteresis CO2 + manual mode. This strategy is
the best choice to increase hygienic properties of chose as basis.

– Increased daytime cooling: If the criterion of a summer day at daytime is met and the
inside temperature is higher than the ambient temperature, the window will open.

21.3 Box-Type Windows

The historical box-type window consists of two single glazed windows connected with a
fix case (box) to one element. It aims to achieve a better heat resistance and an improve-
ment of the sound insulation. In the case at hand, two windows with a size of 1.28 m by
1.45 m and anUw-value of 1.6 Wm�2 K�1 andUg-value of 1.1 Wm�2 K�1 (glass 6 | 12 | 4 |
12 | 4) were arranged successively. Two thirds of each window are fixed and one third is an
opening segment. The air gap between the windows has a depth of 0.28 m and it has an air
volume of 0.52 m3. Figures 21.4a, b show a scheme of the evaluated box-type window and
its dimension.

Fig. 21.3 Impulse for natural ventilation caused by temperature difference or wind. Exemplary for a
winter day. Indoor and outdoor temperature and wind velocity
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21.4 Laboratory Set-up

Within the project, an occupied office serves as in situ laboratory. The room measures
4.67 m by 6.47 m, with a height of 3.39 m. The gross volume is 102.4 m3; subtracting
furniture it results in a ventilated net volume of 98.58 m3. The data acquisition system
records the following outdoor and indoor thermal properties as well as comfort parameters:

a

b

Fig. 21.4 (a) Scheme and dimensions of the evaluated box-type window. (b) Scheme and
dimensions of the evaluated box-type window
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– Indoor air temperature, five sensors equally distributed along the height of the room.
– Indoor radiation temperature at average office clerk head level (sitting position).
– CO2 measured at the pole in the centre of the room and near to the window.
– Indoor relative humidity.
– Outdoor air temperature (radiation shielded).
– Outdoor relative humidity.
– Wind speed and direction (3D).
– Global irradiation on the outer wall plane.
– Absolute air pressure.

In order to obtain accurate values for the air exchange, multiple tracer gas campaigns
were undertaken in the test office using both decay and constant concentration methods
with hydrofluorocarbon (HFC) 1,1,1,2-tetrafluoroethane (R134a).

Throughout the measurements, the inside and outside air temperatures and pressures
were logged in order to characterize the flow with regard to thermal-induced pressure
differences. The experiment was executed with the reference window (opening angle of
15�) and inserted acoustic foam (20 mm).

Decay Method
The decay method starts with a manually initiated constant tracer gas concentration; the
room is sealed and the tracer gas is applied. Then, the concentration is measured for
approximately 1 h. The event changing the gas equilibrium inside the room, that is, opening
the window, is triggered. The latter method is more reliable under the given laboratory
set-up as the dosing error for the tracer gas does not go into consideration. More samples
can be obtained per time, as the device requires no time for dosing. A downside is the
relatively short measuring period. After the tracer gas is below the detection limit, the
experiment needs to be paused for the reapplication of tracer gas.

The Constant Concentration Method (CC Method)
The CC method is favourable when data over a long period are needed, for instance, under
changing ambient conditions, or to record a full set of day and night data. A dosing unit
applies tracer gas according to a control algorithm. The obtained values undergo a Kalman
filter.

21.5 Airflow Through Box-Type Windows

Governing Equations
The airflow through windows (if wind influences are negligible) is driven by temperature
differences between the inside air and the ambient conditions. The pressure resulting from
the temperature difference Δp can be approximated according to Eq. (21.1) (with the
density ρ, the free fall acceleration g and the opening height H )
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Δp ¼ ρ � 1� Ti

Te

� �
� g � H ð21:1Þ

If the pressure loss coefficient ζ is known, e.g. from wind channel experiments or from
CFD simulations, the corresponding airflow velocity u can be determined with Eq. (21.2).1

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2 � Δp
ρ � ζ

r
ð21:2Þ

The volume flow _V could be calculated with the area on which ζ refers to (e.g. effective
opening area or inlet area of a wind channel) and results as.

_V ¼ u � A ð21:3Þ

The actual air exchange rate (ACH) is then defined as shown in Eq. (21.4) with the
volume of the investigated room Vroom.

ACH ¼ _V
V room

� 3600 s
h

ð21:4Þ

ACH is given in changes per hour h�1.

21.5.1 Airflow Through Box-TypeWindows Compared to a Single Window

Compared to single windows with the same opening area, box-type windows show
comparably higher pressure losses and hence a lower volume flow at the same inflow
conditions (see Fig. 21.5).

With the same boundary conditions, the pressure at windward site of the window more
than doubles from 4.67 Pa for the single window to 13.7 Pa for the box-type window. This
results from the two sharp airflow deflection at the two opening edges of the box-type
window. This effect finally limits the achievable air exchange rates of this window type.

Another limiting factor is the small opening areas resulting from the geometry with the
outer window opening to the inside of the encasement. These areas depend on the opening
angle (see Fig. 21.6 areas A, A1 and A2). From the characteristic arises an optimal opening
angle for every box-type window configuration (see Fig. 21.7).

1Note that the velocity calculated with that approach is not necessarily the velocity at the window
itself. It depends on which velocity ζ refers to. This could be the velocity at the effective opening area,
or the inlet velocity of an (artificial) wind channel.
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In this specific case (d ¼ 0.28 m, w ¼ 0.424 m, Fw ¼ 0.037 m), the ideal opening angle
(α) is 27.5�. Up to this angle, the smallest opening area is A2. By exceeding an opening
angle of 27.5�, surface A1 becomes the smallest area.

If the inside surfaces of the window box are faced with materials to increase the
absorption of sound, these areas may further diminish. Hence, the planning of box-type
windows requires a balancing of the acoustic comfort and the ventilation ability.

21.5.2 Measurements of the Volume Flow

Figure 21.8 shows the results from tracer gas measurements. The measured air exchange
rates over the temperature difference are plotted. This window configuration achieves an
ACH up to about 0.5 (shown in Fig. 21.4). Although a trend that ACH increases with rising
temperature difference is visible, the measurement points in Fig. 21.8 fluctuate around the

Fig. 21.5 Comparison of the pressure loss of a single window and the investigated box-type window

Fig. 21.6 Basic specification to
calculate the opening areas
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same temperature differences. This effect might be caused by pressure fluctuations at the
building facade due to wind effects like occurring gusts.

Figure 21.9 shows the measured volume flow in comparison to the calculated volume
flow (Eqs. 21.1, 21.2 and 21.3) with ζ from CFD results versus temperature difference. It is
clear from this figure that the calculated volume flow is overestimated compared to the
measurement results. This could be caused by several reasons:

– As the window is installed in an occupied office, the measurements were not executed
under laboratory conditions. Influences of wind or infiltration could lead to divergent
results.

– The pressure loss caused by an installed insect protection mesh was not considered in
the CFD calculations.

– Three-dimensional (thermal) airflow effects may be not sufficiently represented in the
2D CFD simulations.

Fig. 21.7 Behaviour of the different openings of a box-type window, A1/A2¼ 1 marks the optimum,
as the smallest surface reaches its maximum
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Further experiments must be executed to calibrate the CFD model to the measurement
results.

21.5.3 Measures to Increase Air Exchange Rates

To increase the volume flow rates through box-type windows, some modifications on the
window design are possible. The impact on the actual pressure loss coefficient of three
different variants (see Table 21.1; all variants without acoustic foam inlet) is investigated
using computational fluid dynamics (CFD2).

Table 21.2 shows the resulting pressure loss coefficients for every window variant.
Compared to the reference window, the optimization of the opening angle (variant 1) leads
to half of the pressure losses. Rounding the corners (variant 2) shows higher pressure losses

Fig. 21.8 Tracer gas measurement results

2OpenFOAM, solver: simpleFoam, turbulence model: k-ω-SST.
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than variant 1, due to the decreased effective opening area (see Table 21.1). By far, variant
3 achieves the highest improvement. The airflow guidance reduces the flow separation at
the inner window edge and consequently decreases the occurring velocity significantly.
Figure 21.10 depicts this effect, visualizing the flow for every investigated variant.

21.6 Architectural Integration

A modular system design supports the construction process and achieves a high degree of
prefabrication. To improve the acoustic properties when the windows are closed, two
different types of windows have been chosen. Triple glazing in the outer part of the
box-type window provides thermal and weather protection. Double glazing with laminated
glass serves as basis for the inner part of the box-type window. A surrounding aluminium
profile offers space for the control system, cabling and sound absorbing material.

Fig. 21.9 Measured vs. calculated volume flow
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Table 21.1 Box-type window optimization variants (Aeff ¼ effective opening area)

Variant Description
Aeff

(m2) Sketch

Reference Geometry as installed
in the ventilation lab
Opening angle: 15�

0.07

1 Optimized opening
angle (according to
Fig. 21.6)
Opening angle: 27�

0.12

2 Opening angle: 27�

Rounded corners
0.099

3 Opening angle: 27�

Airflow guidance
within box

0.12

Table 21.2 Resulting pressure
loss coefficients for each
window variant

Variant Δp (Pa) ζ Improvement

Reference 13.65 2236 –

1 6.75 1107 �50.0%

2 7.05 1156 �48.0%

3 3.30 541 �75.8%
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Furthermore, the profile supports the element mounting and assures a better construction
process. The isometric drawing in Fig. 21.11 depicts the components.

Figure 21.12 shows the architectural integration of the investigated box-type window.
With this set-up, only a narrow window frame is visible from the inside. However, with the
fixed glazing, maintenance will be more difficult. Figure 21.13 shows a more suitable
solution for architectural design and maintenance. A casement window is used as a
template. The outer part of the surrounding aluminium profile is enlarged. This offers
flexibility in usage of other window types and offers more space for the integrated control
as well as sound-absorbing material. To increase air exchange, it also allows the window to
be fully opened. Note that the sound insulation is thereby reduced immensely. One can
expect a negative effect for the daylight efficiency due to the smaller outer window (see
Fig. 21.12). Due to the box principle, the window reveal can be very small despite higher
insulation standards from the outside.

Fig. 21.10 Airflow through each box-type window variant
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21.7 Acoustic Comfort

By using a box-type window, the weighted sound reduction index Rw can be increased
around 5 dB in opened and closed states compared to a single window. If the box-type
window is additionally equipped with acoustic foam (basotect 20 mm), the sound insula-
tion in closed state again increases by 2 dB.

Without absorbing foam, opening the single and box-type windows 5 cm and 10 cm
reduces the weighted sound reduction index by approximately 20 dB to 25 dB, respec-
tively. However, with absorbing foam, the reduction is only 5 dB to 16 dB. Generally, the
box-type window without foam has weighted sound reduction index that is 5 dB higher
than that of the single window. The box-type window with foam with an opening of 5 cm
even outperforms the closed single window by 3 dB and is only 3 dB under the closed
box-type window without foam. This option gives the best acoustic results while allowing
some sort of natural ventilation (Table 21.3).

21.8 Conclusions

The findings of this work conclude as follows:

2-Scheibenverglasung mit Verbundglasscheibe

3-Scheibenverglasung

Umlaufender Hohlraum gefüllt mit schallabsor-
bierenden Material und Raum für die integrierte 
Regelung

Fig. 21.11 Structural design of the architectural integrated box-type window
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Fig. 21.12 Architectural integration of the investigated box-type window\
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Fig. 21.13 Alternative for the investigated box-type window, friendly for maintenance and service
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– CFD calculations show that the pressure losses are reduced by approximately 50% by
simply optimizing the opening angles of the casements. Further reductions are achiev-
able by guiding the airflow inside the window box.

– The resulting air exchange rate under a mean temperature difference of 3.4 K was
around 0.4 1/h (with an infiltration of about 0.14 1/h).

– Despite the relatively small flow cross section, the system provides appropriate air
exchange rates. The very low width-to-height-ratio of the window gap (0.0385 m/m)
supports higher pressure differences.

– The weighted sound reduction index of an opened box-type window equipped with
acoustic foam is around 22 dB higher than an open single window.

21.9 Outlook

– The 2D CFD simulations will be transferred to 3D simulations which may take
buoyancy effects into account better, but come with higher computation costs.

– More detailed calculation approaches must be found and applied to be able to better
simulate real airflow conditions, e.g. mounting conditions and wind influences.

– In the future, the more suitable architectural design window will be studied in the
laboratory and with CFD simulations.

– Implementation of the algorithm to control the increase of air exchange during the day
and subsequent evaluation of the impact on thermal comfort.

– Installation and evaluation of the active noise control in the box-type window.
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Airborne Sound Insulation of Sustainable
Building Facades 22
Andreas Drechsler, Steffi Reinhold, Andreas Ruff, Martin Schneider,
and Berndt Zeitler

Abstract

Two trends are currently leading to an increased risk of indoor noise pollution. Firstly,
urban densification causes traffic noise sources to be closer to the building facades
which makes them louder at the facades. Secondly, airtightness of buildings, due to
energy regulations, leads to the need of natural or mechanical ventilation to ensure a
“healthy” indoor air quality, thereby allowing noise to easily pass from outdoors to
indoors. In the case of mechanical ventilation, an additional noise source is also created.
This study investigates the risk reduction of an indoor noise problem by optimizing the
facade elements regarding sound insulation. Noise levels of different transportation
noise sources (cars, trucks, trains) are used to calculate the resulting indoor noise levels
after passing through the facade elements. The amount of noise transmitted into the
indoors is dependent on the frequency spectra of the sources and of the sound reduction
properties of the facade elements. Facade elements such as masonry walls, open
windows, and ventilators are investigated and modified regarding their sound insulation
properties. Through passive means, the weighted sound reduction index of an open
window and an open ventilator was increased by 12 dB and 3 dB, respectively. Also, the
indoor self-noise of the ventilator was investigated and reduced for different airflow
rates.
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Keywords

Sound insulation · Sound transmission · Indoor noise · Building facade · Traffic noise ·
Ventilation · Spectrum adaption term

22.1 Introduction

In order to promote sustainability by saving energy, regulations force new buildings to be
constructed more airtightly. To ensure a “healthy” air quality and to reduce the probability
of mold growth, ventilation becomes an essential necessity. Furthermore, urban densifica-
tion leads to buildings being built closer to streets and rail tracks. Both of these factors
(ventilation and densification) can lead to higher noise levels and consequently health
issues for the inhabitants of these homes.

The resulting indoor noise levels are dependent on the spectra of the outdoor sources
and on the spectra of the sound insulation of the facade elements. So firstly, a closer look is
taken at the noise spectra of a set of road and rail traffic noise sources, which were captured
in the Stuttgart area. To correlate better to the human perception of noise, the A-weighted
levels of these noise sources are discussed. The noise levels of a further noise source,
namely, the ventilator used for mechanical ventilation, are also presented at different
airflow rates.

In a next step, the sound insulation properties of some selected facade elements are
viewed and optimized. These elements include a single and double masonry wall, a
box-type window with different opening angles, and an (open) ventilator.

The latter two elements allow for necessary natural ventilation through the facade and
are optimized by passive means, in other words by changing the impedances of the
boundaries. To better understand the sound insulation of the double facade wall, a simple
mass-spring-mass model is used to indirectly calculate the effective stiffness between the
inner and outer shell of the facade wall.

Finally, the resulting indoor levels of these selected transportation noise sources are
compared, and a conclusion is made on which single number values describing the sound
insulation of the investigated facade elements best correlate with the reduction of traffic
noise through the respective element.

The authors would like to thank the participating industry partners, Siegenia-Aubi KG,
Schüco International KG, Aumüller Aumatic GmbH, and Bundesverband Kalksandstein
Industrie e.V., as well as the funding organization of the Federal Ministry of Education and
Research (BMBF) for supporting this research.
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22.2 Noise Sources

A selection of noise sources including transportation noise and ventilator noise was chosen
for this study. Whereas transportation noises from the sources were simply measured, the
radiated noise from the ventilator was optimized through design changes. Both types of
noise sources will be discussed for Z-weighted and A-weighted signals. The former is a
linear weighting of the frequency components, and the latter simulates the frequency
dependency of the average hearing.

22.2.1 Transportation

Within a former project by Pietruschka et al. (2011) funded by BWPLUS, average levels of
various transportation noises (Truck, Car, City Tram, Regional Train, and Freight Train)
were collected in a residential area in Stuttgart according to standard DIN 45642 (2004),
however using a dummy head. The shape of the measured levels coincides well with the
normative traffic noise levels according to the standard DIN EN ISO 717-1 (2019) and DIN
EN 1793-3 (1997). All levels used in this paper (see Fig. 22.1) were recorded in front of the
building facades, except for the levels of the Freight Train and the Regional Train, which
were recorded at a similar distance from the tracks to the buildings, yet not directly in front
of the facades due to organizational issues. The used locations are however expected to
give comparable levels to those found in front of the nearby buildings.

Looking at the legend, one can see that the Freight Train has the highest overall levels
followed by those of the Truck. Looking at the frequency content, the Truck shows higher
levels in the low frequency range, whereas the Freight Train shows higher levels in the high
frequency range. The source with the lowest overall level is the City Tram. The levels of the
City Tram are also the lowest throughout the whole frequency range and are only undercut
by the levels of the Regional Train between approximately 80 and 500 Hz.

Going from Z- to A-weighting, the order of the overall source levels changes only
between the Car and the Regional Train (see Table 22.1). Hereby, the latter has higher
A-weighted levels due to the more pronounced high frequency components, whereby the
former has higher linear weighted levels. The levels going from Z- to A-weighting reduce
for the five transportation sources, whereby the Car and Truck show the largest reduction of
approximately 7–8 dB due to the strong low frequency component.

22.2.2 Ventilator

A further investigated noise source, which also contributes to the indoor noise level, is the
ventilator. The sound power radiated (into the building) by a standard quality ventilator
built into a wall was measured on the basis of DIN EN ISO 3743-1 (2010) with slight
deviations. Drechsler and Ruff (2017) showed that this deviation from the standard
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measurement methods delivers appropriate results. The ventilator was investigated both
before (“nor” for normal) and after carrying out some acoustical modifications (“per” for
perforation modifications).

In both cases, the ventilator was built into a 150 mm thick calcium silicate brick wall
(approximately 350 kg/m2) with thin plastering on the inner side and a thermal insulation
composite system on the outer side comprised of 200 mm mineral wool with 12.5 mm
gypsum board. In the field, plaster is used instead of gypsum board on the outer side, but
the acoustical difference is considered negligible. The opening on the inner side was
enclosed with a standard plastic covering spaced a few centimeters away with slits on the
cover side to allow air exchange. The plastic tube of the ventilator has a diameter of
160 mm and a length of approximately 380 mm. The acoustically modified ventilator tube
has the same dimensions, yet an additional effective perforation of approximately 25–30%
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Fig. 22.1 Outdoor sound pressure levels. Left: linear Z-weighted, right: A-weighted

Table 22.1 Traffic source
levels in dB

Source Z-weighting A-weighting Difference

Truck 87.5 80.8 6.7

Car 85.1 77.3 7.8

City Tram 75.4 71.7 3.7

Regional Train 79.4 78.9 0.5

Freight Train 88.8 88.6 0.2
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at the last 100 mm on the outdoor end at the depth of the mineral wool (see Fig. 22.2). More
details on the setup can be found in Ruff et al. (2020).

The measured Z-weighted and A-weighted total sound power levels LW for different
airflow rates (15 m3/h, 32 m3/h, 45 m3/h and different directions (“in” for inward and “out”
for outward)) can be seen in Table 22.2. Note, that the levels do not differ much regarding
the direction of airflow for both Z- and A-weighted power levels (sums differ by max.
2 dB). Due to adding the perforation (going from “nor” to “per”), the single number values
are reduced by 2–3 dB. The modal behavior of the tube is assumed to be the cause and is
explained below.

The cut-on frequency of the tube, at which the first radial mode propagates, is
fc � 2.5 kHz from λ ¼ 2πr/x0, where λ, r, and x0 are the wavelength, radius of the tube,
and zero of the Bessel function (cylindrical function), respectively. The derivation of the
Bessel function of zeroth order J0(x0 ¼ k � r), marking the particle velocity at the boundary
of the tube, is zero at x0 ¼ 3.8317. Below this cut-on frequency, plane waves propagate in
the tube and lead to strong reflections at the ends, as there is an impedance change (plane
waves ¼> spherical waves) when exiting the tube. These reflections further lead to
resonances with modal shapes that cause higher sound radiation at these frequencies.

Fig. 22.2 Ventilator tube with
100 mm of perforation at outer
end behind ceramic heat
exchanger

Table 22.2 A- and Z-weighted sound power levels LW of the ventilator in dB for different airflow
rates, directions, and tube types

Tube type Airflow rate in m3/h

Outward direction Inward direction

Z-weighting A-weighting Z-weighting A-weighting

Normal 45 58.1 53.0 57.8 52.5

32 51.6 46.2 49.7 44.2

15 38.6 31.6 39.0 32.7

Perforated 45 55.1 51.1 55.3 50.5

32 48.7 44.1 47.4 42.2

15 37.0 29.2 38.4 30.9
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These resonances can be seen in Fig. 22.3, which also shows that by increasing the airflow
rate, the peak in sound power around 315 Hz increases the most, whereas the levels at the
low frequencies only rise slightly.

As the peak frequency does not shift by increasing the flow rate, it is believed that this
resonance is not caused by the blade passing frequency, yet by the resonance along the tube
length itself. This tube resonance is however excited by the noise from the blade passing
frequency that lies close by. Being that the one end is somewhat closed (unknown
impedance due to the covering) and the other end is relatively open (yet with slats), the
resonance should lie somewhere between a quarter wavelength ( f ¼ 447 Hz–one end rigid
and one end fully open) and a half wavelength ( f ¼ 223 Hz–both ends fully open). A
resonance frequency at f0¼ 315 Hz would mean that the resonance is at 0.35 � λ� 1/3 (>1/
4 and <1/2) of a wavelength. A quarter wavelength resonator has its antiresonances and
resonances at even and odd multiples of the fundamental frequency, respectively. Being
that there is a dip in the levels at approximately double the frequency ( f1¼ 2 � 315 Hz), and
another local maximum at around three times the frequency f2 ¼ 800 Hz, supports this
theory.

That the latter resonance frequency is slightly lower than three times the frequency is
because slightly more than a quarter wavelength fits in this tube as with its not ideally rigid
and open ends.
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Fig. 22.3 Sound power levels LW in dB and dB(A) of normal and perforated tubes from ventilator at
different airflow rates, direction out, solid line: normal tube; dashed line: perforated tube
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Through the perforation, two things are expected to happen. Firstly, the boundary
conditions on the outer side become less defined, thereby spreading out the energy of the
resonance to other frequency bands. One can see that the levels are not reduced in all
one-third octave bands and even increase at lower frequencies. This supports the assump-
tion that this peak is caused by a tube mode. Secondly, the sound power should get
absorbed by the mineral wool. However, the effect is minimal, as otherwise the reduction
of the levels at higher frequencies would increase over frequency.

The perforation reduces the peak values for both Z- and A-weighted levels by approxi-
mately 6–7 dB for all airflow rates. The overall levels are only reduced by approximately
3 dB. However, being that this peak in the one-third octave band is so high due to the very
tonal blade passing frequency, the overall annoyance is reduced by lowering the level at
this peak. Tonal sounds are found to be more annoying than stochastic noise according to
DIN 45681 (2005).

Depending on the room properties (volume and absorption) and the sound insulation of
the facade, these traffic and ventilator noises will be pronounced and disturbing to the
occupant.

22.3 Sound Insulation

The sound insulation most often described by the sound reduction index, Rtot of the facade,
is the energetic sum of the sound insulation of its elements (wall, window, ventilator)
weighted by their areas:

Rtot ¼ �10 log
Xn¼3

i¼1

10�0:1Ri,area , with

Ri,area ¼ Ri � 10 log
Si
Stot

,

ð22:1Þ

where Stot is the total area of the facade, Si is the area of the element i, and Ri,area is the sound
reduction index of the element weighted by its area to the total area. In general, the sound
reduction index describes ten times the logarithmic ratio of the incident sound power to the
radiated power of the element. In this investigation, it was measured according to DIN EN
ISO 10140-2 (2020). The total sound reduction index of the facade, Rtot, will not be
discussed much further in this paper, as there exist so many possible permutations of wall,
window, and ventilator elements. Yet, in a later section, the sound reduction index, Ri,area,
normalized to the same overall area will be compared between the elements. However,
firstly, the sound reduction index, Ri, of the elements as they were measured is looked at
more closely.
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22.3.1 Wall

Only two of the nine walls that were investigated in the iCity project are presented here.
The one wall is a double wall (DW) built of an inner shell (brick wall), cavity (thermal
layer), and outer shell (brick wall). The other wall is a single wall (SW) of the same inner
shell (brick wall) on its own. They were chosen to demonstrate the effects of the anchors
between shells. Due to wind loads, it is important to fasten the outer shell of a facade wall to
the inner shell with metal anchors. These anchors, which are set in plastic plugs, however
diminish the sound reduction of the wall relative to the same wall without anchors. One
goal of this partial study is to find a simple formula to describe the effect of the outer shell
fastened by different means and thereby to be able to predict the total sound reduction index
before constructing the wall. This will ensure a healthy indoor environment and reduce cost
due to over-designed constructions.

The base 175 mm thick calcium silicate brick wall (SW–single wall) has a mass per area
of approximately 340 kg/m2 (see Fig. 22.4). The other wall system (DW—double wall) is
comprised of the base wall, also called inner shell (IS), plus 200 mm of mineral wool cavity
insulation, and an external outer shell (OS) constructed of 115 mm thick calcium silicate
block bricks with a mass per unit area of approximately 198 kg/m2. Nine anchors per
square meter were installed. A more detailed description of the setup can be found in
Schneider et al. (2018).

Fig. 22.4 Inner shell of calcium
silicate brick wall covered with
insulation, anchors (marked with
white circles), and first rows of
outer shell
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Although the system is quite complex as seen in a modal analysis (not shown here) with
coupled modes beginning at 30 Hz, it was decided to firstly model the double wall as a
simple mass-spring-mass system. For double walls filled with air or fibrous material, the
stiffness of the cavity is well known and predictions of transmission can be made.
However, the added anchors complicate matters and at low frequencies add an extra
stiffness compared to just air, thereby increasing the mass-spring-mass frequency. The
anchors also introduce structure-borne bridges at higher frequencies, which reduce the
sound reduction index. The latter effect falsifies the simple estimation using the mass-
spring model at higher frequencies.

Although estimates are false at high frequencies, a way was found to extract the
effective stiffness of the cavity by comparing the theoretical differences between the
sound reduction index of the single wall (RSW) and the double wall (RDW) utilizing the
difference in velocity on the one side, IS, (Lv1) of the double wall and on the other side, OS,
of the wall (Lv2) (see Fig. 22.5) when exciting the IS with a loudspeaker.

Mass-Spring-Mass System
How the theoretical quantities of RDW, RSW, Lv1, and Lv2 can obtained by a simple mass-
spring-mass system is shown here. They are all dependent on the impedance of the wall
(zW), meaning the ratio of exciting force F1 and resulting velocity v. The relationship
between the force and velocity of a mass-spring-mass system can be described by the
following matrix equation:

F ¼ F1

0

� �
¼ N � 1

jω
v1
v2

� �
ð22:2Þ

where F1 is the force exciting the wall, j ¼
ffiffiffiffiffiffiffi�1

p
, ω is the angular frequency, and v1 and v2

are the velocities of the inner and outer shells, respectively. The stiffness matrix, N, is
defined as

IS
m1

OS
m2

OS
m2

IS
m1

Lv1 Lv2

RIS/RSW ROS RDW

cavity
s,d

Fig. 22.5 Sketch of walls defining quantities. ΔR ¼ RDW � RSW and ΔLv ¼ Lv1 � Lv2, and
equivalent mass (m1, m2), spring (s), and damper (d ) elements
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N ¼ s �s

�s s

� �
þ jω

d �d

�d d

� �
� ω2 m1 0

0 m2

� �
ð22:3Þ

The stiffness and damping of the cavity are described by s and d, whereas the masses of
the inner and outer shells are defined by m1 and m2.

From this matrix equation, the velocities, v1 and v2, can simply be calculated as

v1 ¼ jωF1
sþ jωd � ω2m2

det Nð Þ ð22:4Þ

v2 ¼ jωF1
sþ jωd
det Nð Þ ð22:5Þ

which can be converted into drive point and transfer impedances dividing by the excitation
force, F1, respectively.

As the cavity “springs” (air, mineral wool, anchors) are all in parallel, their stiffness per
area must be added, leading to a total stiffness of s00tot ¼ s00air þ s00mineral þ s00anchor , with s00air ¼
ρc2=d ¼ 1:2 � 3402=0:2 N=m3 , s00mineral ¼ 4:8� 106 N=m3 , and s00anchor ¼ Ean � nan �
Aan=lan ¼ 2� 1011 � 9 � 2 � π � 2� 10�3 � 0:21 MN=m3 . Assuming the shells of the wall
are limp masses, and neglecting the influence of damping, the resonance frequency of the
mass-spring-mass system can be calculated as f 0 ¼ 1= 2πð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s 1=m1 þ 1=m2ð Þp
. This

means that if the wall had no anchors, the resonance frequency would be lower, as the
total stiffness s00tot would be lower. A lower resonance frequency is better for the sound
insulation, as above it there is an improvement of the sound insulation (see Fig. 22.6). In
other words, adding the anchors reduces the performance of the wall, yet they are needed to
resist the wind loads. The sound reduction index of this simplified wall can be estimated by

R φð Þ ¼ 20 log
zw
cosφ þ 2zp

2zp

����
���� ð22:6Þ

with zw being the impedance of the wall and zp ¼ ρc the impedance of a plane wave. For
purpose of simplification, a mean incident angle is selected (φ ¼ 45 deg) to simulate the
outdoor (traffic) noise. The impedance of the single mass wall is zw1 ¼ jωm and of the

mass-spring-mass wall is zw12 ¼ F1=v2 ¼ 1
jω

det Nð Þ
sþjωd (see Eq. 22.5).

The theoretical improvement in sound reduction index by adding the outer shell is
ΔR ¼ R(zw12) � R(zw1). The expected sound reduction index of the DW can be calculated
by adding ΔR, and the improvement due to the increase of the total mass (ΔRmass¼ 20 log 10
((mIS + mOS)/mIS) � 4 dB) to the sound reduction index of measured SW. This leads to the
trend seen in the left graph of Fig. 22.6 (dashed line).

Note that the theoretical resonance frequency at 151 Hz (see dip in dashed line of left
graph) is higher than measured and that the theoretical improvement with 40 dB/Oct is
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steeper than measured in the high frequencies due to the missing effect of structural
bridging. Even though the slope is steeper adding the theoretical improvement, the single
number rating is lower than the measured wall due to the resonance dip being too high. The
reason for the excessively high resonance frequency is due to the fact that the stiffness of
the plastic wall plugs, in which the anchors sit, was not considered.

To find the effective stiffness per area of the cavity including all effects, the velocity
level (Lv) difference between the IS and OS when exciting the IS was measured and
simulated with the same mass-spring-mass system as described above (see right diagrams
in Fig. 22.6). In the upper right graph, the measured and predicted improvement in sound
reduction index, ΔR, and the difference in velocity level, ΔLv, are shown. The predictions
unfortunately do not coincide with the measurements. However, if the difference between
the deltas ΔR(meas) � ΔLv(meas) and ΔR(calc) � ΔLv(calc) is calculated (lower right
graph), it can be seen that the predicted and measured have the same trend and differ by less
than 5 dB throughout the whole frequency range. Note that to achieve these close results,
the theoretical effective stiffness per area was reduced to s00tot � 37 MN=m3. This means
that the plastic wall plugs have effectively reduced the s00tot from 113 MN/m3 to a third and
control the stiffness between the shells. As the wall plugs are situated in a different plane
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than the other “springs,” the reciprocal of the total stiffness is the sum of the reciprocal
stiffnesses, leading to a stiffness of the wall plugs of 56 MN/m3. The total stiffness is lower
than the smallest stiffness. Note that the mass-spring-mass resonance frequency thereby
reduces from 151 to 87 Hz (f ¼ 1=2=π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s00tot 1=m1 þ 1=m2ð Þp

).
Overall, it can be said that the OS increases the sound insulation from above 63 Hz

starting at 4 dB due to the mass increase (dashed horizontal line). A steady improvement up
to 20 dB is achieved until 500 Hz where the slope levels off due to structural bridging. The
weighted sound reduction index calculated according to the standard increased by adding
the OS Rw(SW) ¼ 54 dB to Rw(DW) ¼ 65 dB, a 10 dB increase. If the wall plugs could be
made less stiff, a larger increase in sound reduction index would be expected.

22.3.2 Ventilator

The setup of the ventilator was already described earlier. In contrast to the wall, the
improvement of sound insulation through modifications will be investigated regarding
the sound reduction index of small elements using Dn,e instead of R, yet also according to
DIN EN ISO 10140-2 (2020).

The dashed-dotted line in Fig. 22.7 depicts the sound insulation of the test wall without a
ventilator and hole. The sound insulation drops drastically by incorporating the ventilator,
especially around the tube resonance frequency (approximately 250–315 Hz) determined
earlier. During times when no ventilation is needed, the tube can be closed upon which the
sound insulation increases by approximately 10–15 dB. The improvement due to adding
the perforation to the tube, as described earlier, can be seen in the right graph. Unlike the
reduction in sound power due to the perforation, the sound insulation also improves at
higher frequencies by approximately 2–3 dB. The perforation leads to a similar magnitude
in improvement if the tube is open or closed. However, when closed a new peak is
introduced at lower frequencies. This supports the earlier assumption that tube modes
have the most influence on the radiation and insulation properties. If one side of the tube is
closed, the tube acts more like a 1/4 wavelength resonator than a 1/2 wavelength resonator
increasing the wavelength at the resonance and reducing its frequency. At these resonance
frequencies, the particle velocity at the perforated end has a maximum, whereby through
friction much sound energy is transformed to thermal energy increasing the sound
insulation.

Comparing the reduction of radiated sound power, one can see that the highest
improvement of both is around as much as the first and second resonance frequency of
the tube between 250 and 500 Hz.
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22.3.3 Window

Two different box-type windows were investigated in this iCity project. One was placed in
a real office room and studied regarding natural ventilation (Chap. 21) and sound insula-
tion. The other, installed in the acoustic facilities, with a depth of 0.15 m, a height of
1.312 m, and a width of 1.062 m, is discussed in this chapter (see Fig. 22.8) with the focus
on sound insulation. A box-type window, such as the “Hamburger Hafencity Fenster,” was
chosen because of its high sound insulation in the closed state. It was also chosen to warrant
an increased sound insulation when tilted by making the sound enter the one side, in this
measurement setup at the top of the box-type window, and travel through the height of the
window, before exiting on the bottom half of the other side. For the presented data, the
width of opening gaps (upper left and lower right) was always the same (0 mm, 20 mm,
40 mm, or 60 mm).

The measured weighted sound reduction index of the closed window is Rw ¼ 51 dB.
However, when tilted open for natural ventilation, the sound reduction reduced to
Rw ¼ 21 dB or 24 dB depending on the gap width of the openings (here 60 mm and
20 mm, respectively). The sound reduction index, R, of the non-treated window can be
seen in the left graph of Fig. 22.9. The case with the largest gap has the worst sound
insulation. At very low frequencies, the decrease in R due to opening the windows is
approximately 10 dB. The sound waves with very long wavelengths at those frequencies do
not “see” the gap in the box-type window and still get reflected strongly. Between 80 and
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400 Hz, the decrease in R is approximately 15 dB, and R runs almost parallel to the case
with the closed box-type window. Above 400 Hz, the wavelength gets in the range of the
gap length (width of the box-type window), and R stays almost constant or independent of
the frequency and the same amount of sound transmits through the box-type window.

In this project, two similar measures were taken to increase the sound insulation of the
tilted box-type window at low and high frequencies by incorporating, first, Helmholtz
absorbers (tuned to 125 Hz) and, second, porous absorbers of 40 mm thickness onto the
top/bottom and both side window reveals, respectively. The weighted sound reduction
index for all four cases (with and w/o Helmholtz absorber and with and w/o porous
absorber) is listed for all of the four opening gaps in Table 22.3.

Note that the Helmholtz absorber has little influence on the single number value, Rw,
which rises at most by 1 dB. The porous absorber also has little influence on Rw for the
closed box-type window; however, a large influence of approximately 12 dB when the
window is tilted open. The box-type window with a gap of 20 mm and with both Helmholtz
and porous absorber has a quite high weighted sound reduction index of Rw ¼ 36 dB. The
absorption coefficients of the two absorbers, measured in an impedance tube, can be seen in
the right graph (right axis) of Fig. 22.9.

The Helmholtz absorber theoretically tuned to 125 Hz has its maximum of α ¼ 0.81 at
125 Hz. The porous absorber reaches its maximum of α ¼ 0.98 at about the frequency
corresponding to a quarter wavelength f ¼ c0/(4 � 0.04 m) ¼ 2125 Hz, where c0 ¼ 340 m/s
is the propagation speed in air.

The Helmholtz absorber does have a larger influence when looking at the sound
reduction index, R. The improvement of sound reduction index, ΔR, can be seen in the
right graph of Fig. 22.9. At the tuned frequency of 125 Hz, the improvement is approxi-
mately 5 dB for both, the case with and w/o porous absorber. At higher frequencies,
however, there is a negative improvement with a negative peak at 400 Hz and 800 Hz
depending on w/o or with porous absorber, respectively. This suggests that the improve-
ment is not only due to the absorption of sound, but also that the impedance of the box-type
window reveals changes now allowing more sound to pass. The worsening of R at higher
frequencies due to the Helmholtz absorber is higher with the additional porous absorber in
place. Hence, the improvement of R due to the porous absorber increases toward higher
frequencies as expected.

Table 22.3 Weighted sound reduction index, Rw, in dB of windows with various opening gaps and
absorber configurations

Gap width in
mm

Without porous absorber With porous absorber

Without
Helmholtz

With
Helmholtz

Without
Helmholtz

With
Helmholtz

00 (closed) 51 51 52 52

20 24 24 36 36

40 22 23 34 33

60 21 21 33 32
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The improvement for duct acoustics predicted according to Piening found in Möser
(2009) and VDI 2081 (2019) is quite a bit lower than measured. Assuming the duct has the
full width of the box-type window and the absorbers cover the reveal of the full height of
the window, the maximum reduction for the porous absorber is 3.5 dB at 2000 Hz and for
the Helmholtz absorber is 2.9 dB at 125 Hz. These values are lower than measured, because
Piening only captures the losses along the duct walls and not at the openings at which
absorbers are also implemented in these windows. In Fig. 22.9, one can see that the
frequency ranges of improvement and high absorption coefficient coincide quite well. At
higher frequencies, the improvement due to the porous absorbers declines when half a
wavelength fits in the duct depth ( fray ¼ c0/(0.15 m/2) ¼ 1133 Hz) due to the sound then
traveling more focused as a ray.

22.4 Indoor Levels

As the indoor sound pressure levels from the ventilator and traffic sources are dependent on
the volume of the room, the equivalent absorption area therein, and the areas of the
different facade elements, a facade-room scenario was chosen to allow the comparison
between them. As a further simplification, the receiving room will be assumed to have a
diffuse sound field (Fig. 22.10).

• Facade width w ¼ 5 m.
• Facade height h ¼ 2.5 m
• Facade area S ¼ 12.5 m2

• Ventilator Svent ¼ 0.02 m2

• Window Swind ¼ 1.56 m2

• Wall Swall ¼ 10.92 m2

Fig. 22.10 Sketch of facade scenario. Wall: dark gray, window: medium gray, ventilator: light gray
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• Room depth d ¼ 4 m
• Room volume V ¼ 50 m3

• Reverberation time T ¼ 0.5 s (common value for living spaces)
The equivalent absorption area, A, can be calculated according to Sabine as

A ¼ 0.163 � V/T ¼ 16.3 m2.

22.4.1 Sound Transmission Through Single Elements and Ventilator
Levels

As a first step, the element sound reduction index, Dn, e, is converted into a sound reduction
index as follows: R¼ Dn,e + 10 log (Svent/A). Furthermore, the sound reduction indices will
be normalized to the chosen scenario by Ri,area ¼ R � 10 log(Si/Stot). The indoor levels
produced by the traffic noise source j through facade element i are then approximated by
Lij ¼ Lp, j � Ri,area + 10 log(Stot/A), where Lp, j is the level of the source j measured in front
of the facade and Ri,area is the area of normalized sound reduction index of the facade
element i.

The noise from the ventilation at different speeds and for different modifications can be
calculated as Lp¼ LW� 10 log(A)� 6 dB which is also shown in Table 22.4. For a selected
set of elements, it can be seen in Fig. 22.11 that the A-weighted indoor levels lie between
10 and 60 dB(A) depending on the facade element (wall, vent, wind) and the traffic source,
or they are dependent on the ventilator speed. As the direction of ventilation has little effect
on the levels, only levels of inward ventilation are presented.

The WHO-Europe World Health Organization (2018) recommends levels below 40 dB
(A) to ensure a healthy night’s sleep. Higher levels can cause the occupant to awake
constantly, which could lead to a health hazard.

As expected, the indoor dB(A) levels through the wall and through the closed box-type
windows are the lowest. More interesting is the fact that the order of loudest to quietest
source changes depending on which element the sound transmits through. Outdoors, the
sources showed the following order from loudest to quietest:

Table 22.4 Indoor sound pressure levels, Lp, of ventilator in dB(A) for normal (nor) and perforated
(per) tube for both operating directions outward (out) and inward (in)

Tube type Airflow rate in m3/h Outward direction Inward direction

Normal 45 46.9 46.4

32 40.1 38.1

15 25.5 26.6

Perforated 45 45.0 44.4

32 38.0 36.1

15 23.1 24.8
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1. Freight Train–88.6 dB(A).
2. Truck–80.8 dB(A).
3. Regional Train–78.9 dB(A).
4. Car–77.3 dB(A).
5. City Tram–71.7 dB(A).

Yet, going through the wall (with nine anchors and an outer shell), for example, the
order changes to:

1. Truck–27.6 dB(A).
2. Car–25.1 dB(A).
3. Freight Train–20.1 dB(A).
4. City Tram–11.6 dB(A).
5. Regional Train–11.0 dB(A).

This is due to the spectra of the sources and the sound insulation of the elements. The
Freight Train level falling from first to third place is because the source has high levels
between 1 and 2k Hz (see Fig. 22.1), which are highly attenuated by the wall with an outer
shell (see Fig. 22.6).
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The dB(A) level of the Car on the other hand is not very strongly attenuated by the wall
with the outer shell, because its spectrum has a strong low frequency content (see Fig. 22.1)
around the dip in sound insulation of the wall at the mass-spring-mass resonance (see
Fig. 22.6), meaning those important frequencies are not reduced.

Furthermore, the top graph in Fig. 22.11 shows that the open windows, even after
modifications, lead to the highest indoor levels. It can also be seen that the ventilator
produces levels that are lower than all the transportation noises transmitted through the
ventilator itself when running with a flow rate below 32 m3/h. The transmitted Freight
Train noise is even louder than the ventilator at a flow rate of 45 m3/h. The ventilator at the
middle flow rate produces levels similar to the transmission of the Tram.

To understand the reduction of A-weighted levels due to the facade better, the difference
between the out- and indoor levels are plotted for the same element-source pairs in the
lower graph of Fig. 22.11. As it was noticed in the upper graph of absolute levels, the wall
and closed box-type window achieve the highest reduction in levels of around 60 dB. This
corresponds to a subjective perception of 1/64 ¼ 1/260dB/10 as loud. Again, the reduction
depends largely on the spectra of noise source and sound reduction index of the element.

It can be seen that the spread of indoor levels between the different traffic sources is
largest for the wall (� 15 dB), lower for the closed box-type window (� 10 dB), and
smallest for the ventilator and open box-type window (� 5 dB). The wall shows the largest
reduction, ΔLp, for the trains, because the sources have strong higher frequency
components, which are strongly attenuated by the wall. The Car and Truck show the
lowest reduction by the wall due to the low sound reduction index of the wall at low
frequencies and the high levels of the sources at low frequencies. This order of spread can
be seen for the other facade elements as well. Adding the Helmholtz resonators to the open
box-type window leads to an improvement for the Car and Truck sources, with their low
frequency content, and leads to a worsening for the City Tram, because adding the
Helmholtz absorber reduced the sound insulation at high frequencies (9), where the City
Tram has high levels.

Seeing all this different behavior begs the question, if the weighted sound reduction
index, which does not consider the different source spectra, is the proper measure to use for
a facade. Please note that this is not a new finding, but has been investigated by many
already and is captured, for example, as spectrum adaption terms in the standard DIN EN
ISO 717-1 (2019).

22.4.2 Which Single Number Value Best Represents dB(A) Reduction?

For this same reason, different single number values (SNV) have been developed, some
called spectral adaption terms, which as the name says, make corrections according to the
assumed source spectra. Many such SNV have been developed over the years, some
through subjective studies as in Hongisto et al. (2018), in which subjects are played back
recordings of outdoor noise transmitted to the indoors and asked to rank the signals relative
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to their annoyance. As this type of study is out of the scope of this research, it is assumed
that the A-weighted indoor levels sufficiently correlate with the human perception of
annoyance and comparisons are made between the reduction of A-weighted sound level,
ΔL, from outdoors to indoors and a selected five of the standard SNV as they exist in DIN
EN ISO 717-1 (2019) (Rw, Rw + C, Rw + Ctr, Rw + C50 � 3150, Rw + Ctr50 � 3150). The latter
two will for short be named Rw + C50, Rw + Ctr50.

The spectrum adaptation terms C, Ctr go from 100 Hz to 3150 Hz in one-third octave
bands and put more emphasis on the lower frequencies. The terms with the added 50 Hz do
the same, however also considering sounds one octave lower down to the 50 Hz band.

The procedure to calculate the spectrum adaption terms is the same as explained in Sect.
22.4.1, yet now the A-weighed source levels are normalized to zero dB(A) meaning the
A-weighted indoor levels and the A-weighted level reductions are the same. Furthermore,
the room scenario for the adaption terms is nonexistent, or in other words, the assumption is
made that the element surface, Si, is the same as the equivalent absorption area in the room,
A. These differences in the calculation methods mean that compared with the level
reduction calculated here, there would be an offset even if the same source spectra in
both cases would be used.

So, the question addressed here is, which SNVs are most representative to describe the
reduction in A-weighted outdoor to indoor levels (ΔLp) in these studies, with these spectra
and these facade elements, and do they coincide with those suggested in the standards? The
most appropriate SNVs to use for different traffic situations would be the ones that show
the least variation relative to ΔLp. For example, Meier (2021) suggests to use RþC for
outdoor noise and traffic noise outside of built-up areas and RþCtr within built-up areas.

To give an idea of the variation between the different SNVs, a subset of the elements and
sources are displayed in Fig. 22.12. The standard deviations listed in the legend are
calculated for all elements presented earlier (2 � Walls, 4 � Vents, 16 � Windows).
This means that because there were many more open box-type window cases, those are
weighted more than, for example, the walls. Yet, this is found to be acceptable, because
most facades incorporate a window, which often delivers the lowest reduction of
A-weighted levels and thereby controls the overall insulation. In the future, it might be
more appropriate to select multiple facade variants with different types and sized elements
and compare the SNV of the overall sound reduction with the indoor levels on whole
ΔSNV ¼ SNV � ΔL.

As mentioned earlier, an offset is expected due to the added room and facade
assumptions in this study, meaning that the mean value is not as representative as the
standard deviation. As expected, the variation of ΔSNV is the largest for the wall with the
outer shell regarding both displayed sources. The standard deviations can be found in all
sources and SNVs in Table 22.5. For the selected scenarios, the table suggests that Rw +
C50 is best suited for the Truck, Rw + Ctr for the Car and Regional Train, Rw for the City
Tram, and Rw + C for the Freight Train. This would correlate with the normative
recommendation, suggesting the use of Rw + C for the Freight Train and Rw + Ctr for the
Car and Truck. The latter only if going down to 50 Hz was not an option.
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If only one SNV should be suggested to be used for the rail vehicles, this study would
recommend Rw. One SNV for the Trucks and Cars could be either of these

Rw þ Ctr,Rw þ C50, or Rw þ Ctr50:
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standard deviation is in respective legend

Table 22.5 Standard deviation of ΔSNV: Difference between single number values (rows) and
A-weighted reduction of sound levels from outdoors to indoors for all sources (columns)

Rw Rw + C Rw + Ctr Rw + C50 Rw + Ctr50

Truck 3.4 4.2 2.1 1.5 1.6

Car 2.6 3.5 1.6 2.1 2.2

City Tram 1.0 1.9 2.1 4.2 4.3

Regional Train 1.8 2.5 1.4 2.5 2.6

Freight Train 1.9 1.1 3.9 5.8 6.0
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22.5 Conclusion and Outlook

Within the framework of the iCity research project, the sound insulation of several facade
elements was improved by passive means. The weighted sound reduction index of the wall,
for example, was improved by 11 dB through adding an outer shell to the inner shell. More
importantly, the effective stiffness of attachment anchors was estimated indirectly through
vibration and sound insulation measurements, thereby revealing more potential for further
improving the walls.

The sound reduction and weighted sound reduction index of the ventilator was
improved by 7 dB in one-third octave bands and by 3 dB, respectively, through the simple
addition of perforation on the last section of the ventilator tube.

The sound reduction index and weighted sound reduction index of the open box-type
window was improved by 6 dB and 1 dB, respectively, by adding Helmholtz absorbers in
the box-type window reveals and by 15 dB to 12 dB, respectively, by adding a porous
absorber. As shown by others, it was confirmed that the A-weighted indoor levels greatly
depend on the spectra of the noise source levels and of the sound reduction index of the
facade elements. Although the weighted sound reduction index by adding the Helmholtz
absorber only increased by 1 dB, the indoor levels decreased by 3 dB for the Car and Truck
sources. The indoor noise level created by the self-noise of the ventilator in the chosen
“standard” room was of a similar magnitude as the traffic noise transmitted through it for
the medium and high airflow settings.

A multidimensional calculation showed that there exist no correct single number values
(SNV) that can be utilized for all scenarios. Even the two SNVs suggested in the standards
were not necessarily the best for these noise source-facade element scenarios.

A possible way forward could be to better capture the actual source spectra outdoors for
specific areas, for example, through citizen science noise sensors (https://luftdaten.info/
einfuehrung-zum-laermsensor/), and then select the suitable facade elements to optimize
for the overall indoor level in that area.
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Impact Sound Insulation of Thermally Insulated
Balconies 23
Lucas Heidemann, Jochen Scheck, and Berndt Zeitler

Abstract

With the increasing urban densification, balconies are gaining in popularity as they improve
the living quality in homes. From a technical point of view, the thermal insulation between
balconies and the building’s façade is state of the art. In Germany, themost popular balcony
construction is a reinforced concrete balcony, separated from the building by a thermal
insulation element (TIE), which is meant to reduce the thermal energy loss and thus ensure
the sustainability of intelligent buildings. The impact sound transmission from balconies,
however, is a problem that has not been addressed enough to date. The paper is based on a
project of the same name within the iCity research with the main goal of providing acoustic
quantities, e.g. an impact sound pressure level difference, for a TIE that can be used to
compare the acoustical quality of products and used to predict the impact sound pressure
levels within the building using the standard EN ISO 12354-2. Experimental and numerical
studies have been carried out on various ceiling-balcony mock-ups without and with TIEs,
e.g. by means of experimental modal analysis and validated finite element models, respec-
tively. These studies showed that even doubling the width of the ceiling-balcony mock-up
does not change the results significantly, suggesting that the proposed test set-up is suitable
for standard testing. The analysis method and results presented here are for only one test
set-up with and without a TIE that underwent constructive modifications during the tests.
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The selected TIE shows an effective sound insulation above 400 Hz and achieves a single-
number rated impact sound level difference of ΔL�w � 10 dB.

Keywords

Impact sound · Sound insulation · Thermally insulated balconies

23.1 Introduction

The increase in airborne sound insulation against outdoor noise, achieved by the development
of higher quality walls and windows, leads to an increased sensitivity of the inhabitants
against noise that is generated by neighbours. This is because the noise levels from the
neighbours now emerge above the therefore lower level noise floor from the outdoors.
Furthermore, outside areas of flats, such as balconies, are gaining in popularity, leading to
more impact sound transmission, which can cause disturbances. These two points were taken
into account in 2018, when the German standard of requirements on sound insulation in
buildings (DIN 4109:2018-01, 2018) was revised. This standard now contains requirements
for balconies on the normalized impact sound pressure level as L0n,w� 58 dB. For loggias that
are often difficult to differentiate from balconies in modern buildings, the requirement is L0n,
w� 50 dB. As L0n,w quantifies the sound pressure level measured in the roomwhen the ceiling
or balcony is excited by a standardized tapping machine (Figs. 23.1 and 23.3), a lower level of
L0n,w means better protection from impact noise (e.g. a typical reinforced concrete ceiling
without and with a floating floor has levels L0n,w of around 70 dB and 46 dB, respectively).

In Germany, the most popular balcony construction is a reinforced concrete balcony,
separated from the building by a thermal insulation element (TIE) meant to reduce the
thermal energy loss. The design of the TIE is primarily based on static requirements. The
elements consist of reinforced bars and thrust bearings, sheeted by thermally insulating
material like extruded polystyrene. The main goal of the iCity project that is the basis of
this paper was to provide characteristic acoustic values for a TIE that can be used for
product comparison and used to predict the sound transmission in buildings. A first step to
achieve this is to, through measurement and numerical investigations, understand the
structure-borne sound transmission through these TIEs.

A not yet fully validated method, suggested by (Blessing, 2018), is to predict the impact
sound transmission of balconies in the same fashion as currently done for floors, namely,
according to Part 2 of theGerman standard (DIN 4109:2018-01, 2018) that uses single-number
values (in contrast to frequency-dependent values). Yet, currently no standardized laboratory
test procedure exists, to determine the “input value”. In other words, the characteristic acoustic
values of TIE still need to be defined. The testing procedure shall also provide values for a
frequency-dependent prediction following the European standard for building acoustics
(EN ISO 12354-2:2017-11, 2017). This chapter describes how this task was tackled and
how an approachwas developed to predict the impact sound transmission of balconies. Finally,
it discusses results ofmeasurements on one laboratory test set-up carried out within this project.
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23.2 Structure-Borne Sound Transmission in Buildings

For balconies, the most relevant requirements for impact or structure-borne sound trans-
mission are along the diagonal path into an adjacent room of a second unit as shown in
Fig. 23.1. If the balcony is not separated from the building using a TIE, it can be treated as a
ceiling. The prediction can then be done according to (DIN 4109:2018-01, 2018), Part
2, taking into account a KT value that describes the vibration reduction by the junction
formed by ceiling and walls, e.g. with two flanking transmission paths f1 and f2 according
to (EN ISO 12354-2:2017-11, 2017) from the exited balcony into the receiving room. A
prediction with single-number values according to the German standard can be done using
Eq. (23.1).

L0n,w ¼ Ln,eq,0,w � ΔL�w � KT þ μprog in dB ð23:1Þ

with
L0
n,w Weighted normalized impact sound pressure level for diagonal transmission

Ln, eq, 0, w Equivalent weighted normalized impact sound pressure level of the balcony
for vertical transmission without flanking elements

ΔL�
w Weighted impact sound level difference of the TIE

KT Correction value for diagonal transmission
μprog Safety coefficient; μprog ¼ 3 dB for impact sound

The German standard (DIN 4109:2018-01, 2018) does not provide an explicit KT value
for a transfer situation involving a balcony as shown in Fig. 23.1. In (Blessing, 2018),
KT ¼ 5 dB was used for diagonal transmission from a floor to a room, but if this value is
also suitable for balconies is yet to be shown. A lower value would be expected for

f1 f2

ΔL*

KT

Thermal
Insulating
Element
(TIE)

Fig. 23.1 Diagonal impact sound transmission of a thermally insulated balcony into a receiving
room of a neighbouring unit
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balconies, as often large window/door areas at balconies limit the amount of sound energy
going into the wall with the windows, redirecting it to the ceiling and walls on the diagonal
below. In other words, the large window/door thereby decreases the diagonal vibration
reduction at the junction (described by KT) compared to a full heavy wall without window/
door that has an assumed KT ¼ 5 dB.

The quantity ΔL�, termed impact sound level difference, is chosen in analogy to the
approach to describe isolating elements for staircases made of reinforced concrete in (DIN
7396:2016-06, 2016). Further information on the development of this method is given in
(Maack, Möck, & Scheck, 2020) and (Fichtel & Scheck, 2013). ΔL� quantifies the increase
of the impact sound reduction through the insulation element with reference to a rigid
connection which describes an insertion loss notated by an asterisk *. The challenge now is
to devise a laboratory test procedure and evaluation that determinesΔL� as close to the real-
world situation as possible.

23.3 Laboratory Test Set-up

In order to define a suitable laboratory test set-up and procedure, the transmission system
“thermally insulated balcony” has to be understood thoroughly. Therefore, a laboratory test
set-up has been built for experimental studies, consisting of a small ceiling and a thermally
insulated balcony similar to test set-ups used by (Schneider & Fischer, 2008). The
dimensions of the test set-up and the realization are shown in Figs. 23.2 and 23.3. The
larger reinforced concrete slab represents the ceiling in a building and is supported on
elastomer strips on two masonry walls. The mass spring system formed by the elastomer
strips and balcony and ceiling has a resonance frequency of 25 Hz (Kluth, 2016). The
smaller concrete slab represents the balcony. A laboratory set-up was built with a thickness
of 18 cm, termed set-up 1a without TIE and set-up 1b with TIE.

23.4 Laboratory Test Procedure

The impact sound level difference is determined from velocity level measurements on the
ceiling (Figs. 23.3 and 23.4). By Eq. (23.2) the radiated sound pressure level from the
ceiling into an (imaginary) receiving room below the ceiling can be calculated.

Lp ¼ Lv þ 10 log 10σ þ 6þ 10 log 10
S
A

in dB ð23:2Þ

with

Lp Sound pressure level in the receiving room
Lv Spatially averaged velocity level on the ceiling (ref 5e�8 m/s)
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230 cm 12 cm 140 cm
382 cm

20
0

cmCeiling Balcony

Ceiling Balcony

Fire protec�on board
Heat insula�on

Draw force bars
Shear force bars
Thrust bearings

Fig. 23.2 Dimensions of the laboratory test set-ups; dark grey bar depicts the TIE for set-up 1b with
components

Fig. 23.3 Laboratory test set-up 1b with ISO tapping machine on the reference excitation position
and velocity level measurement positions for determination of the impact sound level difference of
the TIE (only those on the ceiling required)
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σ Radiation efficiency; assumption σ ¼ 1
S Area of the ceiling
A Equivalent sound absorption area in the receiving room

A normalization to the reference absorption area A0 ¼ 10 m2 results in the normalized
impact sound pressure level from velocity level measurements according to Eq. (23.3).

Ln,v ¼ Lv þ 10 log 10σ þ 6þ 10 log 10
S
A0

in dB ð23:3Þ

The determination of the impact sound level difference ΔL� of the TIE requires
measurements on set-up 1a without TIE and on set-up 1b with TIE (Fig. 23.4).

ΔL� ¼ Ln0,v � Ln,v in dB ð23:4Þ

with

ΔL� Impact sound level difference of the TIE
Ln0, v Normalized impact sound pressure level without TIE
Ln, v Normalized impact sound pressure level with TIE

Lv

Lv0

TIE

Fig. 23.4 Side view of the test set-up 1a) without TIE (top) and test set-up 1b) with TIE (bottom)
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To determine the weighted impact sound level difference ΔL�w as single-number rating,
the procedure according to (DIN EN ISO 717-2:2013-06, 2013) can be used as it is already
a standard for floor coverings and isolating elements for heavy stairs.

23.5 Experimental Modal Analysis

To analyse the vibration behaviour of the test set-up, an experimental modal analysis was
carried out on both set-ups, with and without insulation elements. For the experimental
modal analysis, the velocity at each point of interest is measured, while the structure is
excited at a reference point with a controlled force signal. The ratio of velocity and force is
termed mobility Y. The term input mobility YP denotes that the force and the velocity are
measured at the same point. High mobility values mean that only a little force is necessary
to cause a large velocity response and thus peaks in the mobility indicate a resonant
behaviour.

The modal analysis can be carried out using the reciprocity principle, by mounting a
reference accelerometer at a reference point while exciting every point of interest, e.g. with
an impact hammer. This latter method was used here for measurement convenience, as this
way only one instead of hundreds of accelerometers needs to be attached to the surface.
When visualizing the vibration patterns, the reciprocity once again comes into play and the
reference position of the accelerometer becomes the excitation position. The measurement
grid with a grid spacing of 10 cm (Fig. 23.3) results in 819 excitation points with the impact
hammer. The reference position of the accelerometer was in the corner of the balcony
where the highest vibration amplitudes are expected. The input mobilities at the reference
position are shown in Fig. 23.5 for set-up 1a (dotted) and set-up 1b (dashed). Examples of
vibration shapes at the so-called eigenmodes or intrinsic modes are shown in Fig. 23.6. The

Y P
in

 m
s-1

N
-1

f in Hz
Set-up 1a (without TIE)
Set-up 1b (with TIE)

10-3

10-4

10-5

10-6 16 31,5 63 125 250 500

Fig. 23.5 Input mobilities for set-up 1a and set-up 1b at the reference position for the experimental
modal analysis in the corner of the balcony
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eigenmodes describe the vibration patterns of a system that can vibrate freely, without
forced excitation.

The first eigenmode of set-up 1b where the balcony oscillates as a cantilever beam is at
about 12 Hz and is determined by the torsion spring stiffness of the TIE and the mass of the
balcony. Studies performed by (Kluth, 2016) showed that this vibration is well perceived
by a person standing on the balcony and may result in discomfort. For set-up 1a, this
problem is not observed as its first resonance is not so pronounced and the frequency is

Set-up 1a (without TIE) Set-up 1b (with TIE)

a) 15,6 Hz b) 12,5 Hz

c) 58,9 Hz d) 53,2 Hz

e) 159 Hz f) 161 Hz

g) 568 Hz h) 571 Hz

Fig. 23.6 Vibration shapes of set-up 1a (left) and 1b (right) at selected frequencies
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higher. Investigations based on the finite element method (FEM) also showed that the
decoupling of the ceiling and balcony from the masonry walls by the elastomer strips is not
yet effective in this low frequency region. This effect was anticipated in the technical
design to ensure the following two goals: (1) to be able to measure this cantilever beam
vibration as it occurs in buildings in order to get insight into low frequency vibration
problems and (2) to be able to measure the structure-borne sound transmission from
balcony to ceiling in the common building acoustics frequency range from 50 to 5 kHz
without influence of the supporting wall structure.

The vibrations above 50 Hz are dominated by bending modes of the plate(s). Without
the TIE, the velocity level amplitudes on the balcony and on the ceiling differ by less than
2 dB. With the TIE, the balcony and the ceiling are effectively coupled in the frequency
range from 50 to 400 Hz. Above 400 Hz, the vibration amplitudes on the excited balcony
are significantly higher than on the ceiling. Here the TIE partially decouples the balcony
from the ceiling.

23.6 Impact Sound Level Difference

The impact sound level difference ΔL� is determined from velocity level measurements at
the same six positions on the ceiling for set-up 1a and set-up 1b. The ISO tapping machine
is positioned diagonally with one hammer at a corner of the balcony (Fig. 23.3) to excite as
many eigenmodes as possible and thus to simulate a worst case for the impact sound
transmission from balcony to ceiling.

The normalized impact sound levels measured on the ceiling are shown in Fig. 23.7 in
1/3 octave bands from 50 to 5000 Hz. At lower frequencies, both levels with and without
TIE follow the same trend with peaks and dips varying around 70 dB. Towards higher
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 m

s-1
)

f in Hz
Set-up 1a (without TIE)

Set-up 1b (with TIE)

63 125 250 500 1000 2000 4000

80

70

60

50
Ln,v,w = 67,0 dB

Ln,v,w = 74,7 dB

Fig. 23.7 Normalized impact sound pressure level of set-up 1a and set-up 1b measured on the
ceiling
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frequencies, they diverge and the levels with TIE sink to values below 60 dB. Figure 23.8
shows the impact sound level difference evaluated from the L0n,v values shown in Figs. 23.7
and 23.4. As expected from the results of the modal analysis, an effective decoupling of the
balcony by the TIE is only given above 400 Hz. Above 400 Hz, ΔL� first increases with
frequency as it is typical for isolating elements but then reduces again above 2500 Hz. This
is probably due to resonances inside the steel components (Fig. 23.2). The single-number
rating of the TIE is ΔL�w ¼ 10:2 dB.

23.7 Modification of the TIE

The investigated TIEs consist of statically indispensable tension and shear force bars, thrust
bearings, foamed material for thermal insulation and fire protection boards (Fig. 23.2). The
influence of each of these components on the impact sound transmission was investigated
by modifications after the initial measurements. The fire protection, thermal insulation and
load-bearing parts were removed gradually, and the impact sound level was measured for
each modification step. After the last modification step, the TIE was reduced to a statically
affordable minimum only leaving a few draw force bars, shear force bars and thrust
bearings. The exposed area between ceiling and balcony was afterwards filled with
concrete to obtain set-up 1a as it is shown in Fig. 23.4 (top). The effect of the fire protection
boards and thermal insulation on the sound transmission is negligible. Reducing the tension
bars by 67%, shear force bars by 60% and thrust bearings by 38% results in a significant
increase of the impact sound level difference.

ΔL
* 

in
 d

B

f in Hz
Original
Fire protection & heat insulation removed
Draw/shear force bars & thrust bearings reduced

63 125 250 500 1000 2000 4000

20

10

0

ΔLw* = 10,2 dB
ΔLw* =   9,9 dB
ΔLw* = 16,2 dB

Fig. 23.8 Impact sound level difference without and with modifications of the TIE
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23.8 Finite Element Simulations

The main goal of the finite element simulations was to reduce the measurement effort
needed to develop an appropriate laboratory test set-up for TIEs, in particular by defining
the dimensions of balcony and ceiling elements. In a first step, the test set-up 1b was
modelled in FE. The comparison between measured and simulated input mobility at the
reference position at the corner of the balcony of set-up 1b is shown in Fig. 23.9. The
agreement is very good in the whole frequency range. The measured and simulated
vibration shapes were also drawn upon to further validate the FE simulation model.

In the next step, the velocity levels that result from excitation with the ISO tapping
machine were simulated, and from this, the impact sound level reduction was calculated
and evaluated. In Fig. 23.10, the impact sound level reduction is shown for set-up 1 as
measured and simulated. The agreement across the whole frequency range is within�5 dB,
which is similar to the variations in nominally the same buildings and therefore acceptable.
Note that the single-number rating only varies by less than 1 dB. In addition, the
neglectable influence of the dimensions of the balcony and ceiling elements can be seen
in this figure, for which the width of the set-up (length of the TIE) was doubled in the
simulation from 200 cm to 400 cm. Again, the agreement across the whole frequency range
is within �5 dB, which indicates that the currently proposed set-up (Fig. 23.2) delivers
suitable values to characterization TIEs for product labelling and for the prediction of the
sound transmission in buildings. Note that the alteration of the FE element dimensions
changes the single-number rating by less than 1.5 dB.

23.9 Conclusion

For the acoustical characterization of thermal insulation elements of balconies, a laboratory
test set-up and method are proposed that can be used for product labelling and to predict the
impact sound transmission in buildings. The quantity suggested, the weighted impact

Fig. 23.9 Input mobility of set-up 1b with TIE measured and simulated
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sound level difference (ΔL�w), which for the tested TIEs is around ΔL�w ¼ 10 dB, can be
determined with velocity level measurements on the laboratory test set-up. For the
investigated TIEs, a significant sound insulation between the balcony and the ceiling is
observed in the frequency range above 400 Hz. Much trust is placed in the finite element
simulations as the measured results on the laboratory test set-ups are in very good
agreement with the finite element simulations. Therefore, various studies could be carried
out with the FEM such as modifying the size of the laboratory test set-up. It was shown that
doubling the width of the set-up (length of the TIE) from 200 cm to 400 cm has no
significant effect on the simulated results of ΔL�w—which is promising for the acceptance
of the test set-up.

Further investigations, involving measurements and simulations on various TIEs and
measurements in real building situations, will be carried out within the frame of the iCity
project in order to further optimize the test set-up and measurement procedure regarding
simplicity and accuracy. The building measurements will be used to ensure that the
normative prediction models of structure-borne sound transmission in buildings deliver
appropriate results with the here proposed “input data” ΔL�w . Finally, the developed
methods will be applied to optimize TIE products regarding the acoustical insulation
properties.
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