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CrossMark
Abstract
The Large Hadron—Electron Collider (LHeC) is designed to move the field
of deep inelastic scattering (DIS) to the energy and intensity frontier of
particle physics. Exploiting energy-recovery technology, it collides a novel,
intense electron beam with a proton or ion beam from the High-Luminosity
Large Hadron Collider (HL-LHC). The accelerator and interaction region are
designed for concurrent electron—proton and proton—proton operations. This
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reportrepresents an update to the LHeC’s conceptual design report (CDR), pub-
lished in 2012. It comprises new results on the parton structure of the proton
and heavier nuclei, QCD dynamics, and electroweak and top-quark physics. It
is shown how the LHeC will open a new chapter of nuclear particle physics
by extending the accessible kinematic range of lepton—nucleus scattering by
several orders of magnitude. Due to its enhanced luminosity and large energy
and the cleanliness of the final hadronic states, the LHeC has a strong Higgs
physics programme and its own discovery potential for new physics. Build-
ing on the 2012 CDR, this report contains a detailed updated design for the
energy-recovery electron linac (ERL), including a new lattice, magnet and
superconducting radio-frequency technology, and further components. Chal-
lenges of energy recovery are described, and the lower-energy, high-current,
three-turn ERL facility, PERLE at Orsay, is presented, which uses the LHeC
characteristics serving as a development facility for the design and operation of
the LHeC. An updated detector design is presented corresponding to the accep-
tance, resolution, and calibration goals that arise from the Higgs and parton-
density-function physics programmes. This paper also presents novel results for
the Future Circular Collider in electron—hadron (FCC-eh) mode, which utilises
the same ERL technology to further extend the reach of DIS to even higher
centre-of-mass energies.

Keywords: deep-inelastic scattering, high-lumi LHC, QCD, Higgs, top and elec-
troweak physics, nuclear physics, beyond Standard Model, energy-recovery-
linac, accelerator physics

(Some figures may appear in colour only in the online journal)
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Preface

This paper represents the updated design study for the Large Hadron—Electron Collider
(LHeC), a TeV-energy-scale electron—hadron (eh) collider which may come into operation
during the third decade of the lifetime of the Large Hadron Collider (LHC) at the European
Council for Nuclear Research (CERN). It is an account, accompanied by numerous papers in
the literature, of many years of study and development, guided by an International Advisory
Committee (IAC) which was charged by the CERN Directorate with advising on the direction
of energy-frontier electron—hadron physics at CERN. At the end of 2019, the IAC summarised
its observations and recommendations in a brief report to the Director General of CERN, which
is reproduced here as an appendix.

This paper outlines a unique, far-reaching physics programme for the study of deep inelas-
tic scattering (DIS), a design concept for a new generation collider—detector, together with a
novel configuration of an intense, high-energy electron beam. This study builds on the pre-
vious, detailed LHeC conceptual design report (CDR), which was published eight years ago
[1]. It surpasses the initial study in the following essential characteristics: (i) the depth of the
physics programme, mainly owing to insights obtained using the LHC, and (ii) the expected
luminosity, which will enable a novel Higgs facility to be built and the opportunity to search for
and discover new physics to be strengthened. It builds on the recent and forthcoming progress
in modern technology, due to major advances, in particular, in superconducting radio frequency
(RF) technology and also in new detector techniques.
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In contrast to the situation in 2012, a decision has now been taken to configure the LHeC in
an electron linac—proton or nucleus—ring configuration, which leaves the ring—ring option [1,
2] as a backup. In the ep configuration, a high instantaneous luminosity of about 103 cm =2 s~!
may be achieved using an electron accelerator built as an energy-recovery linac (ERL) and also
because the brightness of the LHC exceeds early expectations by far (not least because of the
upgrade of the LHC to its high-luminosity version, the HL-LHC) [3, 4]. For ePb collisions,
the corresponding per-nucleon instantaneous luminosity would be about 10** cm=2 s~!. The
LHeC is designed to be compatible with concurrent operation with the LHC. It thus represents
a unique opportunity to advance particle physics by building on the singular investments that
CERN and its global partners have made in the LHC facility.

Since the 2012 document, significant experience with multiturn ERL design, construction,
and operation has been gained with the CBETA accelerator (Cornell-Brookhaven ERL Test
Accelerator), which has an accelerated and energy-recovered beam in all of its four turns [5, 6].
Extending far beyond the CDR, a configuration has recently been designed for a low-energy
ERL facility, known as PERLE [7], which is moving ahead to construction at Orsay by an
international collaboration. The major parameters of PERLE have been taken from the LHeC,
such as the three-turn configuration, the source, the 801.58 MHz frequency, and the cavity-
cryomodule technology, in order to make PERLE a suitable facility for the development of
LHeC ERL technology and to accumulate operating experience prior to, and later, in parallel
with, the LHeC. In addition, the PERLE facility has a striking low-energy physics programme
and industrial applications and will be an enabler for ERL technology as the first facility to
operate in the 10 MW power regime.

While the 2012 CDR focussed the physics discussion on the genuine physics of DIS far
beyond those of the Hadron—Electron Ring Accelerator (HERA), a new focus arose through
the challenges and opportunities posed by the HL-LHC. It has been demonstrated that DIS at
the LHeC can play a crucial role in sustaining and enriching the LHC programme, which is a
consequence of the results obtained at the LHC, i.e. the discovery of the Higgs boson, the non-
observation of supersymmetry (SUSY) or other non-Standard Model (SM) exotic particles and,
not least, the unexpected realisation of the huge potential of the LHC for discovery through
precision measurements in the strong and electroweak sectors. Thus, it was felt that this is an
appropriate time to summarise the last seven years of LHeC development, in support of the
current discussions on the future of particle physics, especially at the energy frontier. For both
the LHeC [8—10] and PERLE [11], documents have been submitted for consideration as part
of the European Strategy for Particle Physics update.

The LHeC is a once-in-our-lifetime opportunity for substantial progress in particle physics.
It comprises (with a linac shorter than the pioneering two-mile linac at SLAC) a most ambi-
tious and exciting physics programme, the introduction of novel accelerator technology, and
the complete exploitation of the unique values of, and spending on, the LHC. This work prob-
ably requires less courage than that of Pief Panofsky and colleagues half a century ago. Last
but not least, one may consider the fact that the power the LHeC would have needed without
the energy-recovery technique would have been beyond 1 GW if the electron beam were to
be dumped at the injection energy. This is, therefore, a significant step towards green accel-
erator technology, a major general desire and a requirement of our times. This paper aims to
substantiate these statements in the various following chapters.

Oliver Briining (CERN) and Max Klein (University of Liverpool)
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1. Introduction

1.1. The context

1.1.1. Particle physics —at the frontier of fundamental science. Despite its striking success,
the Standard Model (SM) has been recognised to have major deficiencies. These may be
summarised in various ways. Some major questions can be condensed, as follows:

e Higgs boson. Is the electroweak scale stabilised by new particles, interactions, and sym-
metries? Is the Higgs boson discovered in 2012 the Standard Model Higgs boson, and what
is its potential? Do more Higgs bosons exist as predicted, for example, by supersymmetric
theories?

e Elementary particles. The SM has 61 identified particles: 12 leptons, 36 quarks and anti-
quarks, 12 mediators, and 1 Higgs boson. Are these too many or too few? Do right-handed
neutrinos exist? Why are there three families? What makes leptons and quarks different?
Do leptoquarks (LQs) exist, and is there a deeper substructure?

e Strong interactions. What are the true parton dynamics and structure inside the proton,
inside other hadrons and inside nuclei—at different levels of resolution? How is confine-
ment explained, and how do partons hadronise? How can the many-body dynamics of the
quark-gluon plasma (QGP) state be described in terms of the elementary fields of quantum
chromodynamics (QCD)? What is the meaning of the anti-de Sitter/conformal field the-
ory (AdS/CFT) correspondence and of supersymmetry in strong interactions? Do axions,
odderons, and instantons exist?

e Grand Unified Theory (GUT). Is there a genuine, grand unification of interactions at
high-energy scales, and would this include gravitation? What is the correct value of the
strong coupling constant? Is lattice theory correct in this respect? Is the proton stable?

e Neutrinos. Do Majorana or/and sterile neutrinos exist, and is there charge conjugation-
parity (CP) violation in the neutrino sector?

e Dark matter. Is dark matter composed of elementary particles or has it another origin?
Do hidden or dark sectors exist in nature, and would they be accessible to accelerator
experiments?

These and other open problems are known, and they have been persistent questions in par-
ticle physics. They are intimately related, and any future strategic programme should not
be confined to only one or a few of these. The field of particle physics is far from being
understood, despite the phenomenological success of the SU.(2) x U(1) x SU.(3) gauge
field theory known as the SM. Certain attempts to declare its demise not only contradict the
experience gained from a series of past revolutions in science, but are indeed contrary to the
incomplete status of particle physics as sketched above. The question is not why to end par-
ticle physics but how to proceed. The answer is not hidden in philosophy, but requires new,
better, and affordable experiments. Indeed, the situation is unique, as expressed by Guido
Altarelli a few years ago: it is now less unconceivable that no new physics will show up
at the LHC. .. We expected complexity and instead we have found a maximum of simplic-
ity. The possibility that the Standard Model holds well beyond the electroweak scale must
now be seriously considered [12]. This is reminiscent of the time before 1969, prior to any-
thing like a SM, when gauge theory was just for theorists, while a series of new accelera-
tors, such as the two-mile electron linac at Stanford or the Super Proton Synchrotron (SPS)
at CERN, were planned, which resulted in a complete change of the paradigm of particle
physics.
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Ingenious theoretical hypotheses, such as those for the existence of extra dimensions, for
SUSY, un-particles, or the embedding in higher gauge groups such as E8, are a strong motiva-
tion to rigorously develop high-energy physics further. In this endeavour, a substantial increase
in precision, the conservation of diversity of projects, and an extension of kinematic coverage
are necessities, and will most likely turn out to be of fundamental importance. The strategic
question in this context, therefore, is not just which new collider should be built next, as one
often hears, but how we may best challenge the current and incomplete knowledge. A realistic
step to progress comprises a new e e~ collider, perhaps built in Asia, and complementing the
LHC with an electron ERL to synchronously provide ep and pp collisions at the LHC, the topic
of this paper.

One may call these machines first-technology generation colliders, as their technology has
been proven to basically work [13]. Beyond the present time, there is a long-term future reach-
ing to the year 2050 and far beyond, for a second, further generation of hadron, lepton, and
electron—hadron colliders. CERN has recently published a design study for a Future Circular
hh, eh and e™ e~ Collider (FCC) complex [ 14—16], which would provide a corresponding basis.
For electron—hadron scattering, this study opens a new horizon with the FCC-eh, a ~ 3 TeV
centre-of-mass system (cms) energy collider which is also considered in this paper, mostly for
comparison with the LHeC. A proposal similar to that of the FCC is also being developed in
China [17, 18].

A new collider for CERN at the O(10'?) CHF level of cost should have the poten-
tial to change the paradigm of particle physics with direct, high-energy discoveries in the
10 TeV mass range. This may only be achieved if the FCC-hh includes an eh experi-
ment. The FCC-hh/eh complex allows access to physics at several hundred TeV, assisted
by a qualitatively new level of QCD/DIS. A prime, very fundamental goal of the FCC-pp
is the clarification of the Higgs vacuum potential. This collider therefore has an overrid-
ing justification beyond the unknown prospects of finding new physics, which is nowadays
called ‘exotics’. It accesses rare Higgs boson decays, high energy scales and, when com-
bined with ep, it measures the SM Higgs couplings to a precision of less than one percent.
There is a huge, fundamental programme of electroweak and strong interactions, flavour,
and heavy ions for FCC-hh to explore. This represents CERN’s unique opportunity to build
on the ongoing LHC programme for many decades ahead. The size of the FCC-hh requires
this to be established as a global enterprise. The HL-LHC and the LHeC can be under-
stood as very important steps towards this major new facility, both in terms of physics and
technology. This report outlines a roadmap for realising a next-generation energy-frontier
electron—hadron collider as part of this programme, which would maximally exploit and
support the LHC.

1.1.2. Deep inelastic scattering and HERA. The field of deep inelastic lepton—hadron scat-
tering (DIS) [19] was born with the discovery [20, 21] of partons [22, 23] about 50 years
ago. It readily contributed fundamental insights, for example, to the development of QCD, by
confirming fractional quark charges and asymptotic freedom, and by the spectacular finding
that the weak isospin charge of the right-handed electron was zero [24] which established the
Glashow—Weinberg—Salam ‘Model of Leptons’ [25] as the basis of the united electroweak the-
ory. The quest to reach higher energies in accelerator-based particle physics led to generations
of colliders, of which HERA [26] is, so far, the only electron—proton example.

HERA collided electrons (and positrons) with energies of £, = 27.6 GeV on protons with
energies of £, = 920 GeV, achieving a centre-of-mass energy /s = 2,/E.E, of about 0.3 TeV.
It therefore extended the kinematic range covered by fixed-target experiments by two orders of
magnitude in Bjorken x and in four-momentum transfer squared, Q%, with its limit Q2 = s.
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HERA was built in less than a decade, and it operated for 16 years. Together with the Tevatron
and the Large Electron—Positron (LEP) collider, HERA was pivotal to the development of the
Standard Model.

HERA had a unique collider physics programme and success [27]. It established QCD
as the correct description of proton substructure and parton dynamics down to 107" m. It
demonstrated that electroweak theory holds in the newly accessed range, especially by the mea-
surement of neutral and charged current (CC) ep scattering cross-sections beyond Q> ~ M 2W7Z
and the proof of electroweak interference at high scales through the measurement of the inter-
ference structure functions F;” and xF]”. The HERA collider has provided the core basis
of the physics of parton distributions, not only by determining the gluon, valence, light and
heavy sea quark momentum distributions over a significantly extended range, but also by sup-
porting the foundation of the theory of unintegrated, diffractive, photon and neutron parton
distribution functions (PDFs) through a series of corresponding measurements. It discovered
the rise of the parton distributions towards small momentum fractions, x, supporting early
QCD expectations about the asymptotic behaviour of the structure functions [28]. Like the
Tevatron, the LEP, and the Stanford Linear Collider (SLC), which explored Fermi-scale ener-
gies of a few hundred GeV, determined by the vacuum expectation value of the Higgs field,
v =1/v/V2Gr = 2My /g ~ 246 GeV, HERA also showed that no supersymmetric or other
exotic particle with reasonable couplings exists at the Fermi energy scale.

HERA established electron—proton scattering as an integral part of modern high-energy
particle physics. It demonstrated the richness of DIS physics, and the feasibility of constructing
and operating energy-frontier ep colliders. What did we learn that can be used in the next,
higher-energy ep collider design? Perhaps there arose three lessons about:

o The need for higher energy, for three reasons: (i) to make CCs a real, precision part of ep
physics, for instance, for the complete unfolding of the flavour composition of the sea and
valence quarks; (ii) to produce more massive particles (Higgs, top, exotics) with favourable
cross-sections, and (iii) to discover or disprove the existence of gluon saturation, for which
one needs to measure at a lower x Q2 /s, i.e. a higher s than HERA had available;

e The need for much higher luminosity: for almost the first ten years, HERA provided
just a hundred pb~!. As a consequence, HERA could not accurately access the high-x
region, and it was inefficient and lacked statistics with which to resolve puzzling event
fluctuations;

e The complexity of the interaction region that occurred when a bent electron beam
caused synchrotron radiation, while an opposing proton beam generated a significant halo
background through beam—gas and beam—wall proton—ion interactions.

Based on these and further lessons, a first LHeC paper was published in 2006 [29]. The
LHeC design was then intensely developed, and a comprehensive CDR appeared in 2012 [1].
This has now been pursued much further, while still recognising that the LHC is the only exist-
ing base that can realise a TeV energy scale electron—hadron collider in the accessible future.
It offers highly energetic, intense hadron beams, a long-term perspective, and a unique infras-
tructure and expertise, i.e. everything required for an innovative energy-frontier DIS physics
and accelerator programme.

1.2. This paper

1.2.1. The LHeC physics programme. This paper presents a design concept for the LHeC,
using a 50 GeV electron beam to be scattered off by the LHC hadron beams (proton and ion)
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Figure 1. Coverage of the kinematic plane in deep inelastic lepton—proton scattering
by some initial fixed-target experiments using electrons (SLAC) and muons (NMS and
BCDMS experiments), and by the ep colliders: the Electron—Ion Collider (EIC) (green),
HERA (yellow), the LHeC (blue) and the FCC-eh (brown). Here, the low 0? region for
the colliders is limited to about 0.2 GeV?, which is roughly covered by the central detec-
tors, and perhaps using low-energy electron-beam data. Electron taggers may extend this
to even lower values of Q. The high Q limit at fixed x is given by the line of inelasticity
y = 1. Approximate limitations of acceptance at medium x and low Q” are illustrated
using polar-angle limits of 7 = —Intan@/2 of 4, 5, 6 for the EIC, LHeC, and FCC-eh,
respectively. These lines are given by x =exp 7 - \/@ /(2E,), and can be moved to

larger x when E,, is reduced to less than the nominal values.

in a concurrent operating mode

157

. Its main characteristics are presented in section 2. The

instantaneous luminosity is designed to be 10** cm~2 s~!, exceeding that of HERA (which

achieved a few times 103! cm

-2

s~!) by a factor of several hundred. The kinematic range is

nominally extended by a factor of about 15, but in fact, by a larger amount, because of the
hugely increased luminosity which is available for exploring the maximum Q7 and large x < 1
regions, which were major deficiencies at HERA. The coverage of the 07, x plane available to
previous and future DIS experiments is illustrated in figure 1.

The LHeC will provide a major extension of the DIS kinematic range, as required by the
physics programme at the energy frontier. For the LHC, the ep/A detector would be a substan-
tial new experiment, allowing a number of significant themes to be explored, with significant

1571n 2012, the CDR used 60 GeV of beam energy. Recent considerations of cost, effort, and synchrotron radiation
effects led to a preference for a small reduction in the energy. Various physics studies presented here still used 60 GeV.
While high energy is indeed important for BSM, top, and Higgs physics, the basic conclusions remain valid even if
the eventual energy choice is somewhat smaller than that previously considered. This is discussed further below. A
decision on the energy would clearly be accompanied by approval.
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discovery potential. These are presented in quite some detail in the seven chapters of this paper
dedicated to physics:

e Based on the unique hadron beams of the LHC and employing a point-like probe, the
LHeC would represent the world’s cleanest high-resolution microscope for exploring the
substructure of, and dynamics inside, matter, which may be dubbed ‘the Hubble telescope
for the smallest dimensions’. The first chapter on physics, section 3, is devoted to the
measurement of parton distributions using the LHeC; it also presents the potential for
resolving the proton structure in 3D.

e Section 4 is devoted to a deep exploration of QCD. A key deliverable of the LHeC is the
clarification of the parton interaction dynamics at small Bjorken x, in the new regime of
very high parton densities but small couplings, which HERA discovered, but was unable
to clarify because its energy was limited. It is first shown that the LHeC can measure o
to per-mille accuracy, followed by various studies that illustrate the unique potential of
the LHeC for pinning down the dynamics at small x. This chapter also covers the seminal
potential for diffractive DIS to be developed. It concludes with brief presentations of the
theoretical developments in perturbative QCD (pQCD) and of the novel physics on the
light cone.

e The maximum Q? exceeds the Z and W boson mass values (squared) by two orders of mag-
nitude. The LHeC, supported by variations of beam parameters and high luminosity, thus
offers a unique potential to test the electroweak SM in the spacelike region with unprece-
dented precision. The high ep cms energy will lead to the copious production of single
top-quarks, about 2 x 10° single top and 5 x 10* 7 events. Top-quark production could
not be observed at HERA but will thus become a central theme of precision and discovery
physics for the LHeC. In particular, the top-quark momentum fraction inside the proton,
and the top-quark couplings to the photon or the W boson, and possible flavour-changing
neutral current (FCNC) interactions can be studied in a uniquely clean environment
(section 5).

e In lepton-nucleus collision mode, the LHeC extends the kinematic range of eA scatter-
ing by nearly four orders of magnitude compared to existing fixed target data. It will
thus completely transform nuclear particle physics by resolving the hitherto hidden par-
ton dynamics and substructure in nuclei and clarifying the QCD basis for the collective
dynamics observed in QGP phenomena (section 6).

e The clean DIS final state in neutral and CC scattering and the high integrated luminos-
ity will enable a high-precision Higgs physics programme to take place at the LHeC.
The Higgs production cross-section is comparable to that of Higgs-strahlung at e™e™.
This opens the extra possibility of independently testing the Higgs sector of the SM,
in particular, with high-precision insight into the H—-WW /ZZ and H-bb/cc couplings
(section 7).

e Asanew, unique, luminous TeV-scale collider, the LHeC offers an outstanding opportunity
to discover new physics, such as in the exotic Higgs, dark matter, heavy neutrino, and QCD
areas (section 8).

e With concurrent ep and pp operation, the LHeC will transform the LHC into a three-beam
twin collider of greatly improved potential, as outlined in section 9. Through ultra-precise
strong and electroweak measurements, the ep experiment will make the HL-LHC com-
plex a much more powerful search and measurement laboratory than the current facility
based on pp only. The joint pp/ep LHC facility, together with a novel eTe™ collider, will
represent a major step forward in the study of the SM Higgs boson, leading far beyond the
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HL-LHC. The combination of pp and ep results, as illustrated for PDFs, will lead to new
insights, especially compared to its single pp and ep components.

The development of particle physics, the future of CERN, the exploitation of the singular
LHC investments, and the culture of accelerator art, all make the LHeC a unique project of
great interest. It is challenging in terms of technology, affordable given budgetary constraints,
and it may still be realised in the two decades of the currently projected LHC lifetime.

1.2.2. The accelerator. The LHeC provides an intense, high-energy electron beam for use in
collisions with the LHC beam. It represents the highest-energy application of ERL technology,
which is increasingly recognised as one of the major pilot technologies for the development
of particle physics, because it utilises and stimulates superconducting RF technology progress
and increases intensity, while keeping the power consumption low.

The LHeC’s instantaneous luminosity is determined by the integrated luminosity goal of
O(1) ab~!, due to various physics reasons. The electron beam energy is chosen to achieve
collision energies of the order of TeV cms, enabling competitive searches and precision Higgs
boson measurements. A cost—physics—energy evaluation is presented here, which points to
the choice of E, ~ 50 GeV as the new default value, which was previously 60 GeV [1]. The
wall-plug power has been constrained to 100 MW. Two superconducting linacs about 900 m
long, which are placed opposite to each other, accelerate passing electrons by 8.3 GeV each.
This leads to a final electron-beam energy of about 50 GeV in a three-turn racetrack ERL
configuration.

To measure at very low Q* and determine the longitudinal structure function Fy_(see below),
the electron-beam energy may be reduced to a minimum of about 10 GeV. To maximise the
acceptance at large Bjorken x, the proton-beam energy £, may be reduced to 1 TeV. This
determines a minimum cms energy of 200 GeV, less than HERA’s 319 GeV. If the ERL were
to be combined in the more distant future with the double-energy High-Energy LHC (HE-LHC)
[30], the proton-beam energy E, could reach 14 TeV and the cms energy could be increased
to 1.7 TeV. This is extended to 3.5 TeV for the FCC-eh, which has a 50 TeV proton energy
beam. We thus have a unique, exciting prospect for future DIS ep scattering at CERN, with
energies covering a range from less than HERA’s energy to the few TeV region, at hugely
increased luminosity, and based on much more sophisticated experimental techniques than
those available at the time of HERA.

A spectacular extension of the kinematic range is expected for deep inelastic lepton—nucleus
scattering, which was not pursued at HERA. Currently, the highest-energy lepton-nucleus col-
lision data are obtained from fixed-target muon—nucleus experiments, such as the NMC and
COMPASS experiments, with a maximum cms energy of about 20 GeV, which permits a
maximum Q° of 400 GeV?2. This will be extended by the EIC at Brookhaven National Labo-
ratory (BNL) to about 10* GeV?. The corresponding numbers for ePb scattering at the LHeC
and FCC-eh are /s ~ 0.74 (2.2) TeV and Q2 = 0.54 (4.6) x 10° GeV?, respectively. The
kinematic range in eA scattering will thus be extended through the LHeC (FCC-eh) by three
(four) orders of magnitude, compared to the current status. This will thoroughly alter the
understanding of parton and collective dynamics inside nuclei.

The ERL beam configuration is located inside the LHC ring but outside its tunnel, which
minimises any interference with the main hadron beam infrastructure. The electron accelerator
may thus be built in a way that is mostly independent of the operational status of the proton
machine. The length of the ERL has a configuration that is a fraction 1/n of the LHC’s cir-
cumference, as required for the e and p matching of bunch patterns. Here, the return arcs count
as two single half rings. The chosen electron-beam energy of 50 GeV leads, for n = 5, to a

20



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

circumference U of 5.4 km for the electron racetrack'>®. A three-pass ERL configuration was
also adopted for the FCC-eh, although it maintained the original 60 GeV as the default, leading
to a 9 km circumference.

For the LHC, the ERL will be tangential to IP2. According to current plans, IP2 is allocated
to the ALICE experiment detector with a programme extending up until LS4, the first long
shutdown following the three-year pause of the LHC operation for the upgrade of the luminos-
ity performance and detectors. There are plans for a new heavy-ion detector to move into IP2.
The LS4 shutdown is currently scheduled to begin in 2031, with a certain likelihood of being
postponed to 2032 or later, as recent events appear to have delayed the start of Long Shutdown
3 (LS3) and extended its duration to three years.

For FCC-eh the preferred position is interaction point L, mostly for geological reasons, and
the time of operation fully depends on the progress of FCC-hh, beginning at the earliest in the
late 2040s if CERN starts construction of the hadron collider directly after the LHC.

The LHeC operation is transparent to LHC collider experiments owing to the low lepton
bunch charge and resulting small beam—beam tune shift experienced by the protons. The LHeC
is thus designed to run simultaneously with pp (or pA or AA) collisions with a dedicated final
operation over a few years.

This paper presents the design of the LHeC in considerable detail (section 10), i.e. the optics
and lattice, components, magnets, as well as the designs of the linac and interaction regions
along with special topics, such as the prospects for electron—ion scattering, positron—proton
operation and a novel study of beam—beam interaction effects. With the more ambitious lumi-
nosity goal, a new lattice adapted to 50 GeV, with progress on the IR design, a novel analysis
of the civil engineering works and especially, the production and successful test [31] of the first
SC cavity at the newly chosen default frequency of 801.58 MHz, this report extends consider-
ably beyond the initial CDR. This holds especially since several LHeC institutes have recently
embarked on the development of ERL technology with a low energy facility, PERLE, to be
built at the Ireéne Joliot-Curie (IJC) Laboratory at Orsay.

1.2.3. PERLE. Great progress has been made in the development of superconducting, high-
gradient cavities with quality factors, Q,, beyond 10'°. This will enable the exploitation of
ERLs in high-energy physics colliders, of which the LHeC is a prime example, while propos-
als have also been made for future e™ e~ colliders [32, 33] and for proton-beam cooling with
an ERL tangential to eRHIC. The status and challenges of ERLs are summarised in section 11,
which also presents the design, status, and prospects for the ERL development facility PERLE.
The major parameters of PERLE have been taken from the LHeC, such as the three-turn con-
figuration, source, frequency and cavity-cryomodule technology, in order to make PERLE a
suitable facility for the development of LHeC ERL technology and to accumulate operational
experience prior to, and later in parallel with, the LHeC.

An international collaboration has been established to build PERLE at Orsay. With design
goals of 500 MeV of electron energy obtained in three passes through two cryomodules, and
of 20 mA, corresponding to a 500 nC charge at a 40 MHz bunch frequency, PERLE is set to
become the first ERL facility to operate at a power of 10 MW. Following its CDR [7] and the
submission of a paper for the European strategy [11], work has started on the construction of a
first dressed cavity and to release a technical design report (TDR) by 2021/22. Besides its value
to accelerator and ERL technology, PERLE is also of importance for pursuing a low-energy
physics programme, see [7], and for several possible industrial applications. It also serves as

158 The circumference may eventually be chosen may be 6.8 km, the length of the SPS, which would relax certain
parameters and also facilitate a possible energy upgrade.
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a local hub for the education of accelerator physicists at a place, previously called the Linear
Accelerator Laboratory (LAL), which has long been at the forefront of accelerator design and
operation.

There are a number of related ERL projects, as characterised in section 11. The real-
isation of the ERL for the LHeC at CERN represents a unique opportunity not only for
physics and technology but also for the next and current generations of accelerator physi-
cists, engineers, and technicians to realise an ambitious collider project while the plans for
the subsequent very expensive machines take shape. Similarly, this holds for a new gen-
eration of detector experts. As the design for the upgrade of the general-purpose detec-
tors (GPDs) at the LHC is reaching completion, questions are increasingly being posed
about new opportunities for collider detector construction, so as not to lose the expertise
nor the infrastructure for building trackers, calorimeters, and so on. The LHeC offers the
opportunity for novel 47 particle physics detector design, construction, and operation. As a
linac—ring collider, it may require a detector smaller than the CMS experiment and larger than
H1 and ZEUS.

1.2.4. The detector. Section 12, on the topic of the detector, relies to a large extent on the very
detailed write-up of the kinematics, design considerations, and realisation of a detector for the
LHeC presented in the CDR [1]. In the previous report, one can find detailed studies not only
of the central detector and its magnets, a central solenoid for momentum measurements, and an
extended dipole for ensuring head-on ep collisions, but also of the forward (p and n) and back-
ward (e and ) tagging devices. The work on the detector presented here was focussed on the
optimisation of the performance and on the scaling of the design towards higher proton-beam
energies. It presents a new, consistent design and summaries of the essential characteristics in
support of the many physics analyses that this paper entails.

The most demanding performance requirements arise from the ep Higgs measurement pro-
gramme, in particular, the large acceptance and high precision desirable for heavy flavour (HF)
tagging and the requirement to resolve the hadronic final state. This has been influenced by
both the rapidity acceptance extensions and the technology progress of the HL-LHC detector
upgrades. A key example, also discussed, is high-voltage CMOS (HV-CMOS) silicon tech-
nology, for which the LHeC is an ideal application due to the very limited radiation level as
compared to that of pp colliders.

Therefore, we have now completed two design studies: previously, a design for a rather
conventional detector with limited cost, and here, for a more ambitious device. Both of these
designs appear feasible, which is also true for the installation. This paper presents a brief
description of the installation of the LHeC detector at IP2, with the intention that it may pro-
ceed within two years, including the dismantling of the the resident detector. This calls for
modularity and the pre-mounting of detector elements on the surface, as was also done for
CMS. The LHeC detector collaboration, to be established with the approval of the project,
will eventually refine the design of the detector according to its understanding and technical
capabilities.

1.3. Outline

This paper is organised as follows. To provide a brief overview, section 2 summarises the
LHeC characteristics. Section 3 presents the physics of the LHeC as seen as a microscope
for measuring PDFs and exploring the 3D structure of the proton. Section 4 describes further
means of exploring QCD, especially low-x dynamics, together with two sections on QCD the-
ory developments. Section 5 describes the electroweak and top-quark physics potential of the
LHeC. Section 6 presents the seminal nuclear particle physics potential of the LHeC due to
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luminous electron—ion scattering, exploring a hitherto unexplored kinematic territory.
Section 7 presents a detailed analysis of the opportunity to examine precision SM Higgs boson
physics with charged and neutral current (NC) ep scattering. Section 8§ is a description of the
salient opportunities to discover physics beyond the SM with the LHeC, including non-SM
Higgs physics, right-handed neutrinos, physics of the dark sector, heavy resonances, and exotic
substructure phenomena. Section 9 describes the interplay of ep and pp physics, i.e. the neces-
sity to have the LHeC to fully exploit the potential of the LHC facility, e.g. through the large
increase of electroweak precision measurements, the considerable extension of search ranges,
and the joint ep and pp Higgs physics potential. Section 10 presents an update of the design of
the electron accelerator, with many novel results, such as those for the lattice and interaction
region, updated parameters for ep and eA scattering, new specifications of components, updates
to the electron source, and so on. This chapter also presents the encouraging results for the first
LHeC 801.58 MHz cavity. Section 11 is first devoted to the status and challenges of energy-
recovery-based accelerators, and second, to a description of the PERLE facility between its
CDR and a forthcoming TDR. Section 12 provides an update on the detector studies work-
ing towards an optimum configuration in terms of acceptance and performance. Section 13
presents a summary of this paper, including a timeline for realising the LHeC to operate with
the LHC. An appendix presents the statement of the International Advisory Committee on its
evaluation of the project, together with recommendations about how to proceed. It also con-
tains an account of the members of the LHeC organisation, i.e. the coordination group and
finally the list of physics working group convenors.

2. LHeC configuration and parameters

2.1. Introduction

The CDR of the LHeC was published in 2012 [1]. The default CDR configuration uses a
60 GeV electron beam derived from a racetrack, three-turn, intense ERL achieving a cms
energy of \/s = 1.3 TeV, where s = 4E,E, is determined by the electron and proton beam
energies, E, and E,,. In 2012, the Higgs boson, H, was discovered, which has become a cen-
tral topic of current and future high-energy physics. The Higgs production cross-section in
charged current (CC) deep inelastic scattering (DIS) at the LHeC is roughly 100 fb. So far, the
Large Hadron Collider has not led to the discovery of any exotic phenomena. This makes it
necessary to pursue pp and also ep searches with the highest achievable precision, in order to
access the maximum range of phase space and possibly rare channels. The DIS cross-section
at large values of x behaves roughly according to (1 — x)*/Q*, demanding very high lumi-
nosities to explore the unknown regions of Bjorken x near 1 and very high Q?, the negative
four-momentum transfer squared between the electron and the proton. For the current update
of the LHeC design, this has set a luminosity goal about an order of magnitude higher than
the 10°* cm~2 s~! that was adopted for the CDR. As a result, the potential arises, as described
subsequently in this paper, to transform the LHC into a high-precision electroweak, Higgs, and
top-quark physics facility.

The ep Higgs production cross-section approximately increases with E,. New physics may
be related to the heaviest known elementary particle, i.e. the top quark, the ep production cross-
section of which increases more than linearly with E, in the LHeC kinematic range, since
that range is not very far from the 77 threshold. Searches for heavy neutrinos, SUSY particles,
etc., are more promising at higher energies. The region of DIS and pQCD requires that Q° be
larger than Mg ~ 1 GeV?. DIS access to very low Bjorken x requires high energies because

x = Q?/s; for inelasticity, y = 1. In DIS, one needs Q0 > Mlz, ~ 1 GeV?2. Physics therefore
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requires a maximally large energy. However, cost and effort impose realistic limits, such that
doubling the HERA electron beam energy of about 27 GeV appears to yield a reasonable and
affordable target value.

In the CDR [1] the default electron energy chosen was 60 GeV. This can be achieved
with an ERL circumference of 1/3 of that of the LHC. Recently, the cost was estimated in
quite some detail [34] and also compared with the costs of other accelerator projects. Aim-
ing at cost optimisation and providing an option for staged installation, the cost estimate led
to the definition of a new default configuration of E, = 50 GeV, with the option of start-
ing in an initial phase with a beam energy of E, = 30 GeV and a circumference of 5.4 km,
which is 1/5 of the LHC length. Reducing E, is also advantageous for mastering the syn-
chrotron radiation challenges in the interaction region. Naturally, the £, decision has not been
taken yet. This paper comprises studies with different energy configurations, mainly £, = 50
and E, = 60 GeV, which have similar centre-of-mass energy values of 1.2 and 1.3 TeV,
respectively.

At beam energies of up to about 60 GeV, the ERL cost is dominated by the cost of the
superconducting RF technology of the linacs, which scales approximately linearly with the
beam energy. Above this energy the return arcs represent the main contribution to the cost and
are no longer linear with the ERL cost scaling. Given the nonlinear dependence of the cost on E,
for energies larger than about 60 GeV, significantly larger electron-beam energy values could
only be justified by overriding arguments, such as the existence of leptoquarks (LQs)'>°. Higher
values of /s are also provided with enlarged proton beam energies by the high-energy LHC
(E, = 13.5 TeV) [30] and the FCC-hh [16] with E,, values between 20 and possibly 75 TeV,
depending on the dipole magnet technology.

2.2. Cost estimates, default configuration, and staging

In 2018 a detailed cost estimate was carried out [34], following the guidance and practice of
CERN accelerator studies. The assumptions were also compared with the cost of the European
XFEL at DESY. The result was that for the 60 GeV configuration, about half of the total cost
was due to the two superconducting (SC) linacs. The cost of the arcs decreases more than
linearly with decreasing energy, at about oc E* for synchrotron radiation losses and oc E* when
emittance dilution must be avoided [35]. It was therefore considered that a new default of 50
GeV should be set, with a circumference of 1/5 of that of the LHC, see section 2.3, compared
to 1/3 for 60 GeV. Furthermore, an initial phase at 30 GeV was considered within the 1/5
configuration, but with only partially equipped linacs. The HERA electron beam energy was
27 GeV. The main results, taken from [34], are reproduced in table 1.

The choice of 50 GeV at 1/5 of the LHC circumference, as displayed, has a total cost of
1075 MCHEF for the initial 30 GeV configuration, and an additional upgrade cost to 50 GeV
of 296 MCHE. If one restricted the LHeC to a non-upgradeable 30 GeV-only configuration,
one would, still in a triple-racetrack configuration, arrive at a roughly 1 km-long structure with
two linacs about 500 m long, probably in a single-linac-tunnel configuration. The cost of this
version of the LHeC is roughly 800 MCHE, i.e. about half the estimated cost of the 60 GeV
option. However, this would essentially reduce the LHeC to a QCD and electroweak machine,

I597f these existed with a mass of, say M = 1.5 TeV, this would require (for the LHC with E » =1 TeV) that E, is
larger than 90 GeV, and the associated funding. LQs would be produced by ep fusion and appear as resonances, much
like the Z boson in et e~ and would therefore fix E, (given a certain E,, which exceeds 7 TeV at the FCC). The genuine
DIS kinematics, however, is spacelike, with a negative exchanged four-momentum squared ¢> = —Q?, which implies
that the choice of energies is less constrained than in an et e~ collider that is intended for the study of the Z or H
bosons.
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Table 1. Summary of cost estimates, in millions of Swiss francs (MCHF). Reproduced
with permission from [34]. The 60 GeV configuration is built with a 9 km triple racetrack
configuration, as described in the CDR [1]. It is taken as the default configuration for the
FCC-eh, with an additional civil engineering cost of 40 MCHF due to the larger depth at
point L (FCC) as compared to IP2 (LHC). Both the 30 and the 50 GeV options assume a
5.4 km configuration, i.e. the 30 GeV option is assumed to be the first stage of the LHeC
and upgradeable to 50 GeV ERL. Whenever a choice was to be made on estimates, the
conservative number was chosen in [34].

Component CDR 2012 (60 GeV) Stage 1 (30 GeV) Default (50 GeV)
Superconducting radio-frequency 805 402 670
(SRF) system

SRF research and development 31 31 31
(R+D) and prototyping

Injector 40 40 40
Arc magnets and vacuum 215 103 103
SC interaction region (IR) magnets 105 105 105
Source and dump system 5 5 5
Cryogenic infrastructure 100 41 69
General infrastructure and installation 69 58 58
Civil engineering 386 289 289
Total cost 1756 1075 1371

still very powerful, but requiring substantial losses from its Higgs, top, and beyond the standard
model (BSM) programmes.

A detailed study was made of the cost of the civil engineering, which is also discussed
subsequently. This included a comparison between the 1/3 and 1/5 LHC circumference versions
and the FCC-eh. The results are illustrated in figure 2. They show that the civil engineering
cost for the 1/5 version is about a quarter of the total cost. The reduction from 1/3 to 1/5 saves
about 100 MCHF.

The choice of the final energy will be made later. It depends not only on a budget but also on
the future development of particle physics at large. For example, it may turn out that for some
years into the future, the community may not acquire funding of the order of several tens of bil-
lion Swiss francs required to build any of the e e~ colliders currently considered. In this case,
the only way to substantially improve on Higgs measurements beyond the scope of the HL-
LHC would be to use the high-energy (50-60 GeV), high-luminosity ([ L = 1 ab~') LHeC.
Obviously, physics and cost are intimately related. Based on such considerations, but also tak-
ing into account technical constraints resulting from the amount of synchrotron radiation losses
in the interaction region and the arcs, we have chosen 50 GeV in a 1 /5 of U(LHC) configuration
as the new default. This saves about 400 MCHF as compared to the CDR configuration.

If the LHeC ERL were built, it could later be transferred, with some reconfiguration and
upgrades, to the FCC, to serve as the FCC-eh. The FCC-eh has its own location, L, for the ERL,
which requires a new accelerator tunnel. It has been decided to keep the 60 GeV configuration
for the FCC, as described in the recently published CDR of the FCC [16]. The LHeC ERL
configuration may also be used as a top-up injector for the Z and possibly WW phases of the
FCC-e, should the FCC-ee indeed precede the FCC-hh/eh phase.
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Figure 2. Cost estimates for the civil engineering work for the tunnel, rf galleries, and
shafts for the LHeC at 1/5 of the LHC circumference (left), at 1/3 (middle), and for the
FCC-eh (right). The unit costs and percentages are consistent with FCC and Compact
Linear Collider (CLIC) unit prices. The estimates are considered reliable to 30%. The
cost estimates include: site investigations: 2%, preliminary design, tender documents,
and project changes: 12%, and the contractors’ profits: 3%. Surface site work is not
included, which is required for LHeC for IP2.

2.3. Configuration parameters

A possible transition from the 60 GeV to the 50 GeV configuration of the LHeC was already
envisaged in 2018, as considered in the paper submitted for the European strategy [9]. The
machine layout shown in that paper is reproduced in figure 3. It is a rough sketch, illustrating
the reduction from a 60 GeV to a 50 GeV configuration, which not only results in a reduction
of capital costs, as discussed above, but also of effort.

The ERL configuration has recently been revisited [35], considering its dependence on the
electron-beam energy. After applying a dimensional scaling which preserves the emittance
dilution, the results obtained are summarised in table 2.

The 1/5 configuration is chosen as the new LHeC default, while the CDR for the LHeC from
2012 and the recent CDR for FCC-eh used the 1/3 configuration. The energy and configuration
may be decided as physics, cost, and effort dictate, once a decision is taken.

2.4. Luminosity

The luminosity L of the LHeC in its linac—ring configuration is determined by

NeNphp frevy
L =P H;, 2.1
4me, H 1)

where N, is the number of electrons (protons) per bunch, n,, is the number of proton bunches
in the LHC, f., is the revolution frequency in the LHC (the bunch spacing in a batch is
given by A, equal to 25 ns for protons in the LHC) and vy, is the relativistic factor E,/M,
of the proton beam. Furthermore, €, denotes the normalised proton transverse beam emittance
and 3* denotes the proton beta function at the interaction point (IP), assumed to be equal in
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Figure 3. Schematic view of the three-turn LHeC configuration with two oppositely
positioned electron linacs and three arcs housed in the same tunnel. Two configurations
are shown: outer: default £, = 60 GeV with linacs about 1 km long with a 1 km arc
radius, leading to an ERL circumference of about 9 km, or 1/3 of the LHC length. Inner:
sketch for E, = 50 GeV with linacs about 0.8 km long with a 0.55 km arc radius, leading
to an ERL circumference of 5.4 km, or 1 / 5 of the LHC length, which is smaller than the
size of the SPS. The 1/5 circumference configuration is flexible: it offers the possibility
of staging the project as physics funds dictate by using only partially equipped linacs,
and it also permits an upgrade to somewhat higher energies if one permits increased
synchrotron power losses and operation at higher gradients. Reproduced from [9]. ©
IOP Publishing Ltd. CC BY 3.0.

x and y. The luminosity is moderated by the hourglass factor, H; = Hye, ~ 0.9, the pinch,
or beam—beam correction factor, H, = Hy—, ~ 1.3, and the filling factor H3 = H . ~ 0.8,
should an ion clearing gap be required in the electron beam. This justifies taking the product
of these factors. As the product is close to unity, the factors are not listed in the subsequent
tables, for simplicity.

The electron-beam current is given by

I = eN,f, (2.2)

where fis the bunch frequency 1/A. The current of the LHeC is limited by the charge delivery
of the source. In the new default design, we have I, = 20 mA, which results from a charge of
500 pC for a bunch frequency of 40 MHz. One of the tasks of the PERLE facility is to investi-
gate the stability of the three-turn ERL configuration in view of the challenge that each cavity
has to accommodate a sixfold current due to the simultaneous acceleration and deceleration of
bunches, each at three different beam energies.

2.4.1. Electron—proton collisions. The design parameters of the luminosity were recently pro-
vided in a note describing the FCC-eh configuration [36], including the LHeC. Table 3 rep-
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Table 2. Scaling of the electron-beam energy, linac, and further accelerator element
dimensions for choices of the total circumference in units 1/n of the LHC circumfer-
ence. For comparison, the CERN SPS has a circumference of 6.9 km, only somewhat
larger than 1/4 of that of the LHC.

LHeC option
Parameter Unit
1/3 LHC 1/4 LHC 1/5 LHC 1/6 LHC

Circumference m 9000 6750 5332 4500
Arc radius m - 2w 1058 737 536 427
Linac length m-2 1025 909 829 758
Spreader and recombiner length m-4 76 76 76 76
Electron energy GeV 61.1 54.2 49.1 45.2

Table 3. Summary of luminosity parameter values for the LHeC and FCC-eh. Left: CDR
from 2012; middle: LHeC in three stages: an initial run, possibly during run 5 of the
LHC, 50 GeV operation during run 6 (both of these operations are concurrent with the
LHC), and a final, dedicated, stand-alone ep phase; right: FCC-eh with 20 and 50 TeV
proton beams in synchronous operation.

LHeC FCC-eh
Paramet Unit
arameter " CDR Run5 Run6 Dedicated E,=20TeV E,=50TeV

E. GeV 60 30 50 50 60 60

N, 10! 17 22 22 2.2 1 1

e m 37 25 25 2.5 2.2 22

I mA 64 15 20 50 20 20

N, 10° 1 2.3 3.1 7.8 3.1 3.1

B cm 10 10 7 7 12 15
Luminosity 103 ecm=2 57! 1 5 9 23 8 15

resents an update that also includes the initial 30 GeV configuration and the lower-energy
version of the FCC-hh based on the LHC magnets'®. For the LHeC, as noted above, we
assume E, = 50 GeV, while for the FCC-eh, we retain 60 GeV. Since the source limits the
electron current, the peak luminosity may be taken not to depend on E,. Studies of the inter-
action region design presented in this paper show that we can be confident of reaching a
B of 10 cm, but it will be a challenge to reach even smaller values. Similarly, it will be
quite a challenge to operate with a current much beyond 20 mA. That has nevertheless been
considered [37] for a possible dedicated LHeC operating mode for a few years following
the pp operation programme.

The peak luminosity values exceed those of HERA by 2-3 orders of magnitude. The
operation of HERA in its first, extended running period, 1992-2000, provided an integrated

160 A5 of today, the low-energy FCC-pp collider uses a 6 T LHC magnet in a 100 km tunnel. If, in the coming decades,
high field magnets become available based on High Temperature Superconductor (HTS) technology, then a 20 TeV
proton beam energy may even be achievable in the LHC tunnel. To this extent, the low-energy FCC considered here
and an HTS-based HE-LHC would be comparable options in terms of their energy reach.
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Table 4. Baseline parameters of future electron—ion collider configurations based on the
electron ERL, in concurrent eA and AA operational modes with the LHC and the two
versions of a future hadron collider at CERN. Following the established convention in
this field, the luminosity quoted at the start of a fill is the electron—nucleon luminosity,
which is a factor of A larger than the usual (i.e. electron—nucleus) luminosity.

FCC-eh FCC-eh
Parameter Unit LHeC (E,=20TeV) (E,=50TeV)
Ion energy Epy PeV 0.574 1.64 4.1
Ton energy/nucleon Epy,/A TeV 2.76 7.88 19.7
Electron-beam energy E, GeV 50 60 60
Electron—nucleon cms energy +/Sen TeV 0.74 1.4 22
Bunch spacing ns 50 100 100
Number of bunches 1200 2072 2072
Tons per bunch 108 1.8 1.8 1.8
Normalised emittance ¢, pm 1.5 1.5 1.5
Electrons per bunch 10° 6.2 6.2 6.2
Electron current mA 20 20 20
IP beta function 3} cm 10 10 15
e—N luminosity 102 ecm2 57! 7 14 35

luminosity of about 0.1 fb~! for the collider experiments H1 and ZEUS. This may now be
expected to be taken or produced in a day of initial LHeC operation.

2.4.2. Electron—-ion collisions. The design parameters and luminosity were also provided
recently [36] for collisions between electrons and lead nuclei (fully stripped 2°Pb32* ions).
Table 4 is an update of the numbers presented in that paper, for consistency with the Run 6
LHeC configuration in table 3 and with the addition of parameters corresponding to the £, =
20 TeV FCC-hh configuration. A further discussion of this operating mode and motivations
for the parameter choices in this table are provided in section 10.3.

One can expect the average luminosity during fills to be about 50% of the peak in table 4,
and we assume an overall operational efficiency of 50%; in this case, a year of eA opera-
tion, possibly composed of combined shorter periods of operation, would have the potential
to provide an integrated data set of about 5 (25) fb~! for the LHeC (FCC-eh), respectively.
This exceeds the HERA electron—proton luminosity value by about tenfold for the LHeC, and
much more than that at FCC-eh, while the fixed-target nuclear DIS experimental kinematics
is extended by 3—4 orders of magnitude. These energy-frontier electron—ion configurations
therefore have the unique potential to radically modify our present view of nuclear structure
and parton dynamics. This is discussed in section 6.

2.5. Linac parameters

Our brief summary of the main LHeC characteristics concludes here with a table of the main
ERL parameters for the new default electron energy of 50 GeV, table 5, which are discussed
in detail in section 8.
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Table 5. Basic LHeC ERL characteristics for the default configuration
using two linacs located opposite each other in a racetrack 5.4 km long.
Each linac is passed three times for acceleration and three times for

deceleration.

Parameter Unit Value
Frequency MHz 801.58
Bunch charge pC 499
Bunch spacing ns 24.95
Electron current mA 20
Injector energy MeV 500
Gradient MV m~! 19.73
Cavity length, active m 0.918
Cavity length, flange-to-flange m 1.5
Cavities per cryomodule 4
Length of cryomodule m 7
Acceleration per cryomodule MeV 72.45
Total number of cryomodules 112
Acceleration energy per pass GeV 8.1

2.6. Operational schedule

The LHeC parameters are determined to be compatible with a parasitic operation with the
nominal HL-LHC proton-proton operation. This implies limiting the electron bunch current to
sufficiently small values, so that the proton beam—beam parameter remains small enough to be
negligible for the proton beam dynamics.

Assuming a ten-year construction period for the LHeC after approval of the project and a
required installation window of two years for the LHeC detector, the earliest realistic opera-
tional period for the LHeC coincides with the LHC Run 5 period in 2032 and with a detector
installation during LS4, which is currently scheduled for 2030 and would need to be extended
by one year to 2031. The baseline HL-LHC operational mode assumes 160 days of proton
operation, 20 days of ion operation and 20 days of machine development time for the Run
4 period, amounting to a total of 200 operational days per year. After the Run 4 period, the
operational plan of the HL-LHC does not include ion operation at present, and assumes 190
days for proton operation. The HL-LHC project assumes an overall machine efficiency of 54%
(the fraction of scheduled operational time spent in physics production), and we assume that
the ERL does not contribute to significant additional downtime for the operation. Assuming an
initial 15 mA of electron-beam current, a 3* of 10 cm and HL-LHC proton-beam parameters,
the LHeC reaches a peak luminosity of 0.5 x 103 cm~2 s~!. Assuming further a proton-beam
lifetime of 16.7 h, a proton fill length of 11.7 h, and an average proton beam turnaround time
of 4 h, in this configuration, the LHeC can reach in this configuration an annual integrated
luminosity of 20 fb~!.

For an evaluation of the physics potential, it is important to note that the initial Run 5 ep
operational period may accumulate about 50 fb~! of integrated luminosity. This is a hundred
times the value that H1 (or ZEUS) accumulated over a HERA lifetime of 15 years. As one may
expect (for details, see section 3), such a huge DIS luminosity is ample for pursuing basically
the complete QCD programme. In particular, the LHeC would deliver on time for the HL-LHC
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Table 6. LHeC performance levels during different operational modes.

Parameter Unit Run 5 period Run 6 period Dedicated
Brightness N, /(ve,,) 10" m~! 2.2/2.5 2.2/2.5 2.2/2.5
Electron-beam current mA 15 25 50?
Proton 3* m 0.1 0.7 0.7
Peak luminosity 10%* ecm2 57! 0.5 1.2 2.4
Proton-beam lifetime h 16.7 16.7 100
Fill duration h 11.7 11.7 21
Turnaround time h 4 4 3
Overall efficiency % 54 54 60
Physics time/year Days 160 180 185
Annual integrated luminosity fb~! 20 50 180

precision analyses the external, precise PDFs and with just a fraction of the 50 fb~!, the secrets
of low-x parton dynamics would unfold. The higher ep luminosity is necessary for ultimate
precision and for the top, BSM, and Higgs programmes of the LHeC to be of competitive
value.

For the Run 6 period of the HL-LHC (the last of the HL-LHC operational periods), we
assume that the number of machine development sessions for the LHC can be suppressed,
providing an increase in the operational time for physics production from 190 days to 200 days
per year. Furthermore, we assume that the electron-beam parameters can be pushed slightly
further. Assuming that 8* can be reduced to 7 cm, with an electron-beam current of up to 25
mA and nominal HL-LHC proton beam parameters, the LHeC would reach a peak performance
of 1.2 x 10* cm™2 s~! and an annual integrated luminosity of 50 fb~!. This would add up to
an integrated luminosity of a few hundred fb~!, a strong basis for top, BSM, and Higgs physics
at the LHeC.

Beyond the HL-LHC exploitation period, the electron-beam parameters could be further
pushed in dedicated ep operation, when the requirement of parasitic operation on the HL-
LHC proton—proton operation may no longer be imposed. The proton-beam lifetime without
proton—proton collisions would be significantly larger than in the HL-LHC configuration. In
the following we assume a proton-beam lifetime of 100 h and a proton-beam efficiency of
60% without proton—proton beam collisions. The electron-beam current in this configura-
tion would only be limited by the electron beam dynamics and the SRF beam-current limit.
Assuming electron-beam currents of up to 50 mA, the LHeC would reach a peak luminosity of
2.4 x 10’ cm~2 s~! and an annual integrated luminosity of up to 180 fb~!. Table 6 summarises
the LHeC configurations over these three periods of operation.

Depending on the years available for a dedicated final operation (or through an extension
of the pp LHC run, currently not planned but interesting for collecting 4 instead of 3 ab~! in
order to, for example, observe di-Higgs production at the LHC), a total luminosity of 1 ab~!
could be available for the LHeC. This would double the precision of Higgs couplings measured
in ep, as compared to the default HL-LHC run period with ep added as described. It would
also significantly enlarge the potential to observe or/and quantify rare and NP phenomena.
Obviously such considerations are subject to the grand developments at CERN. A period with
most interesting physics and on-site operation activity could be particularly welcome to narrow
the possible large time gap between the LHC and its grand successor, the FCC-hh. One may,
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however, be interested in closing down the LHC on time. It is thus important for the LHeC
project to recognise its particular value as an asset of the HL-LHC and on its own, even with
less than the ultimate luminosity, albeit with values that could only have been dreamt of at
HERA.

3. Parton distributions—resolving the substructure of the proton

3.1. Introduction

Since the discovery of quarks in the famous ep — eX scattering experiment at Stanford [20, 21],
the DIS process has been established as the most reliable method for resolving the substructure
of the proton, and was immediately recognised as such, not least by Feynman [19]. Since that
time, a series of electron, muon, and neutrino DIS experiments has validated the quark—parton
model (QPM) and promoted the development of QCD. A new quality of this physics was
realised by HERA, the first electron—proton collider built, which extended the kinematic range
in momentum transfer squared to Q% = s ~ 10° GeV?, for s = 4E,E,. Seen from today’s
perspective, largely influenced by the LHC, it is necessary to advance to a further level in
these investigations, with higher energies and much greater luminosity than HERA could could
achieve. This is a major motivation for building the LHeC, with an extension of the Q* and
1/x ranges by more than an order of magnitude and increase the luminosity by a factor of
almost a thousand. It may be the case that QCD breaks down or be embedded in a higher
gauge symmetry, or unconfined colour might be observed; these phenomena would raise a
series of fundamental questions about the theory of QCD [38] and highlight the importance of
a precision DIS programme using the LHeC.

This chapter is mainly devoted to an exploration of the seminal potential of the LHeC to
resolve the substructure of the proton in an unprecedented range, with the first ever complete
and coherent measurement of the full set of PDFs in one experiment. The precise and consistent
determination of PDFs to high orders of pQCD is crucial for the interpretation of LHC physics,
i.e. its precision electroweak and Higgs measurements, as well as an exploration of the high-
mass region where new physics may occur when the HL-LHC operates. Extra constraints on
PDFs also arise from pp scattering, as discussed in a later chapter. Conceptually, however,
the LHeC provides the singular opportunity to completely separate the PDF determination
from proton—proton physics. This approach is not only more precise for the PDFs, but it is
theoretically more accurate, and enables incisive tests of QCD by confronting independent
predictions with LHC (and later FCC) measurements, as well as providing an indispensable
basis for reliable interpretations of searches for new physics.

While the resolution of the longitudinal, collinear structure of the proton is key to the physics
programme of the LHeC (and the LHC), the ep collider provides further fundamental insights
into the structure of the proton, such as semi-inclusive measurements of jets and vector mesons.
In particular, deeply virtual Compton scattering (DVCS), a process established at HERA, will
also shed light on the transverse structure of the proton in a new kinematic range. This is
presented at the end of this chapter.

3.1.1. Partons in deep inelastic scattering. PDFs x f (x, Q%) represent a probabilistic view of
hadron substructure at a given distance, 1/ \/@ . They depend on the parton type f= (g;, 8)
for quarks ¢g; of flavour i/ and gluons g, and must be determined by experiment, most suit-
ably DIS, since perturbative QCD does not prescribe the parton density at a given momen-
tum fraction, Bjorken x. PDFs are also important because they determine the Drell-Yan
(DY) hadron—hadron scattering processes, which are supposedly universal through the QCD
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factorisation theorem [39].'%! The PDF programme of the LHeC has unprecedented reach for
the following reasons:

e For the first time it will completely resolve the partonic structure of the proton (and nuclei),
i.e. it will determine the u,, d,, u, d, s, ¢, b, and gluon momentum distributions through NC
and CC cross-sections as well as direct heavy-quark PDF measurements, performed over
a huge kinematic range of DIS from x = 107° to 0.9 and from Q* > 1 to 10° GeV>. The
LHeC will explore the strange density and the momentum fraction carried by top quarks
[41], which was impossible at HERA.

e Very high luminosity and unprecedented precision, due to both new detector technology
and the redundant evaluation of event kinematics from the leptonic and hadronic final
states, will lead to extremely high PDF precision.

e The LHeC has high energy, and the weak probes (W, Z) dominate the interaction at larger
Q?, which permits the up and down sea and valence quark distributions to be resolved
over the full range of x. Thus, no additional data will be required'®?; i.e. there will be
no influence from higher twists, nuclear uncertainties, or data inconsistencies, which are
main sources of uncertainty in the current so-called global PDF determinations.

While PDFs are nowadays often merely seen as a tool for interpreting LHC data, in fact,
what is really involved is a new understanding of strong interaction dynamics and a deeper
resolution of substructure extending into hitherto uncovered phase-space regions, in particular,
the small x region (by virtue of the very high energy s and the very small spatial dimension
(1/ \/@)) and the x — 1 region (owing to the high luminosity and energy). The quark parton
model (QPM) is not sufficiently tested, despite decades of DIS and other experiments, and
neither is QCD fully developed in these kinematic regimes.

Examples of issues of fundamental interest for the LHeC to resolve are: (i) the long-awaited
resolution of the behaviour of d/u near the kinematic limit (x — 1); (ii) the flavour democracy
of the light quark sea (is d ~ u ~ 57); (iii) the existence of quark-level charge-symmetry [42];
(iv) the behaviour of the ratio d/iu at small x; (v) the turn-on and the values of heavy-quark
PDFs; (vi) the value of the strong coupling constant and (vii) the question of the dynamics
(linear or nonlinear) at small x, where the gluon and quark densities increase.

The gluon distribution is of special further interest because the gluon self-interaction pre-
scribes all visible mass, the gluon—gluon fusion process dominates Higgs production at hadron
colliders (the LHC and the FCC), and because its large-x behaviour, essentially unknown today,
affects the predictions of BSM cross-sections at the LHC.

The LHeC may be understood to be an extension of HERA to a considerable extent. It has
the reach in x o< 1/s to resolve the question of new strong interaction dynamics at small x,
and it accesses high 0%, much larger than MZWZ, with huge luminosity, to make accurate use
of weak NC and CC cross-sections in DIS PDF physics for the first time. QCD analyses of
HERA data are still ongoing. For obvious reasons, no quantitative analysis of LHC-related
PDF physics is possible without relying on the HERA data, and often on its QCD analyses.
These are introduced briefly in the next section. Albeit with certain assumptions and limited

1611 his referee report on the LHeC CDR in 2012, Guido Altarelli noted with respect to the factorisation theorem in
QCD for hadron colliders that: ‘many people still advance doubts. Actually, this question could be studied experimen-
tally, in that the LHeC, with its improved precision, could put bounds on the allowed amount of possible factorisation
violations (e.g., by measuring in DIS the gluon at large x and then comparing with jet production at large py in hadron
colliders).” This question was also addressed in a previous LHeC paper [40].

162 The L.HeC may be operated at basically HERA energies and collect an fb~! of luminosity for cross-checks and to
maximise high x and medium Q* acceptance, see section 3.2.
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luminosity, HERA completely changed the field of PDF physics as compared to the times of
solely fixed-target data (see reference [43]), and it pioneered the era of high-density parton
physics at small x.

3.1.2. Fit methodology and HERA PDFs. The methodology of PDF determinations with
HERA data was developed over decades by the H1 and ZEUS collaborations [27, 44, 45], in
close contact with many theorists. It has essentially been adopted with suitable modifications
for the LHeC PDF prospect study, as detailed subsequently.

HERAPDF fits use information from both ¢*p NC and CC scattering, exclusively from
the ep collider experiments, H1 and ZEUS, up to high Q* = 30 000 GeV? and down to about
x = 5 x 107, The precision of the HERA combined data is better than 1.5% over the Q° range
of 3 < Q? < 500 GeV? and remains below 3% up to Q> = 3000 GeV?>. The precision for large
x > 0.5 is rather poor due to limited luminosity and high-x acceptance limitations at medium
Q.
The QCD analysis is performed at leading order (LO), next-to-leading order (NLO), and
next-to-next-to-leading order (NNLO) within the xFitter framework [44, 46, 47]; the lat-
est version is the HERAPDF2.0 family [45]. The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) evolution of the PDFs, as well as the light-quark coefficient functions, are calcu-
lated using QCDNUM [48, 49]. The contributions of heavy quarks are calculated using the
general-mass variable-flavour-number scheme given in references [49, 50]. The experimen-
tal uncertainties are determined using the Hessian method, imposing a x* + 1 criterion. This
is usually impossible in global fits over rather incoherent data sets originating from different
processes and experiments, but has been a major advantage of the solely HERA-based QCD
analyses.

In the HERAPDF analysis, as well as subsequently in the LHeC study, the starting scale is
chosen to be Q% = 1.9 GeV?, such that it is less than the charm mass, m? The data are restricted
to Q2. > 3.5GeV?in order to stay in the DIS kinematic range. The forward hadron final-state
acceptance introduces a lower W cut, which removes the region that is otherwise potentially
sensitive to higher twist effects [51]. The strong coupling constant is set to c,g(Mz) = 0.118.163
All these assumptions are varied in the evaluation of model uncertainties for the resulting fit.
These variations would essentially have no significant effect in the case of the LHeC, as the
sensitivity to the quark masses, for example, would be hugely improved with respect to HERA,
o would be known to 1-2 per mille, and the kinematic range of the data would be significantly
extended.

In HERAPDF fits, the quark distributions at the initial Q3 are represented by the generic
form

xqi(x) = Aix®i(1 — x) Py(x), 3.1)

where i specifies the flavour of the quark distribution and P;(x) = (1 4 D;x + E;x?). The inclu-
sive NC and CC cross-sections determine four independent quark distributions, which are
essentially the sums of the up and down quark and antiquark densities. These may be decom-
posed into any other four distributions of up and down quarks using an ad-hoc assumption
about the fraction of strange to anti-down quarks, which has a minimal numerical effect on the
PDFs, apart from that on xs itself. The parameterised quark distributions, xg;, are chosen to be

163 The strong coupling constant cannot be reliably determined from the inclusive HERA data alone. DIS results,
including fixed-target data, have provided values which tend to be lower [52] than the value chosen here; for a dis-
cussion, see reference [53]. As is further presented in detail in section 4.1, the LHeC reaches a sensitivity to c at the
per-mille level based on inclusive and jet data, as well as their combination.
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the valence quark distributions (xu,, xd,) and the light antiquark distributions (xi, xd). This
has also been adopted for the LHeC.

The parameters A,, and A,, are fixed using the quark-counting rule. The normalisation and
slope parameters, A and B, of # and d are set equal, such that xiz = xd at x — 0, a crucial
assumption which the LHeC can validate. The strange quark PDF x5 is set as a fixed fraction
1y = 0.67 of xd. This fraction is varied during the determination of model uncertainties. By
default it is assumed that xs = x5 and that the u and d sea quarks and antiquarks also have the
same distributions. These assumptions will be resolved by the LHeC and their uncertainties
will essentially be eliminated, see section 3.3.4. The D and E parameters are used only if
required by the data, following a x? saturation procedure [44]. For HERAPDF2.0 this leads to
two non-zero parameters, E,, and Dy.

The gluon distribution is parameterised differently:

xg(x) = AgxPs (1 — 0)% — AlxPe(1 — ). (3.2)

The normalisation parameter A, is calculated using the momentum sum rule. Variations of the
PDFs were also considered with A’g = 0, which had been the default choice for earlier HERA
data fits. The appearance of this second term may be understood as originating from a poorly
constrained behaviour of xg(x, Q%) at small x. In fact, xg resembles a valence-quark distribution
at Q% ~ Q%. The much-extended Q® range of the LHeC at a given small x and the access to
much smaller x values than those probed at HERA will certainly enable this behaviour to be
clarified. Since Cé had also been set to a large value, that second term in equation (3.2) has a
negligible effect on the resulting PDF uncertainties. Consequently Ay is set to zero in the LHeC
study.

Alternative parameterisations are used in the evaluation of the parameterisation uncertainty.
These variations include: the introduction of extra parameters D, E for each quark distribution,
the removal of primed gluon parameters, and the relaxation of assumptions about the low-x sea.
These fits provide alternative extracted PDFs with a similar fit quality. The maximum deviation
from the central PDF at each value of x is taken as an envelope and added in quadrature to the
experimental and model uncertainties to give the total uncertainty. As for the model uncertain-
ties, the extended range and improved precision of the LHeC data may well be expected to
render such variations negligible.

The results of the HERA PDF analysis [45] are shown in figure 4 for the HERA-
PDF2.0NNLO PDF set, displaying the experimental, model, and parameterisation uncertain-
ties separately. The structure of the proton is seen to depend on the resolution o< 1/ \/@ with
which it is probed. At a Q° of about 1-2 GeV?, corresponding to 0.2 fm, the parton contents
may be decomposed, as shown in figure 4 (top). The gluon distribution at Q> ~ 2 GeV? has
a valence-like shape, i.e. at very low x, the momentum is carried by sea quarks (see figure 4
(top)). At medium x ~ 0.05 the gluon density dominates, compared to all quark densities. At
the largest values of x, above 0.3, the proton structure is dominated by the up and down valence
quarks. This picture evolves such that below 10~ m, for x < 0.1, the gluon density also dom-
inates over the sea-quark density, see figure 4 (bottom). The valence quark distributions are
rather insensitive to the resolution, which reflects their non-singlet transformation behaviour
in QCD.

The HERAPDF set differs from other PDF sets in that: (i) it represents a fit to a consistent
data set with small correlated systematic uncertainties; (ii) it uses data from a proton target only,
such that no heavy-target corrections are needed and the assumption of strong isospin invari-
ance, dproton = Uneutron» 18 NOt required; (iii) a large x, Q2 region is covered, such that no regions
where higher twist effects are important are included in the analysis.
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Figure 4. Parton distributions as determined by the QCD fit to the combined H1 and
ZEUS data at 9* = 1.9 GeV? (top) and at 9* = 10 GeV? (bottom). The colour coding
represents the experimental, model, and parameterisation uncertainties separately. Here
xS = 2x(u + d) denotes the total sea-quark density. Note that xg and xS are scaled by
1/20 in the left-hand-side plots with a linear y scale.

The limitations of HERA PDFs are also known: (i) the data are limited in statistics, such
that the region x > 0.5 is poorly constrained; (ii) the energy is limited, such that the very low
X region below x ~ 10~ is not accessed, or not reliably accessed; (iii) the limits of luminos-
ity and energy imply that the potential of the flavour resolution through weak interactions in
NC and CC, while remarkable, can not be utilised accurately and «; cannot be determined
alongside PDFs in solely inclusive fits; (iv) the strange-quark density was not accessed by H1
and ZEUS, and only initial measurements of xc and xb could be performed. The strong suc-
cess compared to the fixed-target PDF situation before HERA was, however, most remarkable.
The thorough clarification of parton dynamics and the establishment of a precision PDF basis
for the LHC and later hadron colliders, however, make a next-generation, high-energy and
-luminosity ep collider a necessity.
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The PDF potential of the LHeC is presented next. This study closely follows the first
extended analysis, as developed for the CDR and subsequently detailed in reference [54]. The
main differences compared to that analysis result from the choice of the linac—ring LHeC
configuration, with a preference for e~ p of high polarisation (and much less e™ p), com-
bined with an order-of-magnitude enhancement in the luminosity and developments of the
apparatus design.

3.2. Simulated LHeC data

3.2.1. Inclusive neutral- and charged-current cross-sections. In order to estimate the uncer-
tainties in the PDFs obtained from the LHeC, several sets of LHeC inclusive NC/CC DIS data
with a full set of uncertainties have been simulated and are described in the following. The
systematic uncertainties of the DIS cross-sections have a number of sources, which can be
classified as correlated and uncorrelated across bin boundaries. For the NC case, the uncorre-
lated sources (apart from event statistics) are a global efficiency uncertainty, due, for example,
to tracking or electron identification errors, as well as uncertainties due to photo-production
background, calorimeter noise, and radiative corrections. The correlated uncertainties result
from imperfect electromagnetic and hadronic energy-scale and angle calibrations. In the clas-
sic ep kinematic reconstruction methods used here, the scattered electron energy E; and the
polar electron angle 6., complemented by the energy of the hadronic final state Ej, can be
employed to determine Q* and x in a redundant way.

Briefly, Q2 is best determined from the electron kinematics, and x is calculated from
y=0Q? /sx. At large y, the inelasticity is best measured using the electron energy, y, ~ 1 —
E!/E,. Atlow y, the relation y, = Ej, sin?(0),/2)/E,. can be used to provide a measurement of
the inelasticity from the hadronic final-state energy E;, and the angle ). This results in an
uncertainty of dy,/y, ~ 0E,/Ej, which is determined by the Ej, calibration uncertainty to a
good approximation.

Various refined methods have been proposed for determining the DIS kinematics, such as
the double-angle method [55], which is commonly used to calibrate the electromagnetic energy
scale, or the so-called ¥ method [56], which exhibits reduced sensitivity to QED radiative
corrections (see a discussion in reference [57]). For an estimate of the cross-section uncertainty
the electron method (Q?, y,) is used at large y, while at low y, we use Q2, y;,, which is transparent
and accurate to better than a factor of two. In much of the phase space, moreover, it is the
uncorrelated efficiency or further specific errors, rather than the kinematic correlations, which
dominate the cross-section measurement precision.

The assumptions used in the simulation of the pseudodata are summarised in table 7.
The procedure was gauged using full HI Monte Carlo (MC) simulations, and the assump-
tions correspond to H1’s achievements with an improvement of, at most, a factor of two.
Using a numerical procedure developed in reference [58], the scale uncertainties are trans-
formed into kinematics-dependent correlated cross-section uncertainties caused by imperfect
measurements of E;, #,, and Ej,.

These data uncertainties were imposed for all data sets, NC and CC, as subsequently listed
and described.

The design of the LHeC assumes that it operates with the LHC in the high-luminosity phase,
following LS4 at the earliest. As detailed in section 2, it is assumed that there will be an initial
phase, during which, the LHeC may collect 50 fb~! of data. This may begin with a sample of
5 fb~!. Such values are very high when compared with HERA, corresponding to, respectively,
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Table 7. Assumptions about the sizes of uncertainties from various
sources used in the simulation of the NC cross-sections. The top three
are uncertainties in the calibrations, which are included to provide
correlated systematic cross-section errors. The lower three values are
uncertainties in the cross-sections caused by various sources.

Source of uncertainty Uncertainty
Scattered electron energy scale AE, /E,, 0.1%
Scattered electron polar angle 0.1 mrad
Hadronic energy scale AE;,/E), 0.5%
Radiative corrections 0.3%
Photoproduction background (for y > 0.5) 1%
Global efficiency error 0.5%

Table 8. Summary of the characteristic parameters of the data sets used to simulate NC
and CC e* cross-section data, for a lepton beam energy of E, = 50 GeV. Sets D1-D4
are for £, = 7TeV and e™ p scattering, with varying assumptions for the integrated lumi-
nosity and the electron-beam polarisation. The data set D1 corresponds to possibly the
first year of LHeC data, and ten times the amount of luminosity that H1/ZEUS collected
in their lifetimes. The data set D5 is a low E,, energy run, which is essential to extend
the acceptance at large x and medium Q. The D6 and D7 sets are for smaller amounts
of positron data. Finally, D8 and D9 are for high-energy e~ p scattering with positive
helicity, which is important for electroweak NC physics. These variations of the data
used are subsequently studied for their effects on the PDF determinations.

Data set

P .

arameter Ut b D2 D3 D4 D5 D6 D7 D8 DI
Proton-beam energy TeV 7 7 7 7 1 7 7 7 7
Lepton charge -1 -1 -1 -1 -1 +1  +1 -1 -1
Longitudinal lepton
polarisation -0.8 0.8 0 —0.8 0 0 0 +0.8 +0.8
Integrated luminosity ~ fb~! 5 50 50 1000 1 1 10 10 50

a hundred and ten times the integrated luminosity that H1 (ZEUS) collected in their lifetime
of about 15 years. The total luminosity may come close to 1 ab™"!.

The bulk of the data is assumed to be acquired from electrons, possibly at a large negative
helicity P,, because this configuration maximises the number of Higgs bosons that one can
produce at the LHeC: e~ couples to W, which primarily interacts with an up quark; the CC
cross-section is proportional to (1 — P,). However, for electroweak physics there is a strong
interest in varying the polarisation and charge'%*. It was considered that the e p luminosity may
reach 1 fb~!, while ten times that amount has been simulated for sensitivity studies. A dataset
has also been produced with reduced proton beam energy, as that enlarges the acceptance of
larger x at smaller Q. The full list of simulated sets is provided in table 8.

The highest energies obviously give access to the smallest x at a given 07, and to the max-
imum Q7 for a fixed x. This is illustrated by the kinematic plane, iso-energy, and iso-angle
lines, see figure 5. It is instructive to see how the variation of the proton-beam energy changes
the kinematics considerably and enables additional coverage of various regions. This is clear

164 With a linac source, the generation of an intense positron beam is very challenging, and it will not be able to
compete with the electron intensity. This is discussed in the accelerator chapter.
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Figure 5. Kinematic plane covered by the maximum beam energies at the LHeC. Red
dashes: lines of constant scattered electron polar angle. Note that low Q® is measured
with electrons scattered into the backward region and the highest Q? is reached with
Rutherford backscattering; black dots: lines of constant angle of the hadronic final state;
black solid: lines of constant inelasticity y = Q®/sx; green dashes: lines of constant scat-
tered electron energy E.. Most of the central region is covered by what is termed the
kinematic peak, where E/, ~ E,. The small-x region is accessed using small energies E,,
below E,, while electrons detected in the forward direction and at high-Q? carry TeV
energies; black dashed-dotted: lines of constant hadronic final state energy Ej,. Note that
the very forward, large -x region also sees very high hadronic energy deposits.

from figure 6 which shows that the kinematic plane determines the approximate minimum
energies the LHeC could operate with. One may note striking changes related to kinematics
(see reference [58]); for example, one can see that the line of 6, = 179° now corresponds to
Q* ~ 0.1 GeV?, which is due to a reduction in E,, compared to 1 GeV? in the maximum energy
case, see figure 5. Similarly, by comparing the two figures one finds that the lower Q?, larger x
region becomes easier to access with lower energies, in this case, solely owing to the reduction
of E, from 7 to 1 TeV. It is worth noting that the LHeC, when operating at these low ener-
gies, would permit a complete repetition of the HERA programme within a short period of
special data taking.

The coverage of the kinematic plane is illustrated by a plot of the x, Q* bin centres of the
data points used in simulations, see figure 7 [59]. The full coverage at the highest Bjorken x,
i.e. very close to x = 1, is enabled by the high luminosity of the LHeC. This was impossible to
achieve with HERA as the NC/CC DIS cross-sections decrease proportionally to some power
of (1 — x) when x approaches 1, as has long been established by Regge counting [60—62].

It has been a prime goal, extending beyond previous PDF studies, to understand the impor-
tance of these varying data-collection conditions for measuring PDFs with the LHeC. This
holds true, in particular, for the question about what can be expected from an initial, lower-
luminosity LHeC operating period, which is of the highest interest for the LHC analyses during
the HL-LHC phase. Some special data sets of reduced electron energy have also been produced
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Figure 6. Kinematic plane covered by the minimum beam energies at LHeC. The mean-
ing of the curves is the same as in the previous figure. This coverage is very similar to
that of HERA, as the energies are about the same.
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Figure 7. Illustration of the x, O values of simulated cross-section and heavy quark den-
sity data used in LHeC studies. The red points illustrate the gain in acceptance towards

large values of x at fixed Q% when E p is reduced; see the text. Reproduced from [59].
CCBY 4.0.

in order to evaluate the potential for measuring F, see section 4.2.3. These data sets have not
been included in the bulk PDF analyses presented subsequently in this chapter.

3.2.2. Heavy quark structure functions. The LHeC is the ideal environment for the deter-
mination of the strange, charm, and bottom density distributions, which is necessary for a
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Figure 8. Simulation of the measurement of the (anti)-strange quark distribution,
x5(x, 0%), in CC e~ p scattering through the 7-channel reaction W~5 — ¢. The vertical
error bars indicate the full systematic and statistical uncertainties added in quadra-
ture, but are mostly smaller than the marker size. The x range covered extends from
1074 (tozp left bin), determined by the CC trigger threshold, conservatively assumed to
be at Q* = 100 GeV?, to x ~ 0.2 (bottom right) determined by the forward tagging
acceptance limits, which could be further extended by lowering E,.

comprehensive unfolding of the parton contents and dynamics in protons and nuclei. With
charm-tagging techniques one can directly access xs in CC or xc in NC DIS, while with bottom
tagging, one has access to xb in NC DIS. The inner silicon detectors have a typical resolution
of 10 pum, which is much smaller than the typical charm and bottom decay lengths of sev-
eral hundred pm. In addition, the transverse extension of the beam spot of only (7 um)? is
comparably small. The experimental challenges, then, are the beam-pipe radius, dealing with
strong synchrotron radiation effects at the LHeC, and the forward tagging acceptance, which
are similar to the HL-LHC challenges, albeit much easier due to the absence of pile-up in ep
(see e.g. [63] for a brief discussion). Very sophisticated techniques (not discussed here) are
being developed at the LHC in order to identify bottom production through jets [64].

A simulation of the measurement of the anti-strange density at the LHeC was performed
using impact parameter tagging in ep CC scattering, see figure 8. The measurements of the
charm and beauty structure functions using ¢ and b tagging were simulated for NC DIS (see
figures 9 and 10). The results served as inputs for the PDF study subsequently presented.

For this simulation, the charm and beauty tagging efficiencies are assumed to be 10% and
60%, respectively. These values are derived from HF tagging techniques at HERA and by the
ATLAS collaboration. Backgrounds arise from light-quark jets in the charm analysis, or charm
background in the beauty analysis. The light-quark jet backgroundis assumed to be reducible to
the per cent level, and the charm-quark jet background is assumed to be 10%. The background
contaminations, as well as the tagging efficiencies, primarily affect the statistical uncertainty
of the measurement, which for the assumed 100 fb~! is only relevant in some edges of the
phase space, as the figures illustrate for all three distributions.
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Figure 9. Simulation of the measurement of the charm quark distribution expressed as
FS = e2x(c + ¢) in NC e~ p scattering. The vertical error bars indicate the full system-
atic and statistical uncertainties added in quadrature, but are mostly smaller than the
marker size. The minimum x (left top bin) is at 7 x 10°, and the data extend to x = 0.3
(right bottom bin). The simulation uses a massless scheme and is only indicative near
the threshold, although the uncertainties entering the QCD PDF analysis are consistently
estimated.

In addition, an uncorrelated systematic uncertainty of 3% is assumed in the simulated
strange and beauty quark measurements, while for charm, a 2% error is used. These errors
determine the measurement uncertainties over almost the full kinematic range. At higher Q°
and x, these increase, for example, to 10%, 5%, and 7% for xs, xc, and xb, respectively, at
x~0.1 and Q° ~ 10° GeV?. As specified in the figures, the x and Q* ranges of these mea-
surements extend over three, five, and four orders of magnitude for s, c and b. The coverage of
very high Q? values, far beyond M%, permits us to determine the ¢ and b densities probed in
~Z interference interactions for the first time. At HERA, xs was not directly accessible, while
pioneering measurements of xc and xb could be performed [65], albeit over a smaller range and
less precisely than will be achieved with the LHeC. These measurements, as discussed below
and in much detail in the 2012 LHeC CDR [1], are of vital importance for the development of
QCD and for the interpretation of precision LHC data.

3.3. Parton distributions from the LHeC

3.3.1. Procedure and assumptions. In this section, PDF constraints from the simulation
of LHeC inclusive NC and CC cross-section measurements and heavy quark densities are
investigated. The analysis closely follows the one for HERA presented above.

The expectations for PDFs for the ‘LHeC inclusive’ dataset, corresponding to a combina-
tion of the datasets D4, D5, D6, and D9, are presented, see table 8. These datasets have the
highest sensitivity to general aspects of PDF phenomenology. Since the data will be recorded
concurrently with the HL-LHC operation, they will only become available after the end of
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Figure 10. Simulation of the measurement of the bottom quark distribution expressed
as F é’ = elz,x(b + b) in NC e~ p scattering. The vertical error bars indicate the full sys-
tematic and statistical uncertainties added in quadrature, but are mostly smaller than the
marker size. The minimum x (top left bin) is at 3 x 107>, and the data extend to x = 0.3
(bottom right bin). The simulation uses a massless scheme and is only indicative near
the threshold, although the uncertainties entering the QCD PDF analysis are consistently
estimated.

the HL-LHC. Therefore, these PDFs will be valuable for the re-analysis or re-interpretation of
(HL-)LHC data, and for further future hadron colliders.

In order that LHeC can be useful during the lifetime of the HL-LHC, it is very desirable
that the LHeC can deliver PDFs of transformative precision in a short timescale. Therefore,
in this study particular attention is paid to PDF constraints that can be extracted from the
first 50 fb~' of electron—proton data, which corresponds to the first three years of LHeC
operation. The dataset is labelled D2 in table 8 and also referred to as ‘LHeC first run’ in
the following.

Even the data recorded during the initial weeks of data taking will be highly valuable and
will impose new PDF constraints. This is because the initial instantaneous luminosity will
already be comparably high and the kinematic range largely extended in comparison to the
HERA data. These initial analyses will provide the starting point for the LHeC PDF pro-
gramme. It may be recalled that the HERA I data period (1992-2000) provided just 0.1 fb~!
of data, which was ample for discovering the increases of F; and xg towards small x at low QZ,
and even today, these data form the most important ingredient of the combined legacy HERA
data [45]. The data sets in table 8 comprise D1, with 5 fb™ ! still ten times the amount that H1
or ZEUS collected in 15 years, and D3, which resembles D2, but has the electron polarisation
set to zero.

Additional dedicated studies of the impact of s, ¢, b data on the PDFs are then also presented,
based on 10 fb~! of ¢~ p simulated data. Further important PDF constraints that would be
provided by the measurements of F and jets are not considered in the present study. These
remarks are significant in that they mean one has to be cautious when comparing the LHeC

43



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

PDF potential with some global fits: F1, will resolve the low-x nonlinear parton interaction
issue (see section 4.2.3), and jets are important to pin down the gluon density behaviour at
large x as well as to provide a precision measurement of o (see section 4.1).

To assess the importance of different operating conditions, the impacts of datasets with
differing amounts of integrated luminosity (D1 vs D4), with and without positrons (D6 vs D7),
and with different polarisation states for the leptons (D3 vs D8) are also considered.

In the following, PDF fits are presented that make use of the simulated data and NLO QCD
predictions. Fits were performed using NNLO QCD as a cross-check. The analysis closely fol-
lows the HERAPDF procedure (cf section 3.1.2 and reference [45]). The parametric functions
in equations (3.1) and (3.2) are used, and the parameterised PDFs are the valence distributions
xu, and xd,,, the gluon distribution xg, and the xU and xD distributions, using xU = xii and
xD = xd + x5. In total the following 14 parameters are free for the nominal fits: B, C,, Dy,
By, Cuwys Eyyy Bay, Cav, Ay, By, Cy, Ap, Bp, Cp. These fit parameters are similar to HER-
APDF2.0, although, to some extent, more flexible due to the stronger constraints provided
by the LHeC. Note that the B parameters for u, and d,, and the A and B parameters for U
and D are fitted independently, such that the up and down valence and sea quark distributions
are uncorrelated in the analysis, whereas for HERAPDF2.0 xiz — xd as x — 0 is imposed.
The other main difference is that no negative gluon term has been included, i.e. A, =0
but D, # 0.

This ansatz is natural to the extent that the NC and CC inclusive cross-sections determine
the sums of the up and down quark distributions and their antiquark distributions as four inde-
pendent sets of PDFs, which may be transformed to the ones chosen if one assumes that
u, = U — U and d, = D — D, i.e. the equality of anti- and sea-quark distributions of a given
flavour. For the majority of the QCD fits presented here, the strange quark distribution at Q3 is
assumed to be a constant fraction of D, x5 = f;xD with f; = 0.4 as for HERAPDF, while this
assumption is relaxed for the fits including simulated s, ¢, b data.

Note that the prospects presented here are illustrations for a different era of PDF physics,
which will be richer and deeper than one may be able to simulate now. For instance, without
real data one cannot determine the actual parameterisation needed for the PDFs. In particular
the low x kinematic region is, so far, unexplored; the simulated data rely on a simple extrapo-
lation of current PDFs, and no reliable data or model are available that provide constraints on
this region'®>. The LHeC data explores new corners of phase space with high precision, and
therefore it will have great potential, much larger than HERA had, to determine the parameteri-
sation. As another example, with the LHeC data, one will be able to directly derive relations for
how the valence quarks are determined with a set of NC and CC cross-section data in a redun-
dant way, since the gluon distribution at small x can be determined from the Q° derivative of
F> and from a measurement of Fr. The question of the optimal gluon parameterisation may
then be settled by analysing these constraints and not by assuming some specific behaviour of
a given fit.

Furthermore, the precise direct determinations of s, ¢ and b densities with measurements of
the impact parameters of their decays will take the treatment of HFs in PDF analyses to a new
level. The need for the phenomenological introduction of the f; factor will disappear, and the
debate about the value of fixed and variable HF schemes will be settled.

1651t is expected that real LHeC data and also the inclusion of further information, such as Fy,, will certainly lead to a
quite different optimal parameterisation ansatz than that used in this analysis. It has been confirmed that with a more
relaxed set of parameters, very similar results are obtained for the PDF uncertainties, which justifies the size of the
prospective PDF uncertainties.
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Figure 11. Valence quark distributions at 9* = 1.9 GeV? as a function of x, displayed
as aratio to the CT18 PDF set. Reproduced with permission from [68]. The yellow band
corresponds to the ‘LHeC first run’” PDFs (D2), while the dark blue band shows the
final ‘LHeC inclusive’ PDFs based on the data sets (D4, D5, D6, and D9), as described
in section 3.3.1. For the purpose of more clearly illustrating the improvement in the
uncertainties, the central values of the LHeC PDFs have been scaled to the CT18 PDF,
which is itself displayed by the green band.

3.3.2. Valence quarks. From the first measurements of DIS physics, it was proposed to iden-
tify partons with quarks and to consider the proton as consisting of valence quarks together
with ‘an indefinite number’ of (gq) pairs [66]. Fifty years later, basic questions are still unan-
swered about the behaviour of valence quarks, such as the d,,/u, ratio at large x, and PDF fits
struggle to resolve the flavour composition and interaction dynamics of the sea. The LHeC is
the machine best suited to resolving these challenges.

The precision that can be expected for the valence quark distributions from the LHeC is
illustrated in figure 11 and compared to a selection of recent PDF sets. Today, the precision
of the valence quark distributions, particularly at large x, is fairly limited, as can be derived
from the figure. This is due to the limited integrated luminosity of the HERA data, challeng-
ing systematics that rise proportionally to 1/(1 — x), and to uncertainties attributed to nuclear
corrections. At lower values of x the valence quark distributions are very small compared to
the sea quarks and cannot easily be separated from them.

Today, the u valence distribution is known with higher precision than the d valence, since
it enters the calculation of F, with a fourfold higher weight because of the different electric
charges of the quarks. Nevertheless, a substantial improvement in d, due to the LHeC is also
visible, because the relative weight of d,, to u, changes favourably towards the down quark
due to the influence of weak NC and CC interactions at high Q?, where the LHeC provides
very accurate data. The strong constraints on the highest x valence distributions are due to
the very high integrated luminosity. Note that even though the HL-LHC has a high integrated
luminosity, the highest x values attained there are only accessible as convolutions with partons
at lower x, and those can therefore not be well constrained.
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Figure 12. The d, /u, distribution at 0% = 10 GeV? as a function of x. The yellow band
corresponds to the ‘LHeC first run” PDFs (D2), while the dark blue shows the final
‘LHeC inclusive’ result. Both LHeC PDFs shown are scaled to the central value of CJ15.

Note that the ‘LHeC first run’ PDF, shown by the yellow band in figure 11, includes only
electron, i.e. no positron, data. In fact, access to valence quarks at low x can be obtained
from the e®p cross-section differences. As has already been illustrated in the CDR from
2012 [1] the sum of 2u, + d, may be measured directly with the NC vZ interference struc-
ture function xF' ;’Z down to x ~ 10~* with very good precision. Thus, the LHeC will have
direct access to the valence quarks at small x. This also tests the assumption of the equal-
ity of sea- and antiquark densities, which, if different, would cause xF ;/Z to increase towards
small x.

As is evident from figure 11 there are striking differences and even contradictions between
the estimates of the uncertainties of the parton distributions between the various fit groups. This
is due to different fit technologies but also a result of different data choices and assumptions
about the d/u ratio. Such major uncertainties would be resolved by the LHeC.

The precise determinations of the valence quark distributions at large x have strong impli-
cations for physics at the HL-LHC, in particular for BSM searches. The precise determination
of the valence quarks will resolve the long-standing mystery of the behaviour of the d/u ratio
at large x, see figure 12. As exemplarily shown in figure 12, there are currently conflicting
theoretical pictures for the central value of the d/u ratio, although the large uncertainty bands
of the different PDF sets mainly overlap. As of today, the constraints from the data are sta-
tistically inconclusive and also suffer from large uncertainties due to the use of DIS data on
nuclear targets.

3.3.3. Light sea quarks. Our current knowledge about antiquark distributions is fairly poor;
uncertainties are very large at smaller values of x and also at the highest x. In particular, at low
x, the sizes of the antiquark PDFs are large and they contribute significantly to precision SM
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Figure 13. Sea quark distributions at 9> = 1.9 GeV? as a function of x, displayed as the
ratio to the CT18 PDF set. The yellow band corresponds to the ‘LHeC first run” PDFs
(D2), while the dark blue band shows the final ‘LHeC inclusive’ PDFs (D4, D5, D6, and
DY), as described in the text. Both LHeC PDFs shown are scaled to the central value of
CT18.

measurements at the HL-LHC. At high x, sea and valence quark densities need to be properly
distinguished and accurately measured for reliable BSM searches at high mass.

Our knowledge about antiquark PDFs will be completely changed by the LHeC data. Pre-
cise constraints are obtained with inclusive NC/CC DIS data despite the relaxation of any
assumptions in the fit ansatz that would force u — d as x — 0, as is the case for other PDF
determinations today. At smaller Q2 in DIS, one essentially measures F» o< 4U + D. Thus, at
HERA, with limited precision at high Q?, it was not possible resolve the two parts, and neither
will that be possible at any other lower-energy ep collider which cannot reach small x. In con-
trast, at the LHeC, the CC DIS cross-sections will be measured very well, even at x values less
than 1074, and, in addition, there are strong weak-current contributions to the NC cross-section
that probe the flavour composition differently than the photon exchange does. This enables the
distinction of U and D at the LHeC.

The distributions of U and D for the PDFs from the first run and the ‘LHeC inclusive data’
are shown in figures 13 and 14 for Q* = 1.9 GeV? and Q* = 10* GeV?, respectively, and
compared to current PDF analyses. One observes a striking increase in precision for both U and
D which persists from low to high scales. The relative uncertainty is large at high x (x > 0.5).
However, in that region, the sea-quark contributions are already very tiny. In the high-x region,
one can observe the value of the full LHeC data sample fitted to the initial one, while the
uncertainties below x ~ 0.1 for both the small and the full data sets are comparable and of
very small size.

3.3.4. Strange quark. The determination of the strange PDF has generated significant con-
troversy in the literature for more than a decade. Fixed-target neutrino DIS measurements
[68—72] typically prefer a strange PDF that is roughly half of the up and down sea distributions;
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Figure 14. Sea quark distributions at 9* = 10* GeV? as a function of x, displayed as the
ratio to the CT18 PDF set. The yellow band corresponds to the ‘LHeC first run” PDFs
(D2), while the dark blue band shows the final ‘LHeC inclusive’ PDFs (D4, D5, D6, and
DY), as described in the text. Both LHeC PDFs shown are scaled to the central value of
CT18.

k = (s +5)/(@ + d) ~ 0.5 Recent measurements made by the LHC [73-76] and from related
studies [77, 78] suggest a larger strange-quark distribution, that may potentially be even larger
than those of the up and down sea quarks. The x dependence of xs is essentially unknown, and
it may differ from that of xd or x(i + d) by more than a normalisation factor. A recent paper
ascribes the strange enhancement to a suppression of the anti-down distribution related to sus-
pected parameterisation effects and the behaviour of the ratio d/u for x — 1 [79]. Apparently,
a direct measurement of xs(x, 9%) and the resolution of the complete light-quark structure of
the proton is required, which is a fundamental goal of the LHeC.

The precise knowledge of the strange quark PDF is of high relevance, since it provides a
significant contribution to standard candle measurements at the HL-LHC, such as W/Z pro-
duction, and it imposes a significant uncertainty on the W mass measurements at the LHC.
The question of light-sea flavour ‘democracy’ is of principal relevance for QCD and the parton
model. For the first time, as has been presented in section 3.2.2, x5(x, 0% will be accurately
measured, namely through the charm tagging Ws — ¢ reaction in CC e~ p scattering at the
LHeC. The inclusion of the CC charm data in the PDF analysis will settle the question of how
strange the strange quark distribution really is'®. This prospect has been analysed within the
LHeC fit framework introduced here and also studied in detail in a profiling analysis using
xFitter. Both analyses yield rather compatible results and are presented in the following.

In the standard LHeC fit studies, the parameterised PDFs are the four quark distributions
xu,, xd,, xU, xD and xg (constituting a 4 + 1 parameterisation), as the inclusive NC and
CC data only determine the sums of the up and down quark and antiquark distributions,

166 The provision of positron—proton data will enable very interesting tests of charge symmetry, i.e., it will allow us to
search for a difference between the strange and anti-strange quark densities. This has not been studied in this paper.
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Figure 15. PDF uncertainties at 9° = 1.9 GeV? as a function of x for the d and 5 distri-
butions. The yellow band represents the uncertainties of the nominal ‘LHeC inclusive’
PDF, which was obtained from a 4 + 1 PDF fit. Using the same dataset, the results of
the more flexible 5 + 1 fit (see text) are displayed as a cyan band. The red band displays
the results when an LHeC measurement of the § quark density is also included. When,
as a further step, LHeC measurements of F§ and F é’ are also included, the PDF fit yields
the uncertainties displayed by the blue band.

as discussed previously. The strange-quark PDF is then assumed to be a constant fraction
of xd.

With the strange-quark data available, the LHeC PDF fit parameterisations can be extended
to include xs = x5, parameterised as A,x%s(1 — x)%.17 For the fits presented in the following,
d and 5 are now treated separately, and therefore a total of five quark distributions are param-
eterised (xu,, xd,, xU, xd, x3) as well as g. This provides a 5 4+ 1 parameterisation, and the
total number of free parameters in the PDF fit then becomes 17.

The results for the 5 4 1 PDF fits are shown in figure 15, where fits to inclusive NC/CC DIS
data are displayed for reference (for both the 4 + 1 and 5 + 1 ansatzes) and the fits where, in
addition, strange density measurements and even further measurements of F. ;"’ are considered.
As expected, the uncertainties of the 5 + 1 fit to the inclusive DIS data, especially for the d
and s distributions (cf figure 15), become substantially larger in comparison to the respective
4 4 1 fit, since the d and 5 distributions are now treated separately. This demonstrates that the
inclusive DIS data alone do not have the flavour-separating power to determine the individual
distributions very precisely.

When an LHeC measurement of the 5 quark density based on 10 fb~! of ¢~ pdata is included,
the uncertainties in the d and s PDFs become significantly smaller. By chance, those uncer-
tainties are then comparable to those of the 4 + 1 fit, in which x5 is linked to xd by a constant
fraction.

The constraints from a measurement of charm quark production cross-sections in CC DIS
have also been studied in a profiling analysis using xFitter [80]. The treatment of heavy quark
production in higher order pQCD is extensively discussed in this paper. At leading-order QCD,
the subprocess under consideration is Ws — ¢, where s represents an intrinsic strange quark.
Figure 16 displays the tight constraints obtained for the strange PDF when using the LHeC
pseudo-data for the CC charm production channel. The results of this profiling analysis, both

1671t is worth mentioning that the W, Z data [73] essentially only determine the moment of xs at x ~ 0.02, and not
the x-dependence. Therefore, in analyses of HERA and ATLAS data, such as reference [78], no determination of the
relevant parameter, By, is attempted, which is instead set equal to B;. The kinematic dependence of xs is basically not
determined by the LHC data, but the hint that the strange quark density is unsuppressed has been persistent.
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Figure 16. Constraints on the strange-quark PDF xs using simulated data for CC pro-
duction of charm quarks at the LHeC, from a profiling study [80] using the ABMP16
(left) and the NNPDF3.1 (right) PDF sets. The red band displays the nominal PDF uncer-
tainties, and the green and blue bands show the improved uncertainties due to the LHeC
strange quark data.

those based on the [52] and NNPDF3.1 PDF sets and those of the direct fit presented above,
are very similar, reaching a precision of about 3%—5% for x less than ~ 0.01.

In a variation of the study described in [80], a large reduction in uncertainties was already
observed when the input data were restricted to the kinematic range in which the differences
between the different HF schemes (variable flavour number schemes (VFNSs) and fixed flavour
number schemes (FFNSs)) were less than the current PDF uncertainties. This further indicates
that the PDF constraints are stable and independent of the particular heavy-flavour scheme.

It may thus be concluded that the LHeC, through high luminosity, high energy, and precise
kinematic reconstruction, will be able to solve a long-standing question about the role of the
strange-quark density in the proton, and its integration into a consistent QCD treatment of
parton dynamics.

3.3.5. Heavy quarks. One of the unsolved mysteries of the SM is the existence of three
generations of quarks and leptons. The strongly interacting fermion sector contains a total
of six quarks with masses that differ by up to five orders of magnitude. This hierarchy of
masses is, on the one hand, a challenge to explain, but on the other hand, it offers a unique
opportunity to explore dynamics at a variety of different scales and thus develop different
facets of the strong interaction. While the light quarks at low scales are non-perturbative
and couple strongly, the heavier quarks (charm, bottom, and top) are separated from the
soft sea by their masses and can thus serve as a suitable additional probe for the soft part
of QCD.

There are a number of deep and unresolved questions that can be posed in the context of
the proton structure: what is the individual contribution of the different quark flavours to the
structure functions? Are heavy quarks, such as the charm and bottom quarks, radiatively gen-
erated, or is there also an intrinsic heavy-quark component in the proton? To what extent do
the universality and factorisation theorems work in the presence of heavy quarks? It is there-
fore imperative to be able to perform precise measurements of each individual quark flavour
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and their contribution to the proton structure. The LHeC is the ideal place for these investi-
gations, because it will resolve the complete composition of the proton flavour by flavour. In
particular, as shown in section 3.2.2, the LHeC provides data for F§ and F ’2’ that extend over
nearly five and six orders of magnitude in x and Q°, respectively. These are obtained through
charm and beauty tagging with high precision in NC ep scattering. A thorough PDF analysis
of the LHeC data can thus be based on the inclusive NC/CC cross-sections and tagged s, ¢, b
data. In addition, one may use DIS jets, used here for the o prospective study (section 4.1)
and low-energy data, and analysed here to resolve the low-x dynamics with a precision mea-
surement of F. (section 4.2.3). The current studies in this chapter must therefore be under-
stood to be indicative only, as we have not yet performed a comprehensive analysis using all
these data'¢8,

The production of heavy quarks (charm and bottom) at HERA was an especially interesting
process, as the quark mass introduced a new scale (m = m,;,) that was neither heavy nor light
(seee.g.reviews [81, 82]). In fact, the treatment of heavy-quark mass effects is essential in PDF
fits that include data from fixed-target to collider energies and thus require the computation of
physical cross-sections over a large range of perturbative scales 1>, As these scales pass through
(or close to) the thresholds for charm, bottom, and eventually top quarks, precise computations
demand the incorporation of heavy-quark mass effects close to the threshold > ~ m? and the
resummation of collinear logarithms In(z>/m?) at scales far above the threshold, i.e. j*> >> m?.
The first problem can be dealt with through the use of massive matrix elements for the gener-
ation of heavy quark—antiquark pairs, while keeping a fixed number of parton densities (fixed
flavour number schemes, FFNSs). On the other hand, the proper treatment of resummation
is achieved through the use of variable flavour number schemes (VFNSs), which deal with
an increasing number of massless parton species, evolved through standard DGLAP, when the
scale is increased above heavy-quark mass thresholds. At present, calculations involving heavy
quarks in DIS in different schemes (generalised-mass VFNSs) with different numbers of active
flavours participating in DGLAP evolution are combined to derive an expression for the coef-
ficient functions which is valid both close to the threshold and far above it. Such multiscale
problems are particularly difficult, and numerous techniques have been developed to cope with
this challenging problem [51, 83-91]. Additional complications, see e.g. reference [92], arise
when the possibility of a non-perturbative origin of heavy quark distributions is allowed above
the heavy quark mass threshold—intrinsic HF. The ABMP16 analysis [52] underlines that the
available DIS data are compatible with an FENS treatment, assuming that the heavy quarks are
generated in the final state.

Atthe LHeC, as illustrated in figures 9 and 10, the large polar-angle acceptance and the high
centre-of-mass energy allow heavy-quark physics to be investigated from below the threshold
to almost 10° GeV?2. The extended reach in comparison to HERA is dramatic. This permits the
comprehensive exploration of the asymptotic high-energy limit where mih /0% — 0, as well as
the low-energy decoupling region mib /Q? ~ 1.

For the PDF determination, the tagged charm and bottom data will have obvious and direct
impacts on the determination of xc and xb and the clarification of their appropriate theoretical
treatment. In addition, however, a remarkable improvement is achieved in the determination
of the gluon density, see figure 17. The determination of xg will be discussed in much more
detail in the following section.

168 This is to be considered when one compares the precision of the inclusive PDF fits with that of the so-called global
analyses, for example regarding the behaviour of xg at large x.
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Figure 17. PDF uncertainties at Q> = 1.9 GeV? as a function of x to illustrate the con-
straints due to additional heavy-quark-sensitive measurements at the LHeC. The gluon
distribution is displayed using logarithmic and linear scales. The yellow band illustrates
the uncertainty of the nominal ‘LHeC inclusive’ PDF obtained from a 4 4 1 PDF fit.
From the same dataset, the results of the more flexible 5 + 1 fit (see text) are displayed
as a cyan band. When LHeC measurements of /5 and Fé’ are also included, the PDF fits
yield the uncertainties displayed by the blue band.

These channels will also strongly improve the determination of the charm and bottom quark
masses and bring their uncertainties down to about m. ~ 3(10) MeV [1].'® These accura-
cies and precisions are crucial in order to eliminate the corresponding model uncertainties in
the PDF fit. Precision tagged charm and bottom data are also essential for the determination
of the W-boson mass in pp, and the extraction of the Higgs — c¢ and bb couplings in ep, as
discussed further below.

3.3.6. The gluon PDF.  The LHeC, with hugely increased precision and an extended DIS kine-
matic range, in other words, the most appropriate process for exploring xg(x, 9*), can pin down
the gluon distribution much more accurately than it is known today. This can primarily be
attributed to the huge kinematic range and high precision of the measurement of dF,/9ln Q,
which at small x is closely related to a direct measurement of xg. The precision determination
of the quark distributions discussed previously also strongly constrains xg. Further sensitivity
originates from the high-y part of the NC cross-section, which is controlled by the longitudinal
structure function, as discussed in section 4.2.3.

The gluon distribution, as obtained from the fit to the LHeC inclusive NC/CC data, is shown
in figure 18. The determination of xg will be radically improved by the LHeC NC and CC
precision data, which provide constraints on 9F,/dln Q> down to very low x values, > 107,
and also at large values, x < 0.8.

At less than x ~ 5 x 10~%, the HERA data provide almost no constraints, due to the kine-
matic limits, and therefore the gluon is currently not well known at lower x. This can be seen in
all modern PDF sets. With the LHeC, a precision of a few per cent at small x will be achieved
down to about 107>, This should resolve the question of nonlinear parton interactions at small
x (cf section 4.2). It also has direct implications for the LHC (and even more so for the FCC):
with the extension of the pseudorapidity range to about 4 at the HL-LHC by ATLAS and CMS,

169 Such precision demands the availability of calculations with higher orders in pQCD, and those computations are
already ongoing [93-95]. Note than in PDF fits, the heavy quark mass is an effective parameter that has to be related
to the pole mass; see e.g., reference [96] and references therein.
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Figure 18. Gluon distribution at 0> = 1.9 GeV? as a function of x. Left: the distribution
is displayed as the ratio to the CT18 PDF set and highlights the low-x region. Right: the
distribution is shown on a linear x scale and highlights the high-x region. The yellow
band corresponds to the ‘LHeC first run’ PDFs (D2), while the dark blue band shows
the ‘LHeC inclusive’ PDFs (D4, D5, D6, and D9), as described in the text. Both LHeC
PDFs are shown scaled to the central value of CT18.

Higgs physics will become small-x physics, for which xg must be known very accurately, since
gg — H is the dominant production mechanism.

At large x, i.e. at values greater than 0.3, the gluon distribution becomes very small.
In this region, the uncertainty in xg is very large, and the gluon distributions from several
PDF groups differ substantially. The limited experimental constraints are partially due to
the small luminosity at HERA, while the uncertainties in jet measurements are also non-
negligible. In addition, at high x the valence quarks dominate, the non-singlet evolution of
which is insensitive to the gluon distribution. At the LHeC, the very large luminosity pro-
vides NC and CC data that accurately access the highest values of x, disentangling the sea
from the dominant valence part. The gluon distribution at high x is then largely constrained
by the momentum sum rule, which at the LHeC (and FCC-eh) profits from the seminal
coverage from x near 1 down to very small values of x. The resulting tiny uncertainties
in the high-x quark and gluon PDFs, as illustrated in the figures, are of great importance
for BSM searches in hadron—hadron collisions at high energy scales, as illustrated in this
paper. If the LHeC were to establish nonlinear parton interactions at small x, this would
also be reflected in high-x PDFs. Furthermore, tests of the factorisation theorem can be per-
formed and electroweak effects can be measured to unprecedented precision jointly with PDFs
(see also section 5.1).

The analysis presented here has not made use of the additional information that is provided
at the LHeC in the measurements of F’ 5”’ (see section 3.3.5) or Fi.. The large-x situation can be
expected to further improve with the use of LHeC jet data, providing further direct constraints
at large x which, however, have not yet been studied in comparable detail.
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The LHeC is the ideal laboratory for resolving all the unknowns of the gluon density, which
is the origin of all the visible mass in the Universe and one of the particular secrets of par-
ticle physics, since gluons cannot be directly observed but are confined inside hadrons. It is
obvious that resolving this puzzle is an energy-frontier DIS task and goal, which also includes
electron—ion scattering since the gluons inside heavy matter are known even less. Therefore,
the special importance of this part of high-energy PDF physics is not primarily related to the
smallness of the uncertainties; rather, it is about a consistent understanding and resolution of
QCD at all regions of the spatial and momentum dimensions that the LHeC will explore.

3.3.7 Luminosity and beam-charge dependence of LHeC PDFs. 1t is informative to study
the transition of the PDF uncertainties from the ‘LHeC first run” PDFs, which only exploit a
single electron—proton dataset, D2, through to the ‘LHeC final inclusive’ PDFs, which make
use of the full datasets D4, D5, D6, and D9, as listed in table 8, i.e. including high-luminosity
data (D4), small sets of low-energy (£, = 1 TeV) and positron data (D5 and D6), together
with 10 fb~! of opposite helicity data (D9). Various intermediate PDF fits are performed
using subsets of the data in order to quantify the influence of the beam parameters on the
precision of the various PDFs. All fits use the same standard 4 + 1 fit parameterisation and
exclude the use of s, ¢, b data, the effect of which was evaluated previously. The fits neither
include the low-electron-energy data sets generated for the Fy analysis (see section 4.2.3),
nor any jet ep data. The emphasis is on the development of the u,, d,, total sea and xg
uncertainties.

A first study, figure 19, shows the influence of the integrated luminosity. This compares
four cases, three with luminosity increasing from 5, to 50, to 1000 fb~!. These assumptions,
according to the luminosity scenarios presented elsewhere, correspond to year one (D1), the
initial three years (D2) and the maximum attainable integrated luminosity (D4). The fourth
case is represented by what is known as the LHeC inclusive fit. One can observe a number of
features. For example, the initial 5 fb~! (yellow in figure 19), i.e. ten times the amount that
either H1 or ZEUS collected over its lifetime (albeit with different beam parameters), leads
(1) to an extension of the HERA range to low and higher x, (ii) to high precision at small x,
for example, of the sea quark density of 5% below x = 107>, or (iii) also of 5% for u, at very
high x = 0.8. With 50 fb~! the down-valence distribution is measured to a precision of within
20% at x = 0.8, an improvement of about a factor of two, compared to the 5 fb~! case, and a
major improvement on what is currently known about xd,, at large x (compare with figure 11).
The very high luminosity, taken here to be 1 ab~!, leads to the next level of high precision, for
example, better than 2% below x = 10 for the total sea. The full data set further improves the
situation, especially the case for xd, and the gluon at high x. The valence quark improvement
is mostly linked to the positron data, while the gluon improvement is related to the extension of
the lever arm towards small values of O as the reduction of E » extends the acceptance at large
x. The visible improvement through the final inclusive fit is probably related to the increased
precision at high x, as there is a momentum sum rule correlation over the full range of x. In
comparison to the analogous HERA fit, it becomes clear that the vast majority of the gain is
already present in the first 5-50 fb~!.

The second study presented here concerns the impact on the PDF uncertainties when addi-
tional positron data of different luminosities are added to a baseline fit of 50 fb~! of e~ p data,
the ‘LHeC first run’ dataset. The results are illustrated in figure 20. It can be observed that
the addition of the positron data does bring benefits, which, however, are not striking in their
effect on the PDFs considered here. A notable improvement is obtained for the d-valence PDF,
primarily due to the sensitivity gained via the CC cross-section of the positron data. The ben-
efit of the precise access to NC and CC weak interactions by the LHeC is clearer when one
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Figure 19. PDF distributions at 9> = 1.9 GeV? as a function of x, illustrating the impact
of different amounts of integrated luminosity. The blue, yellow, and red bands corre-
spond to LHeC PDFs using electron-only NC and CC inclusive measurements with 5,
50, and 1000 fb~! (datasets D1, D2, and D4), respectively. The yellow band is there-
fore equivalent to the ‘LHeC first run’ PDF. For reference, the dark blue band shows
the results of the final ‘LHeC inclusive’ PDF. For comparison, the cyan band represents
an identical PDF fit using HERA’s combined inclusive NC and CC data [45], restricted
solely to the experimental uncertainties. Note that this, unlike the LHeC band, extends
everywhere beyond the narrow limits of the y scale of the plots.

studies the cross-sections and their impact on the PDFs. This is illustrated in the following
section.

3.3.8. Use of weak interactions to probe the proton structure. It had long been suggested
that the weak interactions should be used to probe the proton structure in DIS [97]. The
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Figure 20. PDF distributions at Q2 = 1.9 GeV? as a function of x, illustrating the
impact of including positron data. The yellow (‘LHeC first run’), dark blue (‘LHeC final
inclusive’), and cyan bands (HERA data) are as in figure 19. The orange band corre-
sponds to a fit with 1 fb~! of inclusive NC and CC positron—proton data, in addition to
50 fb~! of electron—proton data (D2 and D6), while the green band is similar, but with
10 fb~! of positron—proton data (D2 and D7).

first important steps in this direction were pursued with HERA, especially by the measure-
ments of the polarisation and beam-charge asymmetries in NC ep scattering made by H1 and
ZEUS [45]. This area of research will become a focus at the LHeC, because the Q° range is
extended by two to three orders of magnitude beyond the weak scale Q* ~ M 2W’Z, with hugely
increased luminosity. In section 5.1 below, the emphasis is on accessing the electroweak the-
ory parameters at a new level of sensitivity. Here, we illustrate the importance of using the Z
and W exchanges to pin down the parton contents of the proton. This has been implicit for the
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Figure 21. Prospective measurement of the photon—Z interference structure function
F ;/Z(x, 0?) at the LHeC using polarised electron beams of helicity 0.8 and an integrated
luminosity of 10 fb~! for each state. The uncertainties are statistical only.

QCD fits presented above, yet it only emerges clearly when one directly considers the cross-
sections, their asymmetries with respect to beam charge and polarisation, and certain kinematic
limits.

Parity violation is accessed in NC DIS through a variation of the lepton-beam helicity, P,
as can be deduced from [97]

Tonc(PR) = 0y (PL)
Pr — Py,

e Z eN2 Y 4

= FrzgiFy’ — (z85) 5 xF (3.3)
+

where o,nxc denotes the double differential NC scattering cross-section scaled by

Q*x/27a?Y ;. Here ky is of the order of 0?/M3, FJ* = 2x 3" Q,8%(q — g) and the NC vec-

tor couplings are determined by g{/ = I{ L—20 fsinz Ow, where Q ,is the electric charge and

13{ L the left-handed weak isospin charge of the fermion f = e, g, which also determines the

axial vector couplings g-/’; , with g4 = —1/2. At the LHeC (unlike FCC-eh) the second term in

equation (3.3) is suppressed with respect to the first one, as it results from a pure Z exchange
and because the Y factor is small, oy, since Y+ = (1 F (1 — y)?).

For the approximate value of the weak mixing angle sin? fy = i, oneobtains gy, = 0, gy =

1/6 and g = —1/3. Consequently, one may write (to a good approximation)

F (x,0%) = zxZquqV ) :x% [U+U+D+D]. (3.4)
q

The beam helicity asymmetry therefore determines the total sea. A simulation is shown in
figure 21 for integrated luminosities of 10 fb~! and helicities of P = +0.8.

Apparently, this asymmetry will provide a very precise measurement of the total sea. The
combination of up and down quarks accessed using F’ ;Z (equation (3.4)) is different from that

57



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

provided by the known function
1 _ _
F(x,Q%) =2x) 0l(q—q) = xg [4(U+0) +D+D] 3.5)
q

because of the difference between the photon and Z boson couplings to quarks. Following
equation (3.3), the beam polarisation asymmetry

+ + Z
+  Oonc (PR) — one (PL) .
= ~ F (P — Pr) kzgi — 3.6
O-;I:C (Pr) + Uﬁc PL) F(PL R) Kz&a 7> (3.6)

measures the F; structure function ratio to a very good approximation. The different composi-
tions of the up and down quark contributions to F. ;’Z and F,, see above, indicate that the weak
NC interactions will assist in separating the up and down quark distributions that HERA had
to link together by setting B; = B,.

Inserting P, = —Pr = —P and considering the large x limit, one observes that the asym-
metry measures the d/u ratio of the valence quark distributions according to

1 +d,/uy

At ~ 4P U
"z 4+d,/u,

(3.7)
This quantity will be accessible with very high precision, as figure 21 illustrates, which is one
reason (besides the CC cross-sections) why the d/u ratio turns out to be so highly constrained
by the LHeC (see figure 12).

A further interesting quantity is the the lepton-beam charge asymmetry, which is given by

_ Y_
oine (P1) = Oine (P2) = Fza, {— (Pi+P)Fy — Y, (Zng”Z + rizae (P —Pz)ng)}

(3.8)

neglecting the terms o< gf,. For zero polarisation this directly provides a parity-conserving
measurement of the structure function
1

, 2 , ,
Y (6,07 =2x) 08l (¢~ @)= 3x (U~ U)+3x(D-D).  (39)
q

The appearance of this function in weak NC DIS resembles that of xW? in CC, or fixed-target
neutrino-nucleon scattering, and allows one to resolve the flavour contents of the proton. The
function xF ;’Z was first measured by the BCDMS collaboration in u*C scattering [98] at the
SPS.

The HERA result is shown in figure 22. It covers the range from about x = 0.05 to x = 0.6
with a typical statistical precision of 10%. Assuming that the sea and antiquark densities
are equal, such as u; = @ or dy = d, xF;’Z is given by x/3(2u, + d,). This function there-
fore accesses valence quarks down to small values of x where their densities become much
smaller than those of the sea quarks. Since the Q” evolution of the non-singlet valence quark
distributions is very weak, it has been customary to project the various charge asymmetry
measurements to some low value of O and present the measurement as the x dependence of
xFJ%

If, however, there were differences between the sea and antiquarks, for example, if s # 5,
one would expect a rise of ngz towards low x. This may be a cause for the undershoot of
the QCD fit below the HERA data near x ~ 0.01, see figure 22, are not yet precise enough.
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Figure 22. Combination of Hl and ZEUS measurements of the structure function
xF;Z(x, 0?) as a function of x projected to a fixed 0 value of 2000 GeV?2. Reproduced
with permission from [45]. The inner error bar represents the statistical uncertainty.
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Figure 23. Prospective measurement of the photon—Z interference structure function
xF;%(x, ) at the LHeC, projected to a fixed Q° value of 2000 GeV>. The results cor-
respond to a cross-section charge asymmetry for an unpolarised e~ p beam with 10 fb~!
of luminosity combined with unpolarised e p beams of (a) 10 fb~! (left) and (b) 1 fb~!
(right). The error bars represent the statistical uncertainty. The curve is drawn to guide
the eye. It is possible that the measurement will discover an increase in xF° ;Z towards
low x if there are hitherto unknown differences between sea and antiquark densities (see
the text).

However, it is apparent that, besides providing constraints on the valence-quark densities, this
measurement indeed has the potential to discover a new anti-symmetry in the quark sea.

Such a discovery would be enabled by the LHeC as illustrated in figure 23, with an exten-
sion of the kinematic range by an order of magnitude towards small x and a much-increased
precision in the medium-x region. The simulation is performed for 10 and 1 fb~! of e* p lumi-
nosity. Obviously, it would be very desirable to reach high values of integrated luminosity in
positron—proton scattering as well.
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Finally, it is of interest to consider the role of precisely measured cross-sections in CC
scattering. The coupling of the W boson to quarks is flavour-dependent, resulting in the
relations

0ice = (1 + P)[xU + (1 — y)* xD], (3.10)
Orcc = (1 = P)[xU + (1 — y)*xD]. 3.11)

Here, o,cc is the double differential CC DIS cross-section scaled by a factor of 27mx -
(M3, + 0%)? /(GgM3,)* with the Fermi constant Gr and the W boson mass My. The positron
beam at the LHeC will most likely be unpolarised, P = 0. The maximum rate of e p is
achieved with large negative polarisation. In the valence-quark approximation, the et p CC
cross-section is proportional to (1 — y)zxd,,; while Oproc X Uy This provides direct, independent
measurements of d, and u,, as already illustrated in the LHeC CDR [1].

Inclusive NC and CC DIS accesses four combinations of parton distributions, as is obvious
from equation (3.10) for CC above and from the NC relation

oine = [cl(U + U) + co(D + D)) + kz[d, (U — U) + dg(D — D)]
with
Cua = Qpy + kz(—85 F Pg)0uagy’ and dua = +g584 Qua, (3.12)

restricted to photon and vZ interference contributions. These four PDF combinations are com-
plemented by the s, ¢, b measurements introduced previously. The parton contents can therefore
be completely resolved, which was impossible at HERA.

It is the high-energy and high-luminosity access to DIS, the high-precision NC/CC, and the
tagged heavy-quark measurement programme, which make the LHeC an environment uniquely
suited to uncovering the secrets of parton structure and dynamics. This will establish a new
level with possible discoveries of strong-interaction physics and also provide the necessary
basis for precision electroweak and Higgs measurements at the LHC, massively extending
the range of BSM searches and reliably interpreting NP signals in hadron—hadron scattering
at the LHC.

3.3.9. Parton-parton luminosities. The energy frontier in accelerator particle physics is rep-
resented by the LHC, with a cms energy of /s = 2E, ~ 14 TeV, and the prospect of a future
circular hadron collider, the FCC-hh, which will reach energies of up to /s = 100 TeV. Pro-
ton—proton collider reactions are characterised by DY scattering [99]. To leading order, the
double differential DY scattering cross-section [100] for the NC reaction pp — (v,2)X —
eteX and the CC reaction pp — WX — evX can be written as

d’c 4ma*(M)
dMdy 9

22M - P(M) - ®(xy, x2, M*) (nb GeV ™). (3.13)

Here, M is the mass of the eTe™, eT v, and e~ & systems for the NC and CC processes, respec-
tively, and y is the boson rapidity. The cross-section implicitly depends on the Bjorken x values
of the incoming quark ¢ and its antiquark g, which are related to the rapidity y as follows:

: M?
X] = \/Fey Xy = \/?e_y T=—\ (314)
N
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For the NC process, the cross-section is the sum of the contributions of the photon and Z
exchanges as well as an interference term. In the case of photon exchange, the propagator term
P(M) and the parton distribution term ® are given by

1
PiM)=m Py = > 0iF (3.15)
q
Fz = x1x2 - [q(x1, MP)G(x2, M?) + G(x1, M*)q(x2, M?)]. (3.16)

The corresponding formulae for the vZ interference term read as follows:

_ KzgH(M? — M2)
M2[(M? — M%)? + (DzM7)?]

Py Oz = 20,8)Fg (3.17)
q

The interference contribution is small, as it is proportional to the vector coupling of the electron
g% One also sees in equation (3.17) that the interference cross-section contribution changes
sign from plus to minus as the mass increases and passes M. The expressions for P and ® for
the pure Z exchange part are

2 2
K38y +85)

P, — B, = (¢h +8)Fy (3.18)
7T (M2 — M) + (TZMz)? L4 v s '
For the CC cross-section, the propagator term is
2
Py = M (3.19)

(M? — M) + (TwMyw)?
and the charge-dependent parton distribution forms are
Dyt =x12x2 [Vfd (14132 + uzgl) + V2 (¢152 + ¢251)
+ Vi i + w5) + Vy (c1da + 2d) )] (3.20)

Q- = x1x2 [Vfd (tirds + Tady) + V2 (T152 + Cas1)
+ Vi (@152 + Tosy) + Vi (€1da + Cady)] (3.21)

with ky = 1/(4 sin> ©) and q; = q;(x, M?) and the Cabibbo-Kobayashi-Maskawa (CKM)
matrix elements V;;. The expressions given here are valid in the QPM. At higher-order pQCD,
DY scattering also includes quark—gluon and gluon—gluon contributions. Certain production
channels are sensitive to specific parton—parton reactions; Higgs production, for example, orig-
inates predominantly from gluon—gluon fusion. Based on the factorisation theorem [39] a
further testing ground was therefore opened for PDFs, and much of the current PDF analysis
aims to constrain parton distributions using DY scattering measurements and semi-inclusive
production processes such as top, jet, and charm production at the LHC. An account of this field
is provided below, including a study of how LHeC would add to the ‘global’ PDF knowledge
at the time of the HL-LHC.

There are drawbacks to the use of DY and other hadron collider data for the PDF determi-
nation, and advantages for ep scattering: (i) DIS has the ability to prescribe the reaction type
and the kinematics (x, 0%) throu gh the reconstruction of just the leptonic vertex; (ii) there is no
colour reconnection, and for the lepton vertex, no hadronisation effects that disturb the theoret-
ical description; (iii) the most precise LHC data, i.e. those for W and Z production, are located
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at a fixed equivalent Q% = M‘ZMZ and represent a snapshot at a fixed scale, which in DIS at the
LHeC will vary by more than five orders of magnitude'”°.

There are further difficulties inherent in the use of LHC data for PDF determinations, such
as hadronisation corrections and data incompatibilities. For example, the most recent CT18
[67] global PDF analysis had to arrange for a separate set (CT18A), because the standard fit
would not respond well to the most precise ATLAS W, Z data taken at a centre of mass energy
of 7 TeV. The intent to include all data can only be realised with the introduction of so-called
x? tolerance criteria, which fundamentally affect the meaning of the quoted PDF uncertainties.

Conceptually, the LHeC enables us to change this approach completely. Instead of trying
to use all previous and current PDF-sensitive data, to which one nowadays has no alterna-
tive, it replaces these by pure ep collider DIS data. This will bring order back into the PDF
field: parton distributions will be completely resolved, using a single process extending over
nearly six orders of magnitude and calculated from NLO pQCD up to probably even N*LO (see
section 4.4.1). These PDFs will be applicable for (i) identifying new dynamics and symme-
tries; (ii) testing factorisation; (iii) confronting other PDF analyses at that time; (iv) performing
high-precision Higgs and electroweak analyses, and (v) interpreting any peculiar HL-LHC sig-
nals of BSM physics using that independent PDFE. It has been customary, as is obvious from
equations (3.15), (3.20), and (3.21), to express the usefulness of various PDF determinations
and prospects for the LHC, and similarly the FCC, with four so-called parton luminosities,
which are defined as

Lay(My) = / dxgdxy Y Fupd(My — sxq%3) (3.22)
q

where F, for (a, b) = (qq) is defined in equation (3.15) and (a, b) could also be (g, g), (g, ¢) and
(gg), without a sum over quarks in the latter case. The expectations for the quark- and gluon-
related four-parton luminosities are presented in figure 24. The LHeC provides very precise
parton luminosity predictions in the complete range of My up to the high-mass edge of the
search range at the LHC. This eliminates the currently sizeable PDF uncertainty of precision
electroweak measurements at the LHC, as, for example, for the anticipated measurement of
My to within an uncertainty of 1074, see below. One may also notice that the gluon—gluon
luminosity (top left in figure 24) is at a per cent level for the Higgs mass My = My ~ 125 GeV.
This is evaluated further in the chapter on Higgs physics with the LHeC.

3.4. The 3D structure of the proton

As is evident from the discussion in the previous sections, the LHeC machine will be able to
measure collinear PDFs with unprecedented accuracy in its extended range of x and Q°. Thus,
it will provide a new insight into the details of the one-dimensional structure of the proton
and nuclei, including novel phenomena at low x. In addition to collinear dynamics, the LHeC
opens a new window into proton and nuclear structure by allowing a precise investigation of the
partonic structure in more than just one dimension of the longitudinal momentum. Precision
DIS thus gives access to multidimensional aspects of hadron structure. This can be achieved
by accurately measuring processes with more exclusive final states, such as the production of

170 This is mitigated by measurements of DY scattering at low masses, which are, however, less precise. At high
masses, M = /sx;x; > My z, one soon reaches the region where NP may occur, i.e. the difficulty arises of separating
unknown physics from the uncertainty of the quark and gluon densities at large x. High-mass DY searches often are
performed at the edge of the data statistics, i.e. they cannot really be guided by the data, but lack reliable guidance for
the behaviour of the SM background around and beyond a (non-)resonant effect they would like to discover.
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Figure 24. Uncertainty bands for parton luminosities as a function of the mass My =
\/3x1x3 for LHC energies. The yellow band corresponds to the ‘LHeC first run’ PDFs
(D2), while the dark blue band shows a fit to the LHeC inclusive data sets (D4, D5,
D6, and D9) in table 8 together with the simulated HF s, ¢, b data with a five-quark
distribution parameterisation as described in the text. Both LHeC PDFs shown are scaled
to the central value of CT18.

jets, the semi-inclusive production of hadrons, and exclusive processes—in particular, the elas-
tic diffractive production of vector mesons and DVCS that were explored in the 2012 LHeC
CDR [1]. These processes have the potential to provide information not only on the longitudi-
nal distribution of partons in the proton or nucleus, but also on the dependence of the parton
distribution on transverse momenta and momentum transfer. Therefore, future high-precision
DIS machines, such as the LHeC or the Electron—Ion Collider (EIC) in the US [101], open a
unique window into the details of the 3D structure of hadrons. Note that the measurement of
these processes requires a detector with large acceptance, || < 4, see e.g. [1, 102]. The current
LHeC central detector design covers |n| < 4.5, see section 12.

The most general quantity that can be defined in QCD that would contain very detailed
information about the partonic content of the hadron is the Wigner distribution [103]. This
function W(x,k,b) is a 1 + 4-dimensional function. One can think of it as the ‘mother’ or
‘master’ parton distribution, from which lower-dimensional distributions can be obtained. In
the definition of the Wigner function, k is the transverse momentum of the parton and b is the
two-dimensional impact parameter, which can be defined as a Fourier conjugate to the momen-
tum transfer of the process. The other, lower-dimensional parton distributions can be obtained
by integrating out different variables. Thus, transverse-momentum-dependent (TMD) parton
distributions (or unintegrated PDFs) frvp(x, K) can be obtained by integrating out the impact
parameter b in the Wigner function, while the generalised parton densities (GPD), fgpp(x,b),
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Figure 25. Left: Diagram of the quasi-elastic production of the vector meson. Right:
Schematic illustration of the same process, quasi-elastic vector-meson production,
within the framework of the dipole picture. Reproduced from [110]. CC BY 4.0. The
initial virtual photon fluctuates into a quark—antiquark pair which then scatters off the
hadronic target and forms the vector meson. The details of the hadronic interaction of
the dipole with the target are encoded in the dipole amplitude N.

can be obtained from the Wigner function through the integration over the transverse momen-
tum k. In the regime of small x, or high energy, a suitable formalism is that of the dipole picture
[104-109], where the fundamental quantity that contains the details of the partonic distribution
is the dipole amplitude N(x, r, b). This object contains the dependence on the impact parameter
b as well as another transverse size r, the dipole size, which can be related to the transverse
momentum of the parton k through a Fourier transform. The important feature of the dipole
amplitude is that it should obey the unitarity limit N < 1. The dipole amplitude N within this
formalism can be roughly interpreted as a Wigner function in the high-energy limit, as it con-
tains information about the spatial distribution of the partons in addition to the dependence on
the longitudinal momentum fraction x.

Detailed simulations of elastic J /v vector-meson production were performed for the LHeC
kinematic region and beyond [1], using the formalism of the dipole picture. This particular
process is shown in figure 25, left plot. The proton is elastically scattered with a momentum
transfer ¢, and a vector meson is produced, which is separated from the final-state proton by
a rapidity gap. The measurement of the ¢ slope of this process is of particular importance,
since it can be directly related to the impact parameter distribution and is thus sensitive to
the transverse variation of the partonic density in the target. The first instance of such an
analysis, in the context of elastic scattering, was performed by Amaldi and Schubert [111],
where it was demonstrated that the Fourier transform of the elastic cross-section yields access
to the impact parameter profile of the scattering amplitude. This method can be used in the
context of vector-meson scattering in DIS, where the transverse distribution of partons in the
perturbative regime can be extracted through the appropriate Fourier transform [112]. The
additional advantage of studying diffractive vector-meson production is the fact that the par-
tonic distributions can be studied as a function of the hard scale given in this process by the
mass of the vector meson M3 in the photoproduction case or Q? (or more precisely a com-
bination of Q” and M%,) in the case of the diffractive DIS production of vector mesons, as
well as the energy W of the photon—proton system available in the process, which is closely
related to x.
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The differential cross-section for elastic vector-meson production can be expressed in the
following form:

do P /dp

1
P e CY ) AP, (3.23)

where the amplitude for the process of elastic diffractive vector meson production in the high-
energy limit, in the dipole picture, is given by

A(x,0,A) = Z / d’r / dz¥;;(z, 1, Q) N (x, 1, A) ¥/ (2, T). (3.24)
hh

In the above formula, \I/Z;l(z, r, Q) is the photon wave function that describes the splitting of the
virtual photon * into a gq pair. This wave function can be calculated in perturbative QCD. The
function \leﬁ(z, r) is the wave function of the vector meson. Finally, N'(x,r, A) is the dipole
amplitude that contains all the information about the interaction of the quark—antiquark dipole
with the target. The formula (3.24) can be interpreted as the process of fluctuation of the virtual
photon into a gg pair, which subsequently interacts with the target through the dipole amplitude
N and then forms the vector meson given by the amplitude ", see figure 25, right plot. The
two integrations in the defining equation (3.24) are performed over the dipole size, denoted by
r, and z, which is the longitudinal momentum fraction of the photon carried by the quark. The
scattering amplitude depends on the value of the momentum transfer A, which is related to the
Mandelstam variable = —A?. The sum is performed over the helicity states of the quark and
antiquark.

The dipole amplitude A/ (x, r, A) can be related to the dipole amplitude in coordinate space
through the appropriate Fourier transform

N(x,r,b) = / AP N (x, T, A). (3.25)

We stress that here, r and b are two different transverse sizes. The dipole size r is conjugate
to the transverse momentum of the partons k, whereas the impact parameter is roughly the
distance from the centre of the scattering target to the centre of mass of the quark—antiquark
dipole and is related to the Fourier conjugate variable, the momentum transfer A.

The dipole amplitude N(x,r,b) contains rich information about the dynamics of the
hadronic interaction. It is a five-dimensional function that depends on the longitudinal momen-
tum fraction and two two-dimensional coordinates. The dependence on the longitudinal
momentum fraction is obviously related to the evolution of the process with the centre-of-
mass energy, while the dependence on b provides information about the spatial distribution of
the partons in the target. The dipole amplitude is related to the distribution of gluons in impact-
parameter space. The dipole amplitude has the useful property that its value should be bounded
from above by the unitarity requirement N < 1. The complicated dependence on energy, dipole
size, and impact parameter of this amplitude can provide a unique insight into the dynamics of
QCD, and on the approach to the dense partonic regime. Besides, from equations (3.23)—(3.25)
it is evident that the information about the spatial distribution of impact parameter b is related
through the Fourier transform to the dependence of the cross-section on the momentum transfer
t=—A%

To see how the details of the distribution, and in particular the approach to unitarity, can
be studied through the VM elastic production, calculations based on the dipole model were
performed [113], and extended to energies that can be reached at the LHeC as well as the
FCC-eh. The parameterisations used in the calculation were the so-called IP-Sat [114, 115]
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and b-CGC [116] models. In both cases the impact parameter dependence has to be modelled
phenomenologically. In the IP-Sat model the dipole amplitude has the following form

2.2

mr
NGxrb) = 1 —exp | =2 o-a(u)xgte p)Ted)| (3.26)

where xg(x, p?) is the collinear gluon density, evolved using LO DGLAP (without quarks),
from an initial scale ;i3 up to the scale 1/ set by the dipole size pi> = % + 3. Here, a,(p?) is
the strong coupling. The parameterisation of the gluon density at the initial scale p3 is given
by

xg(x, 1g) = Agx (1 — x)°°, (3.27)

and the impact parameter profile for the gluon is given by

Te(b) = exp(—b*/2Bg). (3.28)

1
2B G
An alternative parameterisation is given by the b-CGC model [116], which has the form

2%eff
rQs
—_— <
N(x.r.b) — N0< > ) for rQ; < 2,

1 —exp(—Aln’ (BrQy)) for rQ, > 2.

(3.29)

Here the effective anomalous dimension v, and the saturation scale Q, of the proton explicitly
depend on the impact parameter and are defined as

Veff = Vs K\ In 1/)( rQs s

Os(x,b) = (%)A/z exp [ i

where k = x"(7,)/X'(7,) and x(7) is the leading logarithmic Balitsky, Fadin, Kuraev, and
Lipatov (BFKL) kernel eigenvalue function [117]. The parameters .4 and B in equation (3.29)
are uniquely determined from the match of the dipole amplitude and its logarithmic derivatives
at the limiting value of rg, = 2. The b-CGC model is constructed by smoothly interpolat-
ing between two analytically known limiting cases [116], namely the solution of the BFKL
equation in the vicinity of the saturation line for small dipole sizes r < 2/Q; and the solution
of the BK equation deep inside the saturation region for large dipole sizes r > 2/Q;.

The parameters /1, Ag, \g of the IP-Sat model and Ny, 7, xo, A of the b-CGC model were
fitted to obtain the best description of the inclusive data for the structure function F, at HERA.
The slope parameters B, and Bcgc, which control the b-dependence in both models, were
fitted to obtain the best description of elastic diffractive J/1¢ production, in particular, its -
dependence, at small values of .

In figures 26 and 27 we show the simulated differential cross-section do/dr as a function of
|#| and study its variation with energy, virtuality, and its model dependence. First, in figure 26
we show the differential cross-section as a function of ¢ for a fixed energy of W = 1 TeV for the
case of the photoproduction of J /v (left plot) and for the case of DIS with 0% = 10GeV? (right
plot). The energy W corresponds to the LHeC kinematics. There are three different calculations
in each plot, corresponding to the IP-Sat model, the b-CGC model, and the 1-Pomeron approxi-
mation. The last of these is obtained by keeping just the first non-trivial term in the expansion of

7 | Gev, (3.30)
4%'BCGCi|
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Figure 26. Differential cross-section for the elastic J/1) production as a function of |¢|
within the IP-Sat (saturation), b-CGC, and 1-Pomeron models at a fixed W,, = 1 TeV,
which corresponds to the LHeC kinematics, and for two different values of photon vir-
tuality O = 0 and Q° = 10 GeV2. The thickness of the points includes the uncertainties
associated with the freedom to choose different values for the charm quark mass within
the range m, = 1.2—-1.4 GeV.

the eikonalised formula of the IP-Sat amplitude (3.26). First, let us observe that all three mod-
els coincide for very low values of ¢, where the dependence on ¢ is exponential. This is because
for low |7, relatively large values of the impact parameter are probed in equation (3.24) where
the amplitude is small, and therefore the tail in the impact parameter is Gaussian in all three
cases. Since the Fourier transform of the Gaussian in b is an exponential in ¢, the result at low
t follows. On the other hand, the three scenarios differ significantly for large values of |¢|. In
the case of the 1-Pomeron approximation the dependence is still exponential, without any dips,
which is easily understood since the impact parameter profile is perfectly Gaussian in this case.
For the two other scenarios, dips in do/dr emerge as a function in 7. They signal a departure
from the Gaussian profile in b for small values of b, where the system is dense. A similar pat-
tern can be observed when performing the Fourier transform of the Wood—Saxon distribution,
which is the typical distribution used for the description of the matter density in nuclei. When
Q? is increased the pattern of dips also changes. This is illustrated in figure 26. It can be seen
that the dips move to higher values of |¢| for DIS than for photoproduction. This can be under-
stood from the dipole formula equation (3.24), which contains the integral over the dipole size.
Larger values of Q° select smaller values of the dipole size  where the amplitude is smaller
and thus in the dilute regime where the profile in b is Gaussian again. On the other hand, small
scales select large dipole sizes, for which the dipole amplitude is larger and thus the saturation
effects are more prominent, leading to the distortion of the impact parameter profile and there-
fore to the emergence of dips in the differential cross-section do/ds when studied as a function
of 1.

In figure 27 we show the same calculation but for an even higher energy of W = 2.5 TeV,
which could be explored in the FCC-eh. In this case we see that the dips move to lower
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Figure 27. Differential cross-section for elastic J /v production as a function of |¢| within
the IP-Sat (saturation), b-CGC, and 1-Pomeron models at a fixed Wyp = 2.5 TeV, which
corresponds to the region that can be explored by FCC-eh, and for two different values of
photon virtuality Q = 0 (left plot) and 0% = 10 GeV? (right plot). The thickness of the
points includes the uncertainties associated with the freedom to choose different values
for the charm quark mass within the range m, = 1.2-1.4 GeV.

values of |¢|. This can be easily understood, because with increasing energy, the dipole scat-
tering amplitude increases, and thus the dilute—dense boundary shifts to larger values of b,
meaning that the deviation from the exponential falloff occurs for smaller values of |¢|. Similar
studies [113] also show the change of the position of the dips with the mass of the vector
meson: for lighter vector mesons such as p,w,and ¢, the dips occur at smaller ¢ than for
the heavier vector mesons J/v) and Y. We note that, naturally, the positions of the dips cru-
cially depend on the details of the models, which are currently not constrained by the existing
HERA data. We also note the sizeable uncertainties due to the charm quark mass (the fits
to inclusive HERA data from which parameters of the models have been extracted are per-
formed at each fixed value of the charm mass that is then used to compute the exclusive
J /4 production).

We thus see that the precise measurement of the 7-slope in the elastic production of vector
mesons at the LHeC, and its variation with x and scales, provide a unique opportunity to explore
the transition between the dilute and dense partonic regimes. As mentioned earlier, elastic
diffractive production is one of several different measurements that can be performed to explore
the 3D structure of the hadron. Another is DVCS, which is a process that is sensitive to the
spatial distribution of quarks inside the hadron. Previous preliminary analyses [1] indicated the
huge potential of the LHeC for the measurement of DVCS. Another example of a process that
could be studied at the LHeC is diffractive exclusive dijet production. It has been suggested
[118] that this process is sensitive to the Wigner function, and that the transverse momentum
and spatial distribution of partons can be extracted by measuring this process. The transverse
momentum of jets would be sensitive to the transverse momentum of the participating partons,
whereas the momentum transfer of the elastically scattered proton would indicate the impact
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parameter distribution of the partons in the target [119—121], thus offering the possibility of
extracting information about the Wigner distribution.

So far, we have referred to coherent diffraction, i.e. to a scenario in which the proton remains
intact after the collision. Incoherent diffraction also exists, where the proton gets excited into
some state with the quantum numbers of the proton and separated from the rest of the event
by a large rapidity gap. In order to apply the dipole formalism to the incoherent case, the
reader is referred to section 6.3.1, where the formulae applicable to both protons and nuclei
are shown. Here, one must consider a more involved structure of the proton (e.g. as com-
posed by a fixed number of hot spots [122—125], or a number of hot spots that increases with
1/x) [126—128]). As discussed in section 6.3.1, coherent diffraction is sensitive to the gluon
distribution in transverse space, while incoherent diffraction is particularly sensitive to fluc-
tuations of the gluon distribution. One prediction of the model with a growing number of hot
spots, both in models where this increasing number is implemented by hand [126—128] and
in those where it is dynamically generated [125] from a fixed number at larger x, is that the
ratio of incoherent to coherent diffraction will decrease with W, and that this decrease is sen-
sitive to the details of the distribution of hot spots, and thus, to the fluctuations of the gluon
distribution in transverse space. In order to check these ideas, both the experimental capability
to separate coherent from incoherent diffraction and a large lever arm in W, as available at
the LHeC, are required.

In conclusion, measurements at the LHeC (in particular, exclusive diffractive production of
vector mesons, photons, and other final states such as dijets) will offer unprecedented opportu-
nities to unravel the three-dimensional structure of hadrons in a kinematic region complemen-
tary to that at the EIC. Note that such structure varies with x or energy, so its measurement at
small enough values of x is key as an input for both analytic calculations and MC simulators
at high-energy hadron colliders. In addition, large lever arms in both x and Q?, such as those
offered by the LHeC, are required to understand the perturbative evolution of such quantities,
as much as they are required for collinear PDFs. Ultraperipheral collisions (UPCs) at the LHC
(see references [129, 130] and references therein) offer an alternative, albeit less precise and
only for photoproduction.

4. Exploration of quantum chromodynamics

The gauge theory formalism of QCD provides a very successful description of strong interac-
tions between confined partons. Despite the undoubted success of QCD, the strong force still
remains one of the least-known fundamental sectors of (particle) physics, which needs to be
explored much more deeply.

For an improved understanding of strong interactions and to answer a variety of open ques-
tions, additional measurements will have to be performed at the highest precision. At the LHeC,
deep inelastic electron—proton and lepton—nucleus reactions will extend tests of QCD phe-
nomena to a new and as yet unexplored domain up to the TeV scale and to x values as low as
107, allowing QCD measurements to be performed with very high experimental precision.
This is because the proton is a strongly bound system, and in DIS, the colourless photon (or Z)
exchanged between the electron and the parton inside the proton acts as a neutral observer with
respect to the phenomena of the strong force. In addition, the over-constrained kinematic sys-
tem in DIS allows for the precise (in situ) calibrations of the detector required to measure the
kinematics of the scattered lepton, and, more importantly here, the hadronic final state as well.
In DIS, in many cases, the virtuality of the exchanged «/Z boson often provides a reasonable
scale to stabilise theoretical predictions.

In this chapter, selected topics of QCD studies at the LHeC are discussed.

69



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

4.1. Determination of the strong coupling constant

QCD [131, 132] has been established as the theory of strong interactions within the SM of parti-
cle physics. While this theory has manifold aspects from both the theoretical and experimental
points of view, by far the most important parameter of QCD is the coupling strength, which
is most commonly expressed at the mass of the Z boson, M, as ai;(M7). Its (renormalisation)
scale dependence is given by the QCD gauge group SU(3) [133, 134]. Predictions for numer-
ous processes in e e™, pp, or ep collisions are then commonly performed using the framework
of perturbative QCD, and the (lack of)) higher-order QCD corrections often represents a limit-
ing aspect for precision physics. Therefore, the determination of the strong coupling constant
as(M7) constitutes one of the most crucial tasks for future precision physics, while, at the same
time, the study of the scale dependence of o provides an inevitable test of the validity of QCD
as the theory of strong interactions and the portal for GUT theories.

Different processes and methodologies can be considered for the determination of o, (M)
(see e.g. reviews [135-137]). Since QCD is an asymptotically free theory, with free behaviour
at high scales but confinement at low scales, a high sensitivity to the value of a,(M7) is natu-
rally obtained from small-scale measurements. However, the large-scale behaviour must then
be calculated by solving the renormalisation group equation, which implies the strict validity
of the theory and an excellent understanding of all subleading effects, such as the behaviour
around quark-mass thresholds.

Precision measurements at the LHeC offer the unique opportunity to exploit many of these
aspects. Measurements of jet production cross-sections or inclusive NC and CC DIS cross-
sections offer high sensitivity to the value of (M), since these measurements can be per-
formed at comparably small scales and at high experimental precision. At the same time,
the LHeC provides the opportunity to test the running of the strong coupling constant over
a large kinematic range. In this section, the prospects for a determination of the strong cou-
pling constant using inclusive jet cross-sections and inclusive NC/CC DIS cross-sections are
studied.

4.1.1. Strong coupling due to inclusive jet cross-sections. The measurement of inclusive jet
or dijet production cross-sections in NC DIS exhibits high sensitivity to the strong coupling
constant and the gluon PDF of the proton. This is because jet cross-sections in NC DIS are
measured in the Breit reference frame [ 138], where the virtual boson, v* or Z, collides head-on
with the struck parton from the proton, and the outgoing jets are required to have a non-zero
transverse momentum in that reference frame. The leading-order QCD diagrams show QCD
Compton and boson—gluon fusion and are both O(«y), see figure 28.

At HERA, jets are most commonly defined by the longitudinally invariant k, jet algorithm
[140], using a distance parameter R = 1.0 [139, 141-157]. This provides an infrared-
safe jet definition and the chosen distance parameter guarantees a small dependence on
non-perturbative effects, such as hadronisation. In contrast to pp at the LHC [158-161],
jet algorithms at the LHeC do not require any pile-up subtraction or any reduction of the
dependence on the minimum bias or the underlying event, due to the absence of such effects.
Therefore, for this study, we adopt the choices made at HERA.

Figure 29 displays NNLO QCD predictions [162, 163] for cross-sections of inclusive jet
production in NC DIS as a function of the transverse momentum of the jets in the Breit frame.
The calculations are performed for an electron-beam energy of E, = 60 GeV and they include
the v/Z and Z exchange terms and account for the electron polarisation P, = —0.8. The NC
DIS kinematic range is set to O* > 4 GeV?. The calculations are performed using the NNLO-
JET program [164] interfaced to the APPLfast library [165-167] which provides a generic
interface to the APPLgrid [168, 169] and fastNLO [170, 171] interpolation grid code.
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Figure 28. Leading-order diagrams for inclusive DIS (a) and jet production (b) and (c)
in the Breit frame. Reproduced from [139]. CC BY 4.0.
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Figure 29. Inclusive jet cross-sections calculated in NNLO QCD as a function of the
jet transverse momentum in the Breit frame, p;. The shaded area indicates NNLO scale
uncertainties and the yellow band shows the estimated experimental jet energy scale
(JES) uncertainty of 0.5%. The blue band shows a very conservative assumption for the
JES of 1%.

The kinematically accessible range of jet p; values covers more than two orders of magni-
tude, 4 < pp < 400 GeV. The size of the cross-section extends over many orders of magnitude,
thus imposing challenging demands on the LHeC experimental conditions, triggers, data acqui-
sition (DAQ) bandwidth, calibration, and data-processing capabilities. The scale uncertainty
of the NNLO predictions is about 10% at low values of p; and it decreases significantly with
increasing values of pr. In the future, improved predictions will further reduce these theoretical
uncertainties.
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Table 9. Anticipated uncertainties of inclusive jet cross-section measurements

at the LHeC.

Exp. uncertainty Shift Size in o (%)
Statistics for 1 ab™! Min. 0.15% 0.15-5
Electron energy 0.1% 0.02-0.62
Polar angle 2 mrad 0.02-0.48
Calorimeter noise +20 MeV 0.01-0.74
JES 0.5% 0.2-4.4
Uncorrelated uncert. 0.6% 0.6
Normalisation uncert. 1.0% 1.0

To estimate the uncertainty of a,(M ) based on inclusive jet cross-sections at the LHeC,
double-differential cross-sections are generated as functions of Q* and p; with a full set of
experimental uncertainties. Altogether, 509 cross-section values are calculated in the kine-
matic range 8 < Q% < 500 000 GeV? and 4 < p; < 512 GeV, and the bin grid is similar
to those used by CMS, H1, and ZEUS [45, 158, 167, 172]. The various error sources con-
sidered are summarised in table 9. The uncertainties related to the reconstruction of the NC
DIS kinematic variables, Qz, ¥, and xp; are similar to the estimates for the inclusive NC DIS
cross-sections (see section 3.2). To reconstruct the hadronic final-state particles that are the
inputs to the jet algorithm, the JES uncertainty, calorimetric noise, and the polar angle uncer-
tainty are considered. The size of the uncertainties is gauged using the values achieved by
H1, ZEUS, ATLAS, and CMS [148, 156, 173, 174]. The size of the dominant JES uncer-
tainty is assumed to be 0.5% for reconstructed particles in the laboratory rest frame, yield-
ing an uncertainty of 0.2%-4.4% for the cross-section after the boost to the Breit frame.
A JES uncertainty of 0.5% is certainly justified by improved calorimeters, since H1 and
ZEUS already reported uncertainties of 1% [148, 156, 175], and ATLAS and CMS achieved
1% over a wide range of pp [173, 174], despite the presence of pile-up and the consider-
ably more complicated definition of a reference object for the in situ calibration. The size
of the JES uncertainty is also displayed in figure 29. The calorimetric noise of =20 MeV in
every calorimeter cluster, as reported by H1, yields an uncertainty of up to 0.7% in the jet
cross-sections. A minimum statistical uncertainty size of 0.15% is imposed for each cross-
section bin. An overall normalisation uncertainty of 1.0% is assumed, which will mainly be
dominated by the luminosity uncertainty. In addition, an uncorrelated uncertainty component
of 0.6% includes various smaller error sources, such as radiative corrections, unfolding, or
model uncertainties. Studies of the size and the correlation model of these uncertainties are
performed below.

The value and uncertainty of o, (M) is obtained from a x2 fit of NNLO predictions [162,
163] to the simulated data, where a (M) is a free fit parameter. The methodology closely
follows analyses of HERA jet data [167, 172], and the x? quantity is calculated from the relative
uncertainties, i.e. those of the right column of table 9. The predictions for the cross-section o
account for both a,-dependent terms in the NNLO calculations, i.e. in the DGLAP operator
and the hard matrix elements, using

g = ,f;l() & P/l,()—)/l]:(as(MZ)) & &(O‘K(MZ)’ /’L)’ (41)

where f,,, are the PDFs at a scale of iy = 30 GeV, and P,,_,,. denotes the DGLAP operator,
which is dependent on the value of a,(Mz). The o, uncertainty is obtained by linear error
propagation and is validated by a separate study of the Ax? = 1 criterion.
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Figure 30. Studies of the sizes and correlations of experimental uncertainties that impact
the uncertainty of a,(Myz). Top left: study of the value of the correlation coefficient p
for different systematic uncertainties. Common systematic uncertainties are considered
to be fully correlated, p = 1. Top right: size of the JES uncertainty for three different
values of pygg. Bottom left: impact of the uncorrelated and normalisation uncertainties on
Aag(Mz). Bottom right: contributions of individual sources of experimental uncertainty
to the total experimental uncertainty of a,(Mz).

In the fit of NNLO QCD predictions to the simulated double-differential LHeC inclusive
jet cross-sections, an uncertainty of

AO&X(Mz)(thS) = :I:O-00013(6Xp) + 0.00010(1)])}:) (42)

is found. The PDF uncertainty is estimated from a PDF set obtained from LHeC inclusive DIS
data (see section 3.3). These uncertainties promise a determination of a;(M) with the highest
precision and would represent a considerable reduction of the current world average value,
which has an uncertainty of £0.00110 [136].
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The uncertainty of «; is studied for different values of the experimental uncertainties in the
inclusive jet cross-section measurement and for different assumptions for bin-to-bin correla-
tions expressed by the correlation coefficient p of individual uncertainty sources, as shown in
figure 30. It can be observed that even for quite conservative scenarios, ai;(M7) is determined
with an uncertainty of less than 2%.. To achieve this, it is important to keep the size of the
uncorrelated uncertainty or the uncorrelated components of the other systematic uncertainties
under good control. This is also visible in figure 30 (bottom right), where the contributions of
the individual uncertainty sources to the total uncertainty of o (M) are displayed, and it can
be seen that the uncorrelated and normalisation uncertainties are the largest individual uncer-
tainty components. It can further be observed that the size of the statistical uncertainty (stat.) is
non-negligible, which is, however, strongly dependent on the ad hoc assumption of a minimum
size of 0.15%. The noise uncertainty mainly contributes to jets at low-p, and occurs because
these have a high sensitivity to a (M) due to their low scale ug. It is of great importance to
keep this experimental uncertainty under control or make better use of track-based information
for the measurement of jets.

In the present formalism theoretical uncertainties arising from scale variations of the NNLO
predictions amount to about Aq,(Mz) = 0.0035(NNLO). These can be reduced to about
Aas(Mz) ~ 0.0010 with suitable cuts in p; or Q*. However, it is expected that improved pre-
dictions, e.g. with resummed contributions, or next-to-next-to-next-to-leading order (N3LO)
predictions, will significantly reduce these uncertainties in the future. Uncertainties in non-
perturbative hadronisation effects will have to be considered as well, but these will be well
controlled due to the measurements of charged particle spectra at the LHeC and improved
phenomenological models.

4.1.2. Pinning down o using inclusive and jet LHeC data. The dependence of the coupling
strength as a function of the renormalisation scale yip is predicted by QCD, which is often called
the running of the strong coupling. Its study using experimental data represents an impor-
tant consistency and validity test of QCD. Using inclusive jet cross-sections the running of
the strong coupling can be tested by determining the value of «y at different values of pg by
grouping data points with similar values of iy and determining the value of a;(pg ) from these
subsets of data points. The assumptions about the running of «(uy) are then only imposed for
the limited range of the chosen interval, and not to the full measured interval as in the previous
study. Here, we set jg”> = Q% + pr2.'7!

The experimental uncertainties from the fits to subsets of the inclusive jet pseudodata are
displayed in figure 31. These results demonstrate a high sensitivity to a; over two orders of
magnitude in the renormalisation scale for values up to about pgz =~ 500 GeV. In the range
6 < pr < 200 GeV the experimental uncertainty is found to be smaller than the expectation
from the world average value [183]. This region is of particular interest since it connects the
precision determinations from lattice calculations [184] or 7 decay measurements [185], which
are at small scales O(GeV), to measurements at the Z pole [186] and to applications at scales
that are relevant to the LHC, e.g. for Higgs, top-quark physics, or high-mass searches. This

171 The choice of scale follows a conventional scale-setting procedure; uncertainties for the scale choice and unknown
higher-order terms are estimated by varying the scales. Such variations are only sensitive to the terms that govern the
behaviour of the running coupling, and may become unreliable due to renormalons [176]. An alternative way to fix
the scales is provided by the PMC [177—-181]. The PMC method was recently applied to predictions of event shape
observables in e e~ — hadrons [182]. When applying the PMC method to observables in DIS, the alternative scale
setting provides a profound alternative to verifying the running of o(pz). Such a procedure could be particularly
relevant for DIS event shape observables, where the leading-order terms are insensitive to «;, and conventional scale
choices may not be adequately related to the o -sensitive higher-order QCD corrections.
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Figure 31. Uncertainties of o (M) and corresponding a,(4z) in a determination of o
using LHeC inclusive jet cross-sections at different values of u2 = Q2 + p3. Only exper-
imental uncertainties are shown for the LHeC, and they are compared with a number of
available measurements and the world average value.

kinematic region of scales O(10 GeV) cannot be accessed by (HL-)LHC experiments because
of the limitations imposed by pile-up and underlying events [187].

Inclusive DIS cross-sections are sensitive to o, (M) through higher-order QCD corrections,
contributions from the F, structure function, and the scale dependence of the cross-section at
high x (scaling violations). The value of a;(M7) can then be determined from a combined fit
of the PDFs and a4(M7) [172]. While a simultaneous determination of a,(M7z) and PDFs is
not possible with HERA inclusive DIS data alone, due to its limited precision and kinematic
coverage [45, 172], the large kinematic coverage, high precision, and integrated luminosity of
the LHeC data will allow such an « analysis for the first time.

To determine «ag(My) from inclusive NC/CC DIS data, a combined PDF and « fit to the
simulated data is performed in a similar manner to the studies presented above in section 3.
Other technical details are outlined in reference [172]. In this fit, however, the number of free
parameters in the gluon parameterisation is increased, since the gluon PDF and a(M7) are
highly correlated and LHeC data are sensitive to values down to x < 107>, which requires
additional freedom for the gluon parameterisation. The inclusive data are restricted to Q* >
5 GeV? in order to avoid a region where effects beyond fixed-order perturbation theory may
become sizeable [45, 188].

By exploiting the full LHeC inclusive NC/CC DIS data with E, = 50 GeV, the value of
as(M7z) can be determined with an uncertainty Aa,(Mz) = +0.00038. With a more optimistic

75



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

20
r LHeC-50: o, from inclusiv‘e DIS and jets 1
18- __ DIS alone (sote)
16: — DIS alone (sotbe, b7 e
— DIS alone (full lumi.)
--- DIS +jets (s0fb'e)
-.- DIS + jets (full lumi.)
--- PDG18

14
12

dag x 10*

TN NN PR A A I S A, N

\

G 1
107 2x107! 1
Uncorr. uncertainty (DIS) [%]

Figure 32. Uncertainties of a;(Mz) from simultaneous fits of ay(Mz) and PDFs to
inclusive NC/CC DIS data as a function of the size of the uncorrelated uncertainty
of the NC/CC DIS data. The full lines indicate the uncertainties obtained using differ-
ent assumptions for the data collection scenario and integrated luminosity. The dashed
lines indicate results where, in addition to the inclusive NC/CC DIS data, inclusive jet
cross-section data are considered.

assumption for the dominant uncorrelated uncertainty of §o yncor.) = 0.25%, an uncertainty as
small as

Aoy (Mz)(incl. DIS) = £0.00022 cxp +PDF) (4.3)

can be achieved. This would represent a considerable improvement over the present world
average value. Given these small uncertainties, theoretical uncertainties due to missing higher
orders or heavy quark effects also have to be considered. In a dedicated study, this fit is repeated
with a reduced data set which can be accumulated during a single year of operation'’?, corre-
sponding to about £ ~ 50 fb~!. These data will already be able to improve the world average
value. These studies are displayed in figure 32.

High sensitivity to a;(M7z) and an optimal treatment of the PDFs are obtained by using inclu-
sive jet data together with inclusive NC/CC DIS data in a combined determination of «, (M)
and the PDFs. The jet data provide an enhanced sensitivity to (M), while the inclusive DIS
data have the highest sensitivity for the determination of the PDFs. In such combined QCD
analyses, heavy-quark data may be further analysed to determine m. and m,. However, since
jet cross-sections have sufficiently large scales (pr >> my;), these are fairly insensitive to the
actual value of the heavy quark masses. On the contrary, heavy quark data are predominantly
sensitive to the quark mass parameters rather than to a;(M7), and their correlation is commonly
found to be small in such combined analyses, see e.g. reference [52]. In fact, at the LHeC, the
masses of the charm and bottom quarks will be determined with high precision, and uncertain-
ties of 3 MeV and 10 MeV are expected, respectively [1]. Therefore, for our sole purpose of
estimating the uncertainty of a(M) from the LHeC data, we do not consider the heavy quark

172 Two different assumptions are made. One fit is performed with only electron data corresponding to £ ~ 50 fb™!,
and an alternative scenario further considers positron data corresponding to £ ~ 1 fb~!.
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Figure 33. Summary of (M) values in comparison with current values.

data, nor free values of m, or m;, in the analysis, and we leave the outcome of such a complete
QCD analysis to a time when real data are available and the actual values of the parameters are
of interest. At such a time, better theoretical predictions will also be used, including higher-
order corrections, heavy-quark mass effects, and higher-twist terms, which can be expected as
a result of steady progress [189—194].

For this study, we employed the double-differential inclusive jet data as described above
and additionally the inclusive NC/CC DIS data with E, = 50 GeV as introduced in section 3.2.
Apart from the normalisation uncertainty, all the sources of systematic uncertainties are con-
sidered to be uncorrelated between the two processes. A fit of the NNLO QCD predictions to
these data sets is then performed, and «;(M7) and the parameters of the PDFs are determined.
This methodology closely follows the methodology outlined in section 3. Using inclusive jet
and inclusive DIS data in a single analysis, the value of (M) can be determined with an
uncertainty of

AO&S(Mz)(inCl. DIS & jets) = £0.0001 S(exp +PDF)- (44)

This result will improve the world average value considerably. However, theoretical uncertain-
ties are not included, and new mathematical tools and an improved understanding of QCD will
be needed in order to achieve small values that are similar to the experimental ones. The dom-
inant sensitivity in this study arises from the jet data. This can be seen from figure 32, where
Aa,(M7z) only changes moderately when different assumptions are imposed on the inclusive
NC/CC DIS data. The assumptions made for the uncertainties of the inclusive jet data were
studied above, and these results can easily be translated to this PDF and « fit.

The expected values for a, (M) obtained from inclusive jets or from inclusive NC/CC DIS
data are compared in figure 33 with current determinations from global fits based on DIS data
(called PDF fits) and the world average value [136]. It can be observed that the LHeC will
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have the potential to considerably improve the world average value. Already, after one year
of data collection, the experimental uncertainties of the NC/CC DIS data are competitive with
the world average value. The measurement of jet cross-sections will further improve that value
(not shown).

Furthermore, the LHeC will be able to address a long-standing puzzle. All the o, determi-
nations from global fits based on NC/CC DIS data result in a lower value of a,;(M7) than deter-
minations made using the lattice QCD framework, from 7 decays, or in a global electroweak
fit. With the expected precision of the LHeC, this discrepancy will be resolved.

4.1.3. Strong coupling from other processes. A detailed study of the determination of a,(My)
from NC/CC DIS and from inclusive jet data was presented in the previous paragraphs.
However, a large number of additional processes and observables that are measured at the
LHeC can also be considered for a determination of «a,(M7). Suitable observables or pro-
cesses are dijet and multijet production, HF production, jets in photoproduction, and event-
shape observables. These processes all exploit the a; dependence of the hard interaction.
Using suitable predictions, softer processes can also be exploited for an «; determination.
Examples could include jet shapes or other substructure observables, or charged particle
multiplicities.

Since a,(M7) is a parameter of a phenomenological model, the total uncertainty of a,(Mz)
is always the sum of the experimental and theoretical uncertainties which are related to the
definition of the observable and to the applied model, e.g. hadronisation uncertainties, dia-
gram removal/subtraction uncertainties, or uncertainties from missing higher orders. There-
fore, credible prospects for the total uncertainty of ai;(M) from other observables or processes
altogether are difficult to predict, which is even more the case because the LHeC will explore
a new kinematic regime that was previously unmeasured.

To a first approximation, for any process, the sensitivity to a;(My) scales with the order n
of ay in the leading-order diagram, o. The higher the power n, the higher the sensitivity to
as(Mz). Consequently, the experimental uncertainty of an «; fit may reduce with increasing
values of n. At HERA, trijet cross-sections have already been proven to have a high sensitiv-
ity to a (M), despite their sizeable statistical uncertainties [139, 149]. At the LHeC, due to
the higher /s and huge integrated luminosity, as well as the larger acceptance of the detector,
three-, four- or five-jet cross-sections represent highly sensitive observables for a precise deter-
mination of a;(M7), and high experimental precision can be achieved. In these cases, fixed-
order pQCD predictions may become the limiting factors, since they are more complicated for
large n.

Di-jet observables are expected to yield a fairly similar experimental uncertainty to those
of inclusive jet cross-sections, as studied in the previous paragraphs, since both have n = 1 at
LO. However, their theoretical uncertainties may be smaller, since dijet observables are less
sensitive to additional higher-order radiation, in particular, at smaller scales, where a;(pg) 1S
larger.

Event-shape observables in DIS exploit additional radiation in DIS events (see e.g. review
[195] or the HERA measurements [196, 197]). Consequently, once measured at the LHeC,
the experimental uncertainties of a,;(M) from these observables are expected to become very
similar to that in equation (4.4), since both the event sample and the process are similar to
the inclusive jet cross-sections!”?. However, different reconstruction techniques for the observ-
ables may yield reduced experimental uncertainties, the calculation of event-shape observables

1731t should be noted that event shape observables in NC DIS can be defined in the laboratory rest frame or the Breit
frame.
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allows for the resummation of large logarithms, and steady theoretical advances promise small
theoretical uncertainties [198—204].

Jet production cross-sections in photoproduction represent a unique opportunity for another
precision determination of «a,(Mz). Such measurements have been performed at HERA
[205-208]. The sizeable photoproduction cross-section provides a huge event sample which
is statistically independent of NC DIS events, and the leading-order predictions are already
sensitive to ais(Mz) [209]. Its running can also be largely measured, since the scale of the pro-
cess is accurately estimated by the transverse momentum of the jets jg ~ pr'®. The limiting
theoretical aspects are due to the presence of a quasi-real photon and the poorly known photon
PDF [210, 211].

A different class of observables represents HF cross-sections, which are discussed in
section 3.3.5. Due to flavour conservation, these are commonly proportional to O(«) at the
leading order. However, when considering inclusive HF cross-sections above the heavy-quark
mass threshold, heavy quarks can be factorised into the PDFs, and the leading structure func-
tions F’ g’b are only sensitive to o, beyond the LO approximation (see reviews [81, 82], recent
HERA measurements [65, 212], and references therein). The presence of the heavy-quark mass
as an additional scale stabilises perturbative calculations, and reduced theoretical uncertainties
can be expected.

At the LHeC the structure of jets and the formation of hadrons can be studied with unprece-
dented precision. This is because of the presence of a single hadron in the initial state. There-
fore, limiting effects such as an underlying event or pile-up are absent or greatly diminished.
Precise measurements of jet shape observables, or the study of jet substructure observables
[213], are highly sensitive to the value of a,(My), because parton showers and hadronisation
take place at smaller scales, at which the strong coupling becomes large and an increased
sensitivity to a,(My) is attained [165, 214].

Finally, the determination of ay(Mz) from inclusive NC DIS cross-sections can also be
improved. For NC DIS the dominant sensitivity to «; arises from the F, structure function and
from scaling violations of F, at lower values of Q* but at very high values of x. Dedicated
measurements of these kinematic regions will further improve the experimental uncertainties
from the estimated values in equation (4.3).

4.2. Discovery of new strong interaction dynamics at small x

The LHeC machine will offer access to a completely novel kinematic regime of DIS charac-
terised by very small values of x. From the kinematical plane in (x, Q) depicted in figure 1, it
is clear that the LHeC will be able to probe Bjorken-x values as low as 10~° for perturbative
values of Q*. At low values of x various phenomena may occur that go beyond the standard
collinear perturbative description based on DGLAP evolution. Since the seminal works of Bal-
itsky, Fadin, Kuraev, and Lipatov [117, 215, 216] it has been known that, at large values of
centre-of-mass energy /s or, to be more precise, in the Regge limit, there are large logarithms
of energy that need to be resummed. Thus, even at low values of the strong coupling «, loga-
rithms of energy In s may be sufficiently large, so that terms such as (o, In s)" start to dominate
the cross-section.

In addition, other novel effects may appear in the low-x regime, which are related to high
gluon densities. At large parton densities the recombination of the gluons may become impor-
tant in addition to gluon splitting. This is known as the parton saturation phenomenon in QCD,
and is deeply related to the restoration of unitarity in QCD. As a result, the linear evolution
equations will need to be modified by the additional nonlinear terms for the gluon density. In
the next two subsections we shall explore the potential and sensitivity of the LHeC to these
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small-x phenomena in ep collisions. Note also that because parton saturation is a density effect,
the nonlinear phenomena leading to it are enhanced by an increase in the mass number of the
nucleus in eA. Section 6, devoted to the physics opportunities provided by eA collisions at the
LHeC, discusses this aspect, see also reference [1].

4.2.1. Resummation at small x. The calculation of scattering amplitudes in the high-energy
limit and the resummation of the («; In s)" series in the leading logarithmic order were per-
formed in references [117, 215, 216], resulting in the famous BFKL evolution equation. This
small-x evolution equation, written for the so-called gluon Green’s function or the uninte-
grated gluon density, is a differential equation in In 1 /x. An important property of this equation
is that it keeps the transverse momenta unordered along the gluon cascade. This is in con-
trast with DGLAP evolution which is differential in the hard scale Q* and relies on strong
ordering in the transverse momenta of the partons exchanged in the parton cascade. The
solution to the BFKL equation is a gluon density that grows sharply with decreasing x, as
a power, i.e. ~x~“" where w;p is the hard Pomeron intercept, and in the leading logarith-
mic approximation equals %4 In 2, which gives a value of about 0.5 for typical values
of the strong coupling. The leading logarithmic (LLx) result yielded a growth of the gluon
density which was too steep for the experimental data at HERA. The next-to-leading loga-
rithmic (NLLx) calculation performed in the late 1990s [217, 218] resulted in large negative
corrections to the LLx value of the hard Pomeron intercept and yielded some instabilities
in the cross-section [219-222]; it is important to account for subleading effects, since these
are large [223, 224].

The appearance of the large negative corrections at NLLx motivated the search for an appro-
priate resummation that would stabilize the result. It was understood from an early stage that
the large corrections that appear in the BFKL equation at NLLx are mostly due to the kinemat-
ics [225-227] as well as the DGLAP terms and the running of the strong coupling. The first
attempts at combining the BFKL and DGLAP dynamics together with the proper kinematics
[228-230] yielded encouraging results, and allowed a description of the HERA data for struc-
ture functions with good accuracy. The complete resummation programme was developed in
a series of works [231-247] which developed the resummation for the gluon Green’s function
and the splitting functions.

The low-x resummation was recently applied to the description of structure function data
at HERA using the NNPDF methodology [248]. It was demonstrated that the resummed fits
provide a better description of the structure function data than the pure DGLAP-based fits at
a fixed NNLO order. In particular, it was shown that the x? of the fits does not vary appre-
ciably when more small-x data are included, in the case of the fits that include the effects
of the small-x resummation. On the other hand, fits based on the NNLO DGLAP evolution
exhibit a reduction of their quality in the region of low x and at low to moderate values of
Q. This indicates that there is some tension in the fixed-order fits based on DGLAP, and that
resummation alleviates it. In addition, it was shown that the description of the longitudinal
structure function Fi, from the HERA data is improved in fits with the small-x resummation.
This analysis suggests that the small-x resummation effects are indeed visible in the HERA
kinematic region. Such effects will be strongly magnified at the LHeC, which probes values
of x more than one order of magnitude smaller than those of HERA. The NNPDF group also
performed simulations of the structure functions F, and Fp with and without resummation
in the LHeC range, as well as for the next-generation electron—hadron collider, the FCC-eh
[248]. The predictions for the structure functions as a function of x for fixed values of Q2 are
shown in figure 34.
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Figure 34. Predictions for the F, and Fr. structure functions using the NNPDF3.1sx
NNLO and combined NNLO and NLLx (NNLO-+NLLx) fits at Q> = 5 GeV?2 for the
kinematics of the LHeC and FCC-eh. In the case of F,, we also show the expected total
experimental uncertainties based on the simulated pseudodata, assuming the combined
NNLO and NLLx values as the central prediction. A small offset has been applied to the
LHeC pseudodata, as some of the x values overlap with the FCC-eh pseudodata points.
The inset in the left plot shows a magnified view in the kinematic region x > 3 x 1073,
corresponding to the reach of the HERA data. Reproduced from [248]. CC BY 4.0.

The simulations were done using APFEL [249] together with the HELL package [250]
which implements the small-x resummation. From figure 34 it is clear that LHeC will have a
much higher sensitivity with which to discriminate between the fixed-order and resummed
scenarios than the HERA collider, and that the FCC-eh will have even better discrimina-
tion. The differences between the central values for the two predictions are of the order of
15% for the case of F,, and this is much larger than the projected error bar on the reduced
cross-section or structure function F, which could be measured at the LHeC. For comparison,
the simulated pseudodata for F, are shown together with the expected experimental uncer-
tainties. The total uncertainties of the simulated pseudodata are at the few percent level at
most, and are therefore much smaller than the uncertainties of the PDFs over most of the
kinematic range.

It is evident that fits to the LHeC data will have the power to discriminate between the
different frameworks. The predictions for the longitudinal structure function are shown in the
right-hand plot of figure 34. We can see that in the case of the Fi. structure function, the dif-
ferences between the fixed-order and resummed predictions are consistently larger over the
entire range of x. This indicates the importance of the measurement of the longitudinal struc-
ture function F;, which can provide further vital constraints on the QCD dynamics in the low-x
region due to its sensitivity to the gluon density in the proton.

To further illustrate the power of a high-energy DIS collider such as the LHeC in explor-
ing the dynamics at low x, fits which include the simulated data were performed. The NNLO
and NLLx resummed calculation was used to obtain the simulated pseudodata, for both the
LHeC, using the scenario of a 60 GeV electron beam on a 7 TeV proton beam, and an FCC-eh
scenario with a 50 TeV proton beam. All the experimental uncertainties for the pseudodata
were added in quadrature. Theoretical fits were then performed to the DIS HERA as well as
the LHeC and FCC-eh pseudodata, with and without resummation at low x. Hadronic data
such as jet, DY, or top data were not included in this analysis but, as demonstrated in [248],
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Figure 35. Comparison between the gluon (left plot) and the quark singlet (right plot)
PDFs in the NNPDF3.1sx NNLO and NNLx fits without (blue hatched band) and with
the LHeC and FCC-eh pseudodata (orange band) for inclusive structure functions. For
completeness, we also show the results of the corresponding NNPDF3.1sx NNLO fit
with LHeC and FCC-eh pseudodata (green hatched band). Reproduced from [248]. CC
BY 4.0.

these data do not have much constraining power at low x, and therefore the results of the
analysis at low x are independent of the additional non-DIS data sets. The quality of the
fits characterised by the x> was markedly worse when the NNLO DGLAP framework was
used to fit the HERA data and the pseudodata from LHeC and/or FCC-eh than was the case
with resummation. To be precise, the x> per degree of freedom for the HERA data set was
equal to 1.22 for the NNLO fit, and 1.07 for the resummed fit. For the case of the LHeC
(FCC-eh) the x? values per degree of freedom were equal to 1.71 (2.72) and 1.22 (1.34)
for the NNLO and NNLO-and-resummation fits, respectively. These results demonstrate the
huge power of the new DIS machines to discriminate between the DGLAP and resummed
frameworks, and the large sensitivity to the low-x region while simultaneously probing
low-to-moderate Q° values.

In figure 35 a comparison of the gluon and quark distributions from the combined NNLO
and NLLx fits is shown at Q = 100 GeV as a function of x, with and without the inclusion of the
simulated pseudodata from the LHeC as well as from the FCC-eh. The differences at large x are
due to the fact that only DIS data were included in the fits, and not the hadronic data. The central
values of the PDFs extracted using only HERA or using HERA and the simulated pseudodata
coincide with each other, but a large reduction in uncertainty is visible when the new data
are included. The uncertainties from the fits based on the HERA data only increase sharply
at x ~ 10~*. On the other hand, including the pseudodata from the LHeC and/or the FCC-eh
can extend this regime downwards by order(s) of magnitude of x. Furthermore, fits without
resummation, based only on NNLO DGLAP, were performed using the HERA data and the
pseudodata. We can see that in this case the extracted gluon and singlet quark densities differ
significantly from the fits using the combined NNLO and NLLx framework. Already at x =
10~* the central values of the gluon density differ by 10%, and at x = 107>, which is the LHeC
regime, the central values for the gluon density differ by 15%. This difference is much larger
than the precision with which the gluon density can be extracted from the DIS data, which is of
the order of ~1%.

The presented analysis demonstrates that the fixed-order prediction based on the DGLAP
evolution would most likely fail to accurately describe the structure function data in the new
DIS machines and that, in that regime, new dynamics, including resummation, are mandatory
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for quantitative predictions. Therefore, the LHeC machine has an unprecedented potential to
pin down the details of the QCD dynamics at low values of Bjorken x.

4.2.2. Disentangling nonlinear QCD dynamics at the LHeC. As mentioned previously the
kinematic extension of the LHeC will allow unprecedented tests of the strong interaction in
the extremely low-x region, and allow for tests of the novel QCD dynamics at low x. The
second effect, which may be expected in addition to resummation, is the parton saturation phe-
nomenon (which may manifest itself as a deviation from the linear DGLAP evolution), and the
emergence of the saturation scale.

In particular, it has been argued that the strong growth of the gluon PDF at small x should
eventually lead to gluon recombination [251] to avoid violating the unitary bounds. The onset
of such nonlinear dynamics, also known as saturation, has been extensively sought, but so
far, there has been no conclusive evidence of its presence, at least within the HERA inclusive
structure function measurements. In this context, the extended kinematic range of the LHeC
provides unique avenues with which to explore the possible onset of nonlinear QCD dynamics
at small x. The discovery of saturation, a radically new regime of QCD, would then represent
an important milestone in our understanding of the strong interactions.

The main challenge in disentangling saturation lies in the fact that nonlinear corrections
are expected to be moderate, even at the LHeC, since they are small (if present at all) in
the region covered by HERA. Therefore, great care needs to be employed in order to sepa-
rate such effects from those of standard DGLAP linear evolution. Indeed, it is well known
that the HERA data at small x in the perturbative region can be equally well described, at
least at the qualitative level, both by PDF fits based on the DGLAP framework as well as
by saturation-inspired models. However, rapid progress both in theoretical calculations and
methodological developments has pushed QCD fits to a new level of sophistication, and it
has recently been shown that subtle but clear evidence of BFKL resummation at small x is
present in the HERA data, for both inclusive and heavy-quark structure functions [252, 253].
Such studies highlight that it should be possible to distinguish nonlinear from linear dynam-
ics using state-of-the-art fitting methods, even if these are moderate, provided that they are
within the LHeC reach.

Here, we want to assess the sensitivity of the LHeC for detecting the possible onset of
nonlinear saturation dynamics. This study will be carried out by generalising a recent anal-
ysis [59] that quantified the impact of LHeC inclusive and semi-inclusive measurements on
the PDFALHC15 PDFs [254, 255] by means of Hessian profiling [256]. In that analysis, the
LHeC pseudodata were generated by assuming that linear DGLAP evolution was valid over
the entire LHeC kinematic range and using the PDFALHC15 set as the input. To ascertain the
possibility of pinning down saturation at the LHeC, we revisit this study here, but now gen-
erate the LHeC pseudodata by means of a saturation-inspired calculation. By monitoring the
statistical significance of the tension that will be introduced (by construction) between the sat-
uration pseudodata and the DGLAP theory assumed in the PDF fit, we aim to determine the
likelihood of disentangling nonlinear from linear evolution effects at the LHeC. See also [257]
for previous related studies along the same lines.

4.2.2.1. Analysis settings.  In this study we adopt the settings used in [59, 258], to which we
refer the interested reader for further details. Reference [59] quantified the impact of inclusive
and semi-inclusive NC and CC DIS structure functions from the LHeC on the proton PDFs.
These results were then compared with the corresponding projections for the PDF sensitivity
of the high-luminosity upgrade of the LHC (HL-LHC). Figure 7 displays the kinematic range
in the (x, Q%) plane of the LHeC pseudodata employed in that analysis, which illustrates that
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Figure 36. Kinematic coverage of the NC e~ p scattering pseudodata at the LHeC, in
which the blue (red) points indicate those bins for which DGLAP (saturation) predictions
are available.

the LHeC can provide unique constraints on the behaviour of the quark and gluon PDFs in the
very-small-x region.

Since nonlinear dynamics are known to become sizeable only at small x, for the current
analysis, it is sufficient to consider the NC e~ p inclusive scattering cross-sections of proton-
beam energies of E, =7 TeV and E, = 1 TeV. In figure 36 we show the bins in (x, %) for
which LHeC pseudodata for inclusive structure functions have been generated according to a
saturation-based calculation. Specifically, here, we have adopted the DGLAP-improved satu-
ration model of reference [259], in which the scattering matrix is modelled through the eikonal
iteration of two gluon exchanges. This model was further extended to include HF in refer-
ence [260]. The specific parameters that we use were taken from fit two in reference [261],
where parameterisations are provided that can be used for x < 0.01 and Q* < 700 GeV?.
These parameters were extracted from a fit to the HERA legacy inclusive structure func-
tion measurements [45], restricted to x < 0.01 and 0.045 < Q2 < 650 GeV?. In contrast to
other saturation models, the one we assume here [261] provides a reasonable description for
large O in the small-x region, where it ensures a smooth transition to standard fixed-order
perturbative results.

Note that the above discussion only refers to the generated LHeC pseudodata: all other
aspects of the QCD analysis of reference [59] are left unchanged. In particular, the PDF
profiling will be carried out using theoretical calculations obtained by means of DGLAP evo-
lution with the NNLO PDF4LHCI5 set (see also reference [262]), with heavy quark structure
functions evaluated by means of the FONLL-B general-mass VFENS [89]. In order to ensure
consistency with the PDFALHCI1S5 prior, here we will only replace the DGLAP pseudodata
by the saturation calculation in the kinematic region of x < 10~ rather than for all the bins
indicated in red in figure 36. The reason for this choice is that PDFALHCI1S5 already includes
HERA data down to x ~ 10~* which are successfully described via the DGLAP framework,
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Figure 37. Upper plots: the distribution of pre-fit and post-fit values of x?/ngy for the
Nexp = 500 sets of generated LHeC pseudodata. We compare the results of the profiling
of the LHeC pseudodata based on DGLAP calculations in the entire range of x (left) with
those where the pseudodata are based on the saturation model in the region x < 10~
(right plot). Bottom plot: comparison of the post-fit x?/ng, distributions between these
two scenarios for the pseudodata generation.

and therefore, if we assume departures from DGLAP in the LHeC pseudodata, this should only
be done for smaller values of x.

4.2.2.2. Results and discussion.  Using the analysis settings described above, we have car-
ried out the profiling of PDF4LHC15 with the LHeC inclusive structure function pseudodata,
which were generated for x < 10~* (x > 10~*) using the Golec-Biernat-Wuestoff (GBW) sat-
uration (DGLAP) calculations, and we compared them with the results of the profiling in which
the pseudodata follow the DGLAP prediction. We have generated N, = 500 independent sets
of LHeC pseudodata, each one characterised by different random fluctuations (determined by
the experimental uncertainties) around the underlying central value.

To begin with, it is instructive to compare the data versus theory agreement, x2 /ng,, between
the pre-fit and post-fit calculations, in order to assess the differences between the DGLAP and
saturation cases. In the upper plots of figure 37 we show the distributions of the pre-fit and
post-fit values of x> /Ngat for the Ney, = 500 sets of generated LHeC pseudodata. We compare
the results of the profiling of the LHeC pseudodata based on DGLAP calculations over the
entire range of x with those where the pseudodata are based on the saturation model in the
region x < 107*, In the bottom plot we then compare the post-fit x> distributions of the two
scenarios. Note that in these three plots the ranges in the x axes are different.

From this comparison we can observe that for the case where the pseudodata are generated
using a consistent DGLAP framework (PDF4LHC15) as the framework adopted for the the-
oretical calculations used in the fit, as expected, the agreement is already good at the pre-fit
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level, and it is further improved at the post-fit level. However, the situation is rather different
in the case where a subset of the LHeC pseudodata is generated using a saturation model: at
the pre-fit level, the agreement between theory and pseudodata is poor, with x?/ngy =~ 7. The
situation markedly improves at the post-fit level, where the x2 /Ny distributions now peak at
around 1.3. This result implies that the DGLAP fit manages to absorb most of the differences
in theory present in the saturation pseudodata. This said, the DGLAP fit cannot entirely fir
away the nonlinear corrections: as shown in the lower plot of figure 37, even at the post-fit
level, one can still tell the difference between the x2 /ng distributions of the two cases, as
the DGLAP (saturation) pseudodata peak at around 0.9 (1.3). This comparison highlights that
it is not possible for the DGLAP fit to completely absorb the saturation effects into a PDF
redefinition.

In order to identify the origin of the worse agreement between the theoretical predictions
and the LHeC pseudodata in the saturation case, it is illustrative to take a closer look at the
pulls defined as

Fau(x, 0°) — Fiue(x, 0%)
SexpF (x, 0%) ’

where F; is the central value of the profiled results for the observable F (in this case the
reduced neutral-current DIS cross-section), Fy4 is the corresponding central value of the pseu-
dodata, and de.pF represents the associated total experimental uncertainty. In figure 38 we
display the pulls between the post-fit prediction and the central value of the LHeC pseu-
dodata for different bins in Q®. We compare the cases where the pseudodata have been
generated using a consistent theoretical calculation (DGLAP) with that based on the GBW
saturation model.

The comparisons in figure 38 show first of all that in the DGLAP case, the pulls are O(1)
over the entire kinematical range. This is, of course, expected, given that the LHeC pseudodata
are generated using the same theory as the one subsequently used for the fit. In the case where
the pseudodata have been partially generated using the saturation calculation, on the other
hand, one finds a systematic tension between the theory used for the fit (DGLAP) and the one
used to generate the pseudodata (saturation). Indeed, we find that at the smallest values of x,
the theoretical prediction overshoots the data by a significant amount, while at higher x the
opposite behaviour takes place. One can also see that in the region 107 < x < 1073, the fit
undershoots the pseudodata by a large amount.

These comparisons highlight that a QCD fit to the saturation pseudodata is obtained as a
compromise between opposite trends: the theory wants to overshoot the data at very small x
and undershoot it at larger values of x. These tensions result in a distorted fit, explaining the
larger x?/nga values as compared to the DGLAP case. This behaviour can be partially traced
back to the different scalings in Q* used by DGLAP and GBW: while a different x dependence
could eventually be absorbed into a change of the PDFs at the parameterisation scale Qy, this
is not possible with a Q* dependence.

The pull analysis of figure 38 highlights how, in order to distinguish linear from nonlinear
QCD evolution effects at small x, it is crucial to ensure that the lever arm in Q7 is as large as
possible in the perturbative region. In this way, it becomes possible to disentangle the different
scalings in Q° for the two cases. The lack of a sufficiently large lever arm in Q* at HERA at
small x could explain, in part, why both frameworks are able to describe the same structure
function measurements at the qualitative level. Furthermore, we find that an amplification of
the significance of these subtle effects can be achieved by monitoring the x? behaviour in the
Q7 bins that are more affected by the saturation corrections. The reason for this is that the total
XZ, for example, that reported in figure 37, is somewhat less informative, since the deviations

P(x,0%) = 4.5)
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Figure 38. The pulls between the central value of the LHeC pseudodata and post-fit
prediction, equation (4.5), for four different bins in 0. We compare the results of the
profiling where the LHeC pseudodata have been generated using a consistent DGLAP
theory with the result that is partially based on the saturation calculations.

at small Q are masked by the good agreement between the theory and the pseudodata over the
rest of the kinematical range of the LHeC summarised in figures 7 and 36.

To conclude this analysis, in figure 39 we display a comparison between the PDFALHC15
baseline and the results of the PDF profiling of the LHeC pseudodata for the gluon (left) and
quark singlet (right) for O = 10 GeV. We show the cases where the pseudodata is generated
using DGLAP calculations and where they are partially based on the GBW saturation model
(for x < 10~*). We find that the distortion induced by the mismatch between theory and pseu-
dodata in the saturation case is typically larger than the PDF uncertainties expected once the
LHeC constraints are taken into account. While, of course, in a realistic situation, such a com-
parison would not be possible, the results of figure 39 show that saturation-induced effects are
expected to be larger than the typical PDF errors in the LHeC era, and thus that it should be
possible to tell them apart using tools such as the pull analysis of figure 38 or other statistical
methods.

4.2.2.3. Summary. Here, we have assessed the feasibility of disentangling DGLAP evolution
from nonlinear effects at the LHeC. By means of a QCD analysis where LHeC pseudodata
are generated using a saturation model, we have demonstrated that the LHeC should be able
to identify nonlinear effects with large statistical significance, provided their size is the one
predicted by current calculations such as those of [261], which were tuned to the HERA data.
A more refined analysis would require to study whether or not small-x BFKL resummation
effects can partially mask the impact of nonlinear dynamics, though this is unlikely, since the
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Figure 39. Comparison between the PDFALHC15 baseline (green band) and the results
of the profiling of the LHeC pseudodata for the gluon (left) and quark singlet (right) for
O = 10 GeV. We show the cases where the pseudodata are generated using DGLAP cal-
culations (red hatched band) and where they are partially based on the GBW saturation
model (blue curve).

main difference arises in their Q” scaling. The discovery of nonlinear dynamics would represent
an important milestone for the physics programme of the LHeC, demonstrating the onset of
a new gluon-dominated regime of strong interactions and paving the way for detailed studies
of the properties of this new state of matter. Such a discovery would also have implications
outside nuclear and particle physics; for instance, it would affect the theoretical predictions for
the scattering of ultra-high-energy neutrinos with matter [263].

4.2.3. Small x and the longitudinal structure function F.
4.2.3.1. DIS cross-section and the challenge of accessing Fi, The inclusive, deep inelastic
electron—proton scattering cross-section at low Q* < M2,

O*x d’c

R
2ralY, dxd@? 7T F(x, 0% — fy) - FL(x,Q*) = F> - (1 - j(y)) (4.6)

I1+R

is defined by two proton structure functions, F, and F;, where y = Q2 [sx, Yy =1+(-— y)z,
and f(y) = y*/Y.. The cross-section may also be expressed [264] as the sum of two con-
tributions, o, < (o7 + €or), referring to the transverse and longitudinal polarisation states
of the exchanged boson, where e characterises the ratio of the longitudinal to the transverse
polarisation. The ratio of the longitudinal to transverse cross-sections is given by
s OL Fy,

R0 = b= o, @)
which is related to F, and Fi, as given above. Due to the positivity of the cross-sections o,
one may observe that F, < F,. The reduced cross-section o, equation (4.6), is therefore a
direct measure of F», apart from a limited region of high y where the contribution of F;. may
be sizeable. To the leading order, for spin 1/2 particles, one expected R = 0. The initial mea-
surements of R at SLAC [265, 266] showed that R was indeed small, R ~ 0.18, which was
taken as evidence that quarks carry a spin of 1/2.

The task of measuring F. thus requires the precise measurement of the inclusive DIS cross-
section near y = 1 and then the disentanglement of the two structure functions by exploiting the
fy) = ¥*/Y  variation, which depends on x, 0°, and s. By varying the cms beam energy, s, one
can disentangle F', and F and obtain independent measurements at each common, fixed point
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Figure 40. Measurement of the structure function ratio R = F/(F, — FL) by H1 (solid
points) and ZEUS (open circles), from a variation of the proton-beam energy over the
final half-year of HERA operation. The curve represents an NNLO QCD fit analysis
of the other HERA data. This becomes uncertain for Q2 below 10 GeVZ, where the
©? dependence of F, at HERA does not permit an accurate determination of the gluon
density, which dominates in the prediction of F. Reproduced from [274]. CC BY 4.0.

of x, Q*. This is particularly challenging not only because the Fy_ part is small, calling for the
utmost precision, but also because it requires a measurement at high y. The inelasticity y =1 —
E'/E,, however, is large only for scattered electron energies E/, much smaller than the electron
beam energy E,, for example E, = 2.7 GeV for y = 0.9 at HERA!7*, In the region where E’
is only a few GeV, electron identification becomes a major problem and the electromagnetic
(7 — v7) and hadronic backgrounds, mainly from unrecognised photoproduction, increase
strongly.

The history and achievements with Fi, the role of HERA, and the prospects as sketched in
the CDR of the LHeC, were summarised in detail in [53]. The measurement of F at HERA
[267] was given very limited time and it collected about 5.9 and 12.2 pb~! of data at reduced
beam energies which were analysed together with about 100 pb~! at nominal HERA energies.
The results may be illustrated well by the data obtained for the ratio R(x, %), as shown in
figure 40. To a good approximation, R(x, Q%) is a constant which was determined to be R =
0.23 £ 0.04, in good agreement with the SLAC value of R ~ (.18, despite the hugely extended
kinematic range. The rather small variation of R towards small x at fixed y = Q®/sx may appear
to be astonishing, since one observes that F, increases strongly towards low x. A constant R
of e.g. 0.25 means that F, = (1 + R)F1/R is five times larger than F, and that they increase
together, since they have a common origin, namely, the increase in the gluon density. This
can be understood in approximations to the DGLAP expression of the Q° derivative of F,
and the so-called Altarelli-Martinelli relation of F to the parton densities [268, 269] (see the
discussion in reference [53]). The resulting H1 value also obeys the condition R < 0.37, which
was obtained in a rigorous attempt to derive the dipole model for DIS [270].

174 The nominal electron-beam energy E, at the LHeC is double that of HERA. Ideally, one would like to vary the
proton beam energy in an Fj, measurement at the LHeC, which would, however, affect the hadron collider operation.
In this study, it was therefore considered preferable to lower E, which may be done independently of the HL-LHC.
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4.2.3.2. Parton evolution at low x Parton distributions have to be extracted from experi-
ments, as their x dependence and flavour sharing are not predicted by QCD. They acquire a
particular meaning through the theoretical prescription of their kinematic evolution. PDFs, as
frequently used for LHC analyses, are predominantly defined through the now-classic DGLAP
formalism, in which the Q* dependence of parton distributions is regulated by splitting func-
tions, while the DIS cross-section, determined by the structure functions, is calculable by
folding the PDFs with coefficient functions. DIS is known to be the most suitable process
for extracting PDFs from experiments, for which the HERA collider has, so far, delivered the
most useful data. Through factorisation theorems, PDFs are considered to be universal, such
that PDFs extracted in ep DIS are suitable for describing, for example, DY scattering cross-
sections in pp at the LHC. This view has already been formulated for third-order pQCD, and
has been quite successful in the interpretation of LHC measurements, which by themselves
also constrain PDFs in parton—parton scattering sub-processes.

As mentioned in section 4.2.1, a question has long been posed about the universal validity of
the DGLAP formalism, especially for the region of small Bjorken x where logarithms ocIn(1/x)
become very sizeable. This feature of the perturbation expansion is expected to significantly
modify the splitting functions. This, in turn, changes the theory underlying the physics of parton
distributions, and predictions for the LHC and its successor will correspondingly have to be
altered. This mechanism is illustrated in figure 41 (taken from reference [253]) for an equivalent
Q? of a few GeV?, which shows the x dependence of the gluon—gluon and the quark—gluon
splitting functions, P, and P, calculated by DGLAP QCD. It can be observed that at the
NNLO Py, decreases strongly towards small x, becoming smaller than P, for values of x less
than 10~%. Resummation of the large In(1/x) terms (see reference [253]), performed here to the
next-to-leading log x, restores the dominance of gg splitting over gg splitting. Consequently,
the gluon distribution in the resummed theory exceeds that derived by pure DGLAP. While this
observation has been supported by the HERA data, it still relies on limited kinematic coverage
and precision. The LHeC will examine this in detail, at a hugely extended range, and is thus
expected to resolve the long-standing question about the validity of the BFKL evolution and
the transition from DGLAP to BFKL as x decreases while Q* remains large enough for pQCD

to apply.

4.2.3.3. Kinematics of Higgs production at the HL-LHC  The clarification of the evolution
and the accurate and complete determination of the parton distributions is of direct impor-
tance for the LHC. This can be illustrated by the kinematics of Higgs production at HL-LHC,
which is dominated by gluon—gluon fusion. With the luminosity upgrade, the detector accep-
tance is being extended into the forward region to pseudorapidity values of || = 4, where
n =Intan6/2 is a very good approximation of the rapidity. The DY scattering of two par-
tons with Bjorken x values of x; » is related to rapidity via the relation x;, = exp(£n) - M/+/s
where /s = 2E, is the cms energy and M is the mass of the produced particle. It is interesting
to see that 17 = 4 corresponds to x; = 0.5 and x = 0.000 16 for the SM Higgs boson with
amass of M = 125 GeV. Consequently, Higgs physics at the HL-LHC will depend on under-
standing PDFs at high x (a challenge that will also be resolved by the LHeC) and on clarifying
the evolution at small x. At the FCC-hh, in its 100 TeV energy version, the small-x value for
n = 4 will be as low as 2 x 107>, Both laws of QCD and the resulting phenomenology of par-
ticle production at the HL-LHC and its successor demand a clarification of the evolution of the
parton contents at small x as a function of the resolution scale Q* [271-273]. In particular, this
relates to the unambiguous, accurate determination of the gluon distribution, which dominates
the small-x parton densities as well as the production of the Higgs boson in pp scattering.
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Figure 41. Calculation of splitting functions P, (top, blue) and P, (bottom, brown)
in the resummed NNLO (solid) as compared to non-resummed calculations at the LO
(dotted), the NLO (dashed), and the NNLO (dashed and dotted) as functions of x for
ny=4 at a large value of «a; corresponding to a 0? of a few GeV?>. Reproduced from
[253]. CC BY 4.0. The resummed calculation is seen to restore the dominance of P,
over Py, as x becomes small (towards the right side), which is violated at the NNLO.

4.2.3.4. Indications for resummation in H1 F; data The simultaneous measurement of the
two structure functions F; and F is the cleanest way to establish new parton dynamics at low
x. This is so because their independent constraints on the dominating gluon density at low x
oughtto lead to consistent results. In other words, one may constrain all partons with a complete
PDF analysis of the inclusive cross-section in the kinematic region where the cross-section’s
F partis negligible and compare the F;, measurement with this result. A significant deviation
from the F data signals the necessity of introducing new, non-DGLAP physics into the theory
of parton evolution, especially at small x. The salient value of the F structure function is a
result of its inclusive character, which enables a clean theoretical treatment, as recognised at
an early stage [268, 269]. This procedure has recently been illustrated [253] using the H1 data
for Fy, [274], which are the only accurate data from HERA at the smallest x. The results are
shown in figure 42. One can observe the trend described above: the resummed prediction is
larger than the pure NNLO curve, and the description at the smallest value of x (i.e. at less
than 5 x 10~%) appears to be improved. The difference between the two curves increases as
x decreases. However, due to the peculiarity of the DIS kinematics, which relates x to Q2 /sy,
one faces the difficulty that Q* decreases with x at fixed s for large y > 0.6, which is the region
of sensitivity to L. Thus, one not only wishes to substantially improve the precision of the
F\ data, but also to substantially increase s in order to avoid the region of non-perturbative
behaviour while performing theoretical testing at small x. This is the double and principal
advantage that the LHeC offers—a much-increased precision and more than a decade’s worth
of kinematic range extension.

4.2.3.5. The longitudinal structure function at the LHeC Following the method described
above, inclusive cross-section data have been simulated for £, = 7 TeV and three electron-
beam energies E, of 60, 30, and 20 GeV. The assumed integrated luminosity values are 10,
1, and again 1 fb~!, respectively. These are about a factor of a hundred larger than the corre-
sponding H1 luminosities. At large y, the kinematics is best reconstructed using the scattered
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Figure 42. Measurement of the longitudinal structure function F, obtained as aver-
age results over a number of x-dependent points at fixed 07, plotted vs Q® with the
corresponding x values indicated in grey. Red curve: the NNLO fit to the H1 cross-
section data; green curve: the NNLO fit including the NLLx resummation. Reproduced
from [253]. CC BY 4.0.

electron energy, E,, and the polar angle, .. The experimental methods used to calibrate the
angular and energy measurements are described in [267]. For this study similar results are
assumed: for £/, a scale uncertainty of 0.5% at small y (compared to 0.2% for H1) rising lin-
early to 1.2%, in the range from y = 0.4 to 0.9. For the polar angle, given the superior quality
of the anticipated LHeC silicon tracker as compared to the H1 tracker, it is assumed that 6, may
be calibrated to 0.2 mrad, as compared to 0.5 mrad at H1. The residual photo-production back-
ground contamination is assumed to be 0.5% at the largest value of y, which is twice as good
as that of HI. A further assumption is made for the radiative corrections which are assumed
to be uncertain to 1% and treated as a correlated error. The main challenge is to reduce the
uncorrelated uncertainty, which was varied here between 0.2 and 0.5%. This is about ten to
three times more accurate than the H1 result, which may be a reasonable assumption: the
hundredfold increase in statistics defines a totally different scale for the treatment of uncor-
related uncertainties, for example, those originating from imperfect simulations, trigger effi-
ciency, or MC statistics. It is very difficult to transplant previous results into modern and future
conditions. There could, however, be an important fixed point if one knew that the most pre-
cise measurement of Z boson production by ATLAS at the LHC had a total systematic error
of just 0.5% [275].

The method used here is that of a simple straight-line fit of o, = F, — fiy)FL
(equation (4.6)), in which F| is obtained as the slope of the f(y) dependence!”>. The predic-
tions for F, and F, were obtained using LO formulae for the PDF set of MSTW 2008. In this
method, any common factor does not alter the absolute uncertainty of F. This also implies
that the estimated absolute error of Fy is independent of whether F7p, is larger or smaller than
assumed here. For illustration, Fy was scaled by a factor of two. Since f(y) o y?, the accuracy
is optimised using a nonlinear choice of reduced beam energies. The fit takes the cross-section

175 Better results were achieved by HI using a x> minimisation technique (see reference [276]), which has not been
considered for the rough estimate of the projected Fi, uncertainty at the LHeC.
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Figure 43. H1 measurement and LHeC simulation of data for the longitudinal structure
function Fy (x, Q?). Green: data from H1, for selected Q7 intervals from reference [274];
blue: weighted average of the (green) data points at fixed Q°; red: simulated data from
an Fi. measurement at the LHeC with varying beam energy, see text. The H1 error bars
denote the total measurement uncertainty. The LHeC inner error bars represent the data
statistics, which are only visible for Q2 > 200 GeV?2, while the outer error bars repre-
sent the total uncertainty. Since the F1, measurement is sensitive only at high values of
inelasticity, y = Q2 /sx, each Q2 value is sensitive only to a certain limited interval of
x values which increase with Q. Thus, each panel has a different x axis. The x range
covered varies similarly with s, i.e. the H1 x values are roughly 20 times larger at a
given Q°. There are no H1 data for high Q* beyond 1000 GeV?. Reproduced from [274].
CCBY 4.0.

uncertainties and their correlations into account and is calculated numerically following
[58, 277] by considering each source separately and adding the results of the various corre-
lated sources to one correlated systematic error, which is, in turn, quadratically added to the
statistical and uncorrelated uncertainties to obtain one total error.

The results are illustrated in figure 43 which shows the x-dependent results, for some
selected Q2 values, of both H1, with their average over x, and the prospective LHeC results.
These results reflect the huge extension of kinematic range towards low x and high Q* available
at the LHeC, as compared to HERA. They also illustrate the striking improvement in precision
that the LHeC promises to provide. The F; measurements will cover an x range from 2 x 10~°
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to more than x = 0.01. Surely, when compared with figure 42, one can safely expect that any
non-DGLAP parton evolution should be discovered by using such data in combination with a
very precise F;, measurement.

A few comments are in order on the variation of the different error components with the
kinematics, essentially QZ, since the whole Fy, sensitivity is restricted to high y, which, in
turn, for each Q?, defines a narrow interval of x values covered. One may observe in figure 43
that the precision is spoilt towards large x o< 1/y; see e.g. the result for 0* = 8.5 GeV2. The
assumptions for the integrated luminosity basically define a Q* range for the measurement.
For example, the statistical uncertainty for Q2 =4.5GeV? and x = 1077, a medium x value at
this Q* interval, is only 0.6% (or 0.001 in absolute terms for Fi. = 0.22). At 0* = 2000 GeV?
it rises to 21% (or 0.012 for F. = 0.064). One can thus perform the F; measurement at the
LHeC, with a focus on only small x, using much less luminosity than the 1 fb~! used here. The
relative sizes of the various systematic error sources also vary considerably, which is due to
the kinematic relations between angles and energies and their dependence on x and Q. This
is detailed in [58]. This implies, for example, that the 0.2 mrad polar angle scale uncertainty
becomes the dominant error at small Qz, which is the backward region where the electron
is scattered near the beam axis relative to the direction of the electron beam. For large 0,
however, the electron is more centrally scattered and the 6, calibration requirement may be
more relaxed. The E; scale uncertainty has a effect that is twice as small as that due to the 6,
calibration at lowest Q%, but it becomes the dominant correlated systematic error source at high
Q7. The overall assumptions for the scale uncertainties used here are therefore only rough first
approximations and will be replaced by kinematics and detector-dependent requirements when
this measurement is pursued. These could also exploit the cross-calibration opportunities that
result from the redundant determination of the inclusive DIS scattering kinematics through
both the electron and the hadronic final states. This was noted very early in the lifespan of
HERA (see references [55, 57, 277]) and was worked out in considerable detail by both H1 and
ZEUS using independent and different methods. A feature used by H1 in their 1, measurement
included a number of decays, such as 7 — vy and J /1 — eTe™, used to calibrate the low-
energy measurements and K — 777~ and A — pr, used for the determination of tracker
scales, see reference [267].

It is obvious that the prospect of measuring Fi, as presented here, is striking. For nearly
a decade, Guido Altarelli was a chief theory advisor for the development of the LHeC. In
2011, he published an article [276] in honour of Mario Greco, about the early days of QCD
(as seen from Rome) in which he described one of his main achievements [268] and persistent
irritation regarding the longitudinal structure function, Fp, and its measurement: The present
data, recently obtained by the HI experiment at DESY, are in agreement with our [!this] LO
QCD prediction but the accuracy of the test is still far from being satisfactory for such a basic
quantity. The LHeC developments have not been rapid enough to let Guido see the much
higher-quality results for F, using which, the existence of departures from DGLAP evolution
to high orders of pQCD may be expected to be most safely discovered.

4.2.4. Associated jet final states at low x. The dynamic effects of the resummation or nonlin-
ear corrections which we have discussed above can arise at the LHeC, not only in the inclu-
sive structure functions, as we have illustrated so far, but also in more exclusive observables
describing the structure of the jet final states associated with low-x DIS.

Baseline predictions for jet final states in DIS are obtained from perturbative finite-order
calculations (see e.g. [203, 278] for third-order calculations), supplemented by parton-shower
MC generators for realistic event simulation (as, for example, in [202]). However, owing to
the large phase space that opens up at LHeC energies and the complex kinematics possibly
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Figure 44. Momentum correlations in DIS multijet final states at low x computed by the
CCFM MC simulation [288] with TMD parton densities from JH2013 [296], compared
with measurements [295]: (left) trijets; (right) dijets.

involving multiple hard scales, jet events are potentially sensitive to the soft-gluon coherence
effects of initial-state radiation [225,279-281], which go beyond finite-order perturbative eval-
uations and collinear parton showers, and show up as logarithmic x — O corrections to all
orders of perturbation theory. These corrections can be resummed and combined with large-x
contributions via Catani-Ciafaloni-Fiorani-Marchesini (CCFM) exclusive evolution equations
[225, 279], and affect the structures of jet multiplicities and angular jet correlations [281] as
well as heavy-quark distributions [280]. Observables based on forward jets, transverse energy
flow, and angular and momentum correlations constitute probes of low-x dynamics in DIS final
states [282—284]. Phenomenological studies started with HERA [285-287] and will continue
with the LHeC.

Computational tools are being developed to address the structure of multijet final states by
including low-x dynamic effects. These include CCFM MC tools [288, 289], off-shell matrix-
element parton-level generators [290, 291], and BFKL MC generators [292—294]. Figure 44
gives an example of transverse momentum correlations in DIS at small Q*, where the electron
is scattered in the backward region near the beam axis [288], compared with the measurements
[295].

Furthermore, exclusive parton-branching (PB) formalisms are being proposed in which not
only gluon distributions but also quark distributions are treated at an unintegrated level in
transverse momentum [297-299]. This is instrumental in connecting low-x approaches with
DGLAP approaches to parton showers beyond the leading order [300, 301]. Applications of
these new developments have, so far, been mostly carried out for final states in hadron—hadron
collisions, while extensions to lepton—hadron collisions are underway. Figure 45 gives exam-
ples of transverse momentum spectra in low-mass DY lepton-pair production computed in
[302] by the PB method [298], compared with measurements [303, 304].

4.2.5. Relation to ultra-high-energy neutrino and astroparticle physics. The small-x region
probed by the LHeC is also very important in the context of ultra-high-energy neutrino physics
and astroparticle physics. Highly energetic neutrinos provide a unique window into the Uni-
verse, due to their weak interaction with matter; for a review, see, for example, [305]. They
can travel long distances from their sources, undeflected by the magnetic fields inside and

95



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

NuSea: Drell-Yan /s = 38.8 GeV, —0.05 < xp < 0.15 PHENIX: Drell-Yan /s = 200 GeV, 1.2 < |y| < 2.2
L e L L A ML B
‘ +‘ NuSea ‘ ‘ ‘
=~ MCatNLO PB-NLO-2018-Set2 (exp+mod)
~— MCatNLO PB-NLO-2018-Set2 (scale)
. 42< M}ﬁ’f <52GeV

L I N L B B
—4— PHENIX

=~ MCatNLO PB-NLO-2018-Set2 (exp+mod)
~—— MCatNLO PB-NLO-2018-Set2 (scale)

48 < m+,- < 8.2 GeV

5
N
Lol
T
Lol

1/(2npr)d®o/dy/dpr (pb/GeV?)

ERRRRE IR ““‘1

L

E)/(nt/5)do /dxpdp’ (pb/GeV)

10 ' e 10" —
o E E
P IR (SN (VU RPN PPN BRI B, S RN I ARVETINN IR RTINS N A
101.4:7\\\\‘\\\\‘\\ \‘\ \\‘\\\\‘\\\\ = 10 E\\ \‘\\\\ T ‘\\\\‘ \\\‘\\\\,
et B 35
& 125 = £ 3E
E = 2.5 B
gy bl g e
g 09 EH = U 15
SR T R u et
07 E- = 17 + = I
0.6 = | | | | | 3 °3E | l | 3
t:38 AN Ui AFA I RN IS ERVEINN S SR BRI A L T M =
o 0.5 1 1.5 2 2.5 3 3.5 1 2 3 4 5 6
pr (GeV) pr (GeV)

Figure 45. Transverse momentum spectra in low-mass DY lepton-pair production [302]
using the PB method, compared with measurements by the NuSea Collaboration [303]
(right) and the PHENIX Collaboration [304] (left). Reproduced from [302]. CC BY 4.0

in between galaxies, and thus provide complementary information to that provided by cos-
mic rays, gamma rays, and gravitational-wave signals. The IceCube observatory in Antarctica
[306] is sensitive to neutrinos with energies of 100 GeV and above (or as low as 10 GeV with
the use of their Deep Core detector). Knowledge about low-x physics becomes indispensable
in two contexts: neutrino interactions and neutrino production. At energies beyond the TeV
scale the dominant part of the cross-section is due to neutrino DIS CC and NC interactions
with hadronic targets [305].

In figure 46 we show the CC neutrino cross-section as a function of the neutrino energy
for an isoscalar target (in the laboratory frame, where the target is at rest), using a calcula-
tion [307] based on the resummed model in [230]. We see that at energies below ~ 50 TeV
the cross-section grows roughly linearly with energy, and in this region, it is dominated by
contributions from the large-x valence region. Beyond that energy the neutrino cross-section
grows more slowly, roughly as a power of ~E) with A ~ 0.3. This high-energy behaviour is
totally controlled by the small-x behaviour of the parton distributions. The dominance of the
sea contributions to the cross-section is clearly seen in figure 46. To more precisely illustrate
the contributing values of x and Q?, in figure 47 we show the differential cross-section for the
CC interaction xQ* do°C /dx dQ? for a neutrino energy of E, = 10'! GeV (in the frame where
the hadronic target is at rest). We can see a clear peak of the cross-section at a rough value of
Q? = M}, and an x value of

X o M,
~ 2ME,)’

(4.8)

which, in this case, is about 3 x 10~3. We note that IceCube extracted the DIS cross-section
from neutrino observations [308] in the region of neutrino energies of 10—1000 TeV. The
extraction is consistent, within the large error bands, with the predictions based on QCD, such
as those illustrated in figure 46. It is important to note that the IceCube extraction is limited to
these energies by the statistics caused by the steeply falling neutrino flux at high energies. We
thus see that the neutrino interaction cross-section at high energies is sensitive to a region that
is currently completely unconstrained by existing precision DIS data.
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Figure 46. CC cross-section for the neutrino—nucleon interaction on an isoscalar target
as a function of neutrino energy. The total CC cross-section is broken down into the
contributions of the valence, up—down, strange—charm, and bottom—top quarks. The
calculation was based on reference [307].

Another instance where the dynamics at low x is crucial for neutrino physics is in under-
standing the mechanisms of ultra-high-energy neutrino production. Such neutrinos are pro-
duced in interactions that involve hadrons, either in yp or in pp interactions. They emerge as
decay products of pions, kaons, and charmed mesons, and possibly beauty mesons if the energy
is high enough [309]. For example, in the atmosphere, neutrinos are produced by interactions
between highly energetic cosmic rays and nitrogen and oxygen nuclei. The lower-energy part
of the atmospheric neutrino spectrum, up to about 100 TeV or so, is dominated by the decay of
pions and kaons. This is called the conventional atmospheric neutrino flux. Above that energy
the neutrino flux is dominated by the decay of shorter-lived charmed mesons. Thus, this part
of the neutrino flux is called the prompt neutrino flux. The reason that the prompt neutrino flux
dominates at high energies is specifically related to the lifetime of the intermediate mesons (and
also baryons such as A.). The longer-lived pions and kaons have a high probability of inter-
acting before they decay, thus degrading their energy and leading to a steeply falling neutrino
flux. The cross-section for the production of charmed mesons is smaller than that for pions and
kaons, but the charmed mesons D*, D°, and D, and the baryon A, have shorter lives than pions
and kaons, and thus decay prior to any interaction. Thus, at energies of about 100 TeV the
prompt neutrino flux will dominate over the conventional atmospheric neutrino flux. There-
fore, the knowledge of this part of the spectrum is essential as it provides a background for the
sought-after astrophysical neutrinos [310]. Charmed mesons in high-energy hadron—hadron
interactions are produced through gluon—gluon fusion into cc pairs, where one gluon carries
rather large x and the other carries very small x. Since the scales are small, of the order of
the charm masses, the values of the longitudinal momentum fractions involved are also very
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Figure 47. Differential CC neutrino cross-section 10° x xQ? do®C/dx dQ?*(nb) as a
function of Q* and x for a fixed neutrino energy of £, = 10'! GeV. Left: surface plot;
right: contour plot.

small and thus the knowledge of the parton distributions in this region is essential [311]. The
predictions for the prompt neutrino flux become extremely sensitive to the behaviour of the
gluon distribution at low x (and low 0?), where novel QCD phenomena such as resummation
as well as gluon saturation are likely to occur [312].

In addition, the LHeC measurements could help to pin down one enduring mystery—what
is the composition of the most energetic cosmic rays? The best measurements of their com-
position at energies of more than 10'® eV are based on studies of how showers develop in
the atmosphere. The main observable is the depth (in the atmosphere) of the shower max-
imum—the so-called X .. The absolute value of X« and the elongation rate dX .y /dE of
cosmic rays depend on the assumed details of the hadronic physics. A change in the elongation
rate observed by the Auger observatory has often been interpreted as a signature of composition
change (i.e. from mostly protons to mostly iron) with increasing energy [313, 314]. However,
new hadronic phenomena, such as a colour glass condensate, might also lead to a change in
the elongation rate. The observation of saturation in a Large Hadron—electron Collider would
help in the selection of one of these two options [315, 316].

Finally, low-x dynamics will become even more important at the HL-LHC and FCC hadron
colliders, see section 9.6. With increasing centre-of-mass energy, hadron colliders will probe
values of x previously unconstrained by HERA data. It is evident that all the predictions for
pp interactions at high energy will heavily rely on PDF extrapolations to the small-x region,
which carry large uncertainties. As discussed in detail in this section, resummation will play
an increasingly important role in the low-x region of PDFs. A precision DIS machine is thus
an indispensable tool for constraining QCD dynamics at low x with great precision as well as
for providing complementary information and independent measurements to those of hadronic
colliders.

4.3. Diffractive deep inelastic scattering at the LHeC

4.3.1. Introduction and formalism. The diffractive events in DIS are characterized by the pres-
ence of large, non-exponentially suppressed rapidity gaps. By ‘large rapidity gap’, one means
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that there is a large region of the detector which is free of any particle activity between the pro-
ton (or a state with proton quantum numbers) and the rest of the produced particles. During the
1990s, both the H1 and ZEUS experiments at HERA observed diffraction in DIS [317-320],
which constituted a large fraction (about 10%) of all DIS events.

Diffractive events in DIS can typically be characterized by the presence of two scales: soft
and hard. The soft scale is related to the size of the proton, which, in diffractive events, typ-
ically remains intact'’°, and the second scale, Q%, which is perturbative. It was the presence
of the latter, hard scale which enabled us to describe the diffraction in DIS in terms of the
collinear factorization theorems [321-323]. In a series of groundbreaking papers [319, 320,
324-330] (see reference [331] for a review), the HERA experiments performed an analysis
and determined that the diffractive events could be described in terms of the diffractive parton
densities.

The precise measurement of diffractive DIS over a wide kinematic range can provide unique
insights into many facets of the strong interaction dynamics. Because of the presence of the
large rapidity gap, it has been understood that the diffractive process proceeds through the
exchange of a composite object that preserves colour neutrality, and which has the quantum
numbers of the vacuum. Thus, the mechanism through which a composite object interacts
perturbatively [332—338] can offer information about confinement and in general about emer-
gent phenomena in strong interactions. It was established some time ago [339-342] that the
diffractive phenomena are closely related to low-x dynamics, and in particular to the par-
tonic structure of the proton in this regime. Therefore, an investigation of diffraction can
offer unique insights into the role and importance of higher twists and nonlinear parton evo-
lution. It is also known [343] that there is a relation between the diffraction in ep and nuclear
shadowing. This relation has been used, for example, to successfully predict the amount of
shadowing in some processes in LHC ultraperipheral collisions [344, 345]. Finally, precise
measurements of the diffractive structure functions in the extended kinematic range of LHeC
with respect to HERA will allow for the accurate extraction of diffractive PDFs and pro-
vide more stringent constraints on the uncertainties. This, in turn, will facilitate tests of the
range of validity of perturbative factorisation [321-323] and of the potential importance of
the higher twist effects.

In the following we will present studies of the inclusive diffraction that will be possible at
the LHeC. The detailed analysis was performed in reference [346], and we shall summarize
these results in this and the following two subsections. The LHeC will substantially extend the
kinematic coverage of the HERA analyses, leading to much more detailed tests of theoretical
ideas than have been possible hitherto. Although the analysis done in [346] and summarized
here was done at the NLO of QCD, it is worth noting that similar analyses in the HERA context
have recently been extended to the NNLO [347].

A diffractive deep inelastic event is schematically depicted in the diagram shown in
figure 48. It is assumed that this process proceeds through a neutral-current exchange. CCs
could also be considered, and were measured at HERA [326] but with large statistical uncer-
tainties and in a very restricted region of phase space. The LHeC and the FCC-eh will allow
the measurement of charge currents in diffractive DIS with larger statistics and more extended
kinematics than at HERA. However, in the study [346] summarized here, only neutral currents
were considered, hence we shall also limit ourselves to that case.

The incoming electron or positron, with a four-momentum k, scatters off the proton, with a
four-momentum p. Here, we only consider protons, though in principle, one could also have

176 Or dissociates into a low-mass excitation with quantum numbers of the proton.
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p oo

Figure 48. Diagram of a diffractive NC event in DIS together with the corresponding
variables, in the one-photon exchange approximation. The incoming proton scatters elas-
tically or is dissociated into a low-mass excitation Y. The system of particles denoted
by X is then separated from the proton (or its excitation Y) by a large rapidity gap. The
double line indicates a diffractive exchange in the 7 channel.

nuclei. The inclusive diffraction in the nuclear case will be considered in section 6. The inter-
action proceeds through the exchange of a virtual photon with a four-momentum ¢ and the
diffractive exchange in the ¢ channel (indicated by the double line in figure 48). The kinematic
variables for such an event include the standard deep inelastic variables
2

—-q g

’ y — T (4.9)
2p-q Pk

Q2 = _q2, X =

where Q7 is the (minus) photon virtuality, x is the Bjorken variable, and y the inelasticity of
the process. In addition, the variables

s = (k+ p)?, W? = (g + p), (4.10)

are the electron—proton centre-of-mass energy squared and the photon—proton centre-of-mass
energy squared, respectively. A diffractive event ep — eXY is uniquely characterized by the
presence of a large rapidity gap between the diffractive system (with an invariant mass My)
and the final proton (or its low-mass excitation) ¥ with a four-momentum p’. Therefore, in
order to fully describe the diffractive event in DIS, an additional set of variables is necessary.
They are defined as follows:

Q*+M3; —t
0+ w2 7

Q2

6:Q2+M§—t'

t=(p-p)y. €= (4.11)
In the above, ¢ is the squared four-momentum transfer at the proton vertex, £ (alternatively
denoted by x,p) can be interpreted as the momentum fraction of the diffractive exchange with
respect to the incoming hadron, and S is the momentum fraction of the struck parton with
respect to the diffractive exchange. The two diffractive momentum fractions are constrained to
give Bjorken-x, x = B¢.

The kinematic range in (3, QZ, &) that we consider at the LHeC is restricted by the following
cuts:

° Q2 > 1.8 GeV?Z: due to the fact that the initial distribution for the DGLAP evolution is
parameterised at u§ = 1.8 GeV?. The renormalisation and factorisation scales are taken
to be equal to Q.
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Figure 49. Kinematic phase space for inclusive diffraction in (x, Q%) for the EIC
(magenta region), the LHeC (orange region), and the FCC-eh (dark blue region) as
compared with the HERA data (light blue region, ZEUS-LRG [327], HI-LRG [330],
HERA-FLPS [348]). The acceptance limit for the electron in the detector design has
been assumed to be 1°, and we take £ < 0.4 (see text for details). Reproduced from
[346]. CC BY 4.0.

e ¢ < 0.4: constrained by physical and experimental limitations. This rather high £ value
is an experimental challenge and physically enters the phase-space region where the
Pomeron contribution should become negligible compared with sub-leading exchanges.
Within the two-component model, see equation (4.16) below, at high &, the cross-section
is dominated by the secondary Reggeon contribution, which is poorly fixed by the HERA
data. Nevertheless, we present this high £ (> 0.1) region for illustrative purposes and for
the sake of discussion of the fit results below. It is also worth mentioning that with an appro-
priate detector design, it might be possible to reach this region of high &, which would be
very interesting and provide new constraints on the Pomeron and Reggeon contributions
with respect to HERA.

In figure 49 the accessible kinematic range in (x, 0?) is shown for four machines: HERA,
the EIC, the LHeC, and the FCC-eh [346]. For the LHeC design, the range in x is increased
by a factor of ~20 compared to that of HERA, and the maximum available Q? is increased
by a factor of ~100. The FCC-eh machine would further increase this range with respect to
LHeC by roughly one order of magnitude in both x and Q°. We also show the EIC kine-
matic region for comparison, which could cover high values of x as well as the low Q°
range. The three different machines are clearly complementary in their kinematic coverage,
since the LHeC and the EIC add sensitivity at lower and higher values of x than HERA,
respectively.

In figure 50 the phase space specific to diffractive processes in (3, Q%) is shown for fixed &
for the LHeC [346]. Thanks to its high centre-of-mass energy the LHeC machine probes very
small values of &, reaching 10~* with a wide range of /3, and for the perturbative values of Q.
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Figure 50. Kinematic phase space for inclusive diffraction in (/3, 0?) for fixed values of
& for the LHeC design. The horizontal lines correspondingly indicate Q> = 5 GeV?, the
smallest data value for the DGLAP fit performed in this study, and m? the six-flavour
threshold. The dashed line marks the kinematic limit for 77 production. Reproduced from
[346]. CC BY 4.0.

Of course, the ranges in 3 and £ are correlated, since x = 5¢. Therefore, for small values of
& only large values of 3 are accessible, while for large &, the range of 3 extends to very small
values. The two horizontal lines denote Q* = 5 GeV? and the m? threshold. The first value is
the scale corresponding to the smallest data in the DGLAP fit and diffractive parton distribution
function (DPDF) extraction discussed later. The dashed line corresponds to the kinematic limit
of #f production.
In analogy to the inclusive case, the diffractive cross-sections in the neutral current case can
be represented in the form of the reduced cross-sections [326]:
3D 2
$o ) _ My 500 (4.12)
d¢dpdo* B!
where Y = 1 + (1 — y)? and the reduced cross-sections can be expressed in terms of two
diffractive structure functions F? and FP. In the one-photon approximation, the relations are

2
oo = F39(B.£,.0%) — %Fﬁ)@(ﬂ, £,0). (4.13)
+

In the above, both the cross-sections and the structure functions are integrated over the momen-
tum transfer, 7. This is indicated by the @, F?® FP® notation, where ‘3’ means that the
cross-section or structure function depends on three variables, (3, £, and Q). Depending on
the detector setup and luminosity it could also be possible to measure 0@, FP®| FP® which
depends on four variables (3, £, Q2, 7). Also, in principle, for the neutral-current case, one needs
to consider Z° exchange in addition to photon exchange, but in the analysis [346] presented

here, it was neglected.
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Both 02 and 02" have been measured at the HERA collider [319, 320, 324-330] and
were used to obtain QCD-inspired parameterisations.

The standard perturbative QCD approach to diffractive cross-sections is based on the
collinear factorisation [321-323]. In those works, it was demonstrated that, similarly to the
inclusive DIS cross-section, the diffractive cross-section can be written, up to terms of order

O(A? /Q?%), where A is the hadronic scale, in a factorised form
! (B
do? 7N (B,6, 070 = ) / dzds* (Z, Q2> @600, (4.14)
; V0

where the sum is performed over all parton flavours (gluon, d-quark, u-quark, etc). The hard-
scattering partonic cross-section d6¢, corresponding to short-distance physics, can be com-
puted order by order in perturbative QCD and is the same as in the inclusive DIS case. The
long-distance part, fP is the DPDF. These functions can be interpreted as the conditional prob-
abilities of finding partons in the proton, provided the latter is scattered into a final-state system
Y with specified four-momentum p’. They are evolved using the DGLAP evolution equations
[349-352], similarly to the inclusive case. The analogous formula to (4.14) for the #-integrated
structure functions reads

1
dz B
B (3,600 = /3 ~ G (Z) 79600, (4.15)
where the coefficient functions C 1 ; are the same as in inclusive DIS, and can be computed
perturbatively in QCD.

Fits to the diffractive structure functions [326, 328] usually parameterise the diffractive

PDFs in a two-component model, which is the sum of two diffractive exchange contributions,
IP and IR:

FPY@E 070 = i€ £z ) + fir(6.0) fF(z. 07). (4.16)

For both of these terms proton vertex factorisation is separately assumed, meaning that the
diffractive exchange can be interpreted as colourless objects called Pomerons or Reggeons
with parton distributions f"*®(3, 0%). Note that this factorization is completely different from
the collinear factorization for the structure functions mentioned above. It is an additional
assumption motivated by the Regge theory and is supported by the fits to the diffractive data.
The flux factors f fP, (&, 1) represent the probability that a Pomeron/Reggeon with given values
of &, t couples to the proton. They are parameterised using the form motivated by Regge theory,

eBipirt

frem&.n= A[P,IRW, (4.17)

with a linear trajectory a;p () = aypr(0) + a}PJRt, where Byp r is the ¢ slope and A;p g are
normalization factors. One can also introduce the diffractive PDFs which correspond to the
t-integrated cross-sections

PV 6,00 = ¢hE) [z, 01 + ¢4 f1R(z, 0%, (4.18)
with
b (&) = / dr fp (& ). (4.19)
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Note that the notions of Pomeron and Reggeon used here to model hard diffraction in DIS are,
in principle, different from those describing the soft hadron—hadron interactions; in particular,
the parameters of the fluxes may be different.

As is usual for the DGLAP evolution one needs to specify suitable initial conditions (see
[346] for details). The diffractive parton distributions of the Pomeron at the initial scale
py =18 GeV? are parameterised as

2fF(z pg) = A% (1 — )9, (4.20)

as in the ZEUS-SJ parametrisation, and where i is a gluon or a light quark and the momentum
fraction z = f3 in the case of quarks. In the diffractive parameterisations the contributions of
all the light quarks (antiquarks) are assumed to be equal. For the treatment of HFs, a VENS is
adopted, in which the charm and bottom quark DPDFs are radiatively generated via DGLAP
evolution, and no intrinsic heavy quark distributions are assumed. The structure functions are
calculated using a general-mass variable flavour number scheme (GM-VENS) [353, 354] which
ensures a smooth transition of F 1, across the flavour thresholds by including O(m? / Q%) correc-
tions. The parton distributions for the Reggeon component are taken from a parameterisation
which was obtained from fits to the pion structure function [355, 356].

In equation (4.16) the normalisation factors of fluxes A;p ;z and of DPDFs A; appear in the
product. In order to resolve the ambiguity!”’ the normalization A;p was fixed and f/*(z, Q%)
was normalised to the pion structure function. This resulted in A; and Az being well-defined
free-fit parameters. For full details of the parametrisations, see reference [346].

4.3.2. Pseudodata for the reduced cross-section. 1In order to generate the pseudodata for
the LHeC, one needs to use a certain model which extrapolates the data from HERA. In the
study [346] described here, the reduced cross-sections are extrapolated using the ZEUS-SJ
DPDFs. Following the scenario of the ZEUS fit [328] we work within the VENS scheme at
the NLO accuracy. As mentioned before, calculations at the NNLO accuracy exist; however,
for the purposes of this analysis, it is sufficient to work at the NLO accuracy. The transition
scales for DGLAP evolution are fixed by the heavy-quark masses, ;> = m? and the struc-
ture functions are calculated in the Thorne—Roberts GM-VENS [357]. The Reggeon PDFs are
taken from the GRV pion set [356], the numerical parameters are taken from tables one and
three of reference [328], and the heavy-quark masses are m, = 1.35 GeV, m;, = 4.3 GeV, and
as(M2) = 0.118.

The pseudodata were generated [346] using an extrapolation of the fit to the HERA data,
which provided the central values, amended with a random Gaussian smearing with a stan-
dard deviation corresponding to the relative error §. An uncorrelated 5% systematic error was
assumed giving a total uncertainty of

0 =1/ 0% + Ogar- 4.21)

The statistical error was computed by assuming a very modest integrated luminosity of 2 fb—!,
see reference [36, 37]. For the binning adopted in the study [346], the statistical uncertain-
ties have a very small effect on the uncertainties in the extracted DPDFs. Obviously, a much
larger luminosity would allow a denser binning that would result in smaller DPDF uncertain-
ties. An extended analysis could, in principle, be performed for 0”®, which would include ¢
dependence, provided the latter could be extracted by suitable forward instrumentation.

177 Here, as in the HERA fits, A;p is fixed by normalizing ¢;5(0.003) = 1.
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Figure 51. Selected subset of the simulated data for the diffractive reduced cross-section
as a function of 3 in bins of £ and Q? for ep collisions at the LHeC, based on the extrapo-
lation of the ZEUS-SI fit to the HERA data. The curves for £ = 0.01,0.001, and 0.0001
are shifted upwards by 0.04, 0.08, and 0.12, respectively. The integrated luminosity is
taken to be 2 fb~!. Reproduced from [346]. CC BY 4.0.

In figure 51 we show a subset of the simulated data for the diffractive reduced cross-section
£0,.q as a function of 3 in selected bins of & and Q* for the LHeC [346]. For the most part the
errors are very small, and are dominated by the systematics. The breaking of Regge factori-
sation, evident at large &, is caused by the large Reggeon contribution in that region, whose
validity could be further investigated at the LHeC.

We see that for the LHeC parameters, the integrated luminosity is sufficient for the precise
measurement of the diffractive reduced cross-section. The study could be further refined by
implementing more information about the potential sources of the systematic errors, includ-
ing correlations. In addition, by varying the centre-of-mass energy one could also extract the
longitudinal structure function Ff(3). A pioneering measurement of this quantity was per-
formed at HERA [358], albeit with very limited precision. The longitudinal diffractive structure
function could be extremely valuable information, as it is an independent diffractive struc-
ture function and provides an additional constraint on the diffractive PDFs. It may also be a
quantity that is more sensitive to the higher twist contribution. However, a more detailed anal-
ysis needs to be performed to determine the feasibility and precision of such measurements
at the LHeC.

4.3.3. Potential to constrain diffractive PDFs at the LHeC. We next discuss the prospects for
the extraction and constraint of the diffractive PDFs from the future experimental data to be
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obtained at the LHeC. The strategy for assessing the constraining potential was developed
in [346], which we summarise below. First, the central values of the pseudodata are gener-
ated using the central set of the ZEUS-SJ fit and distributed according to a Gaussian with
an experimental width given by equation (4.21), which also provides the uncertainty in the
pseudodata. After that, the pseudodata in a fit are included alongside the existing HERA data
using the same functional form of the initial parametrisation. The quality of the resulting fit
is very good, as expected, and x?/ndf ~ 1 is obtained, which demonstrates the consistency
of the approach.

To evaluate the experimental precision with which the DPDFs can be determined, sev-
eral pseudodata sets, corresponding to independent random error samples, were generated
[346]. Each pseudodata set was fitted separately. The minimal value of Q* for the data con-
sidered in the fits was set to Q. = 5 GeV?. The reason for this cutoff was to demonstrate
the feasibility of the fits that only included the range in which the standard twist-2 DGLAP
evolution was expected to be trustworthy. At HERA, the Q2. values that gave acceptable
DGLAP (twist-2) fits were 8 GeV? [326] and 5 GeV? [327] for HI and ZEUS, respectively. At
smaller values, the fits deteriorated. The maximum value of £ was set by defaultto &, = 0.1,
above which, the cross-section started to be dominated by the Reggeon exchange. The bin-
ning adopted in the study [346] roughly corresponded to four bins per order of magnitude
for each of &, 8, and Qz.

ForQ%. =5 GeV?, £, .. = 0.1 and below the top threshold, this results in 1229 pseudodata
points for the LHeC. The top-quark region adds 17 points for the LHeC. The LHeC offers a
window with which to study the top-quark contribution to diffraction over a limited range of
kinematics; going further, to FCC-eh, would expand that possibility greatly. By reducing Q2.
to 1.8 GeV? we get 1589 pseudodata points, while increasing & to 0.32 adds around 180 points
for the LHeC machine. Of course, in the case of the lower value of QZ, the collinear formalism
with a leading twist contribution may become questionable. The fact that the ZEUS and H1 fits
based on DGLAP did not describe the data well in the low-Q* region may indicate that other
effects may start to play important roles. In reference [359] it was argued that this deviation
from the leading twist DGLAP evolution might be an indication of higher twist effects. The
larger lever arm in x, and the high precision of the data produced by the LHeC will be extremely
helpful in mapping out the region of validity of the leading twist description and should help
to constrain the higher twist effects in diffraction. Dedicated studies of the LHeC potential in
this area will need to be performed.

The potential for the determination of the gluon DPDF was investigated by fitting the inclu-
sive diffractive DIS pseudodata using two models with different numbers of parameters, named
S and C (see reference [346] for details), with a fixed value of ap jz(0), in order to focus on the
shape of the Pomeron PDFs. At HERA, both S and C fits provided equally good descriptions
of the data with x?/ndf = 1.19 and 1.18, respectively, despite different gluon DPDF shapes.
The LHeC pseudodata are much more sensitive to gluons, resulting in x?/ndf values of 1.05
and 1.4 for the S and C fits, respectively. This also clearly shows the potential of the LHeC
to better constrain the low-x gluons and therefore unravel eventual departures from standard
linear evolution.

In figure 52 the diffractive gluon and quark distributions are shown for the LHeC as a func-
tion of the longitudinal momentum fraction z for fixed scales of ;> = 6,20, 60, and 200 GeV?,
see [346]. The bands labelled A, B, and C denote fits to three statistically independent pseudo-
datareplicas, obtained from the same central values and statistical and systematic uncertainties.
Hereafter, the uncertainty bands shown correspond to Ay? = 2.7 (at a 90% confidence level
(CL)). Also, the extrapolated ZEUS-SJ DPDFs are shown with error bands marked by the
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Figure 52. Diffractive PDFs for gluons and quarks in the LHeC kinematics as a function
of the momentum fraction z for fixed values of scale uz. Results of fits to three (A, B,
and C) pseudodata replicas are shown together with the experimental error bands. For
comparison, the extrapolated ZEUS-SJ fit is also shown (black) by hatched error bands.
The vertical dotted lines indicate the HERA kinematic limit. The bands indicate only the
experimental uncertainties. The shaded band indicates the region that is inaccessible to
the LHeC. Reproduced from [346]. CC BY 4.0.

diagonally hatched area. Note that the depicted uncertainty bands are solely due to experimen-
tal errors and neglect theoretical sources such as fixed input parameters and parameterisation
biases. The area of extrapolation beyond the reach of the LHeC is marked in grey and the
HERA kinematic limit is marked with a vertical dotted line. The low-x DPDF determination
accuracy is improved with respect to HERA by a factor of five to seven for the LHeC, and
completely new kinematic regimes are accessed.

For a better illustration of the precision, in figure 53 the relative uncertainties are shown
for parton distributions at different scales, see [346]. The different bands show the variation
with upper cutoffs on the available ¢ range from 0.01 to 0.32. In the best-constrained region
of z ~ 0.1, the precision reaches the 1% level. We observe only a modest improvement in the
achievable accuracy of the extracted DPDFs with a change of £ by an order of magnitude from
0.01 to 0.1. An almost negligible effect is observed when the ¢ range is further extended up to
0.32. This is very encouraging, since measurements for very large values of £ are challenging.
This reflects the dominance of the secondary Reggeon in this region.

We stress again that only experimental errors are included in our uncertainty bands. Neither
theoretical uncertainties nor parameterisation biases are considered. Of course, such studies
could be expanded to obtain more precise estimates of the potential of the LHeC measure-
ments, in order to constrain and detect deviations from the factorization of the importance of
the higher twists, for example. For a detailed discussion of this and other aspects of the fits, see
reference [346].

4.3.4. Hadronic final states in diffraction and hard rapidity gap processes. Various diffractive
processes offer a unique opportunity to investigate factorisation properties and can help to
disentangle DGLAP vs BFKL dynamics.

The factorisation properties of diffractive DIS were a major topic of study at HERA [331]
and are highly relevant to the interpretation of diffractive processes at the LHC [360]. A general
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Figure 53. Relative uncertainties in the diffractive gluon PDFs for the LHeC kinematics.
Two different choices of scale are considered, ;> = 6 and ;> = 20 GeV?>. The blue,
red, and green bands and the magenta line correspond to different maximal values of
£ =0.01,0.03,0.1, and 0.32, respectively. The cross-hatched areas show kinematically
excluded regions. The bands only indicate the experimental uncertainties, see the text.
Reproduced from [346]. CC BY 4.0.

theoretical framework was provided by the proof [321] of a hard-scattering collinear QCD fac-
torisation theorem for semi-inclusive DIS scattering processes such as ep — epX. This implies
that the DPDFs extracted in fits to inclusive diffractive DIS may be used to predict perturbative
cross-sections for hadronic final-state observables such as HF or jet production. Testing this
factorisation pushes at the boundaries of applicability of perturbative QCD and will be a major
topic of study at the LHeC.

The tests of diffractive factorisation at HERA were strongly limited by its kinematics. The
mass of the dissociation system X was limited to approximately My < 30 GeV, which implied,
for example, that jet transverse momenta could not be larger than about 15 GeV and more gen-
erally left very little phase space for any studies at perturbative scales. As well as restricting the
kinematic range of studies, this restriction also implied large hadronisation and scale uncer-
tainties in theoretical predictions, which in turn limited the precision with which tests could be
made.

The higher centre-of-mass energy of the LHeC will open up a completely new regime
for diffractive hadronic final-state observables, in which masses and transverse momenta are
larger and theoretical uncertainties will be correspondingly reduced. For example, Mx values
in excess of 250 GeV will be accessible, while remaining in the region £ < 0.05, where the
leading diffractive (Pomeron) exchange dominates. The precision of tests is also improved by
the development of techniques for NNLO calculations for diffractive jets [361].

Figure 54 shows a simulation of the expected diffractive jet cross-section at the LHeC,
assuming DPDFs extrapolated from H1 at HERA [326], using the nlojet++ framework
[362]. An integrated luminosity of 100fb~! is assumed, the kinematic range considered is
Q2 >2 GeV?, 0.1 < vy < 0.7, and the scattered electron angles are larger than 1°. Jets are
reconstructed using the kr algorithm with R = 1. The statistical precision remains excel-
lent up to jet transverse momenta of almost 50 GeV, and the theoretical scale uncertain-
ties (shaded bands) are substantially reduced compared with the HERA measurements. A
comparison between a measurement of this sort of quality and predictions refined using
DPDFs from inclusive LHeC data would clearly provide an exacting test of diffractive
factorisation.

Further interesting hadronic final-state observables that were studied at HERA and could be
extended at the LHeC include open charm production, thrust and other event shapes, charged
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Figure 54. Simulated diffractive dijet cross-section as a function of leading jet trans-
verse momentum in the kinematic range Q° > 2 GeV2 and 0.1 < y < 0.7, with scattered
electron angles in excess of 1°. The error bars indicate predicted statistical uncertain-
ties for a luminosity of 100fb~!. The coloured bands correspond to the theoretical
uncertainties when the renormalisation and factorisation scales are varied by factors of
two.

particle multiplicities, and energy flows. In addition, the LHeC opens up completely new chan-
nels, notably diffractive beauty and W and Z production; the latter gives a sensitivity to the
quark densities that is complementary to that offered by inclusive diffraction.

Of separate interest are hard rapidity gap processes, for example ~*p— J/v +
rapidity gap(Ay) + Y at large —¢ > 1 GeV?. In such processes DGLAP evolution is strongly
suppressed, and therefore, this is an ideal laboratory with which to investigate BFKL dynam-
ics. The dependence of the process on Ay is expected to be given by o ~ Ay**®. Here,
the effective Pomeron trajectory is parameterized as ap(f) = 1 4+ w(¢). The current models
give w values between 0.5 (LO BFKL) and w = 0.2—0.3 for the resummed BFKL. With
an appropriate large-acceptance detector one would be able to study the dependence on
Ay in a wide rapidity interval as well as the dependence on the momentum transfer 7.
Hence, this process offers a powerful test for the theoretical predictions of the properties of
the BFKL Pomeron.

4.4. Theoretical developments

4.4.1. Prospects for higher-order pQCD in DIS. With its large anticipated luminosity, the
LHeC will be able to perform highly precise measurements for a wide variety of final states in
DIS, often exploring novel kinematical ranges, challenging the theory of QCD at an unprece-
dented level of accuracy, and enabling precision determinations of QCD parameters and of the
proton’s parton structure. For this programme to succeed, it will be necessary to be able to
confront the LHeC precision data with equally precise theoretical predictions.

In the SM, these predictions can be obtained through a perturbative expansion to sufficiently
high order. These calculations are performed in the larger framework of QCD factorisation [39]
and exploit the process-independence of parton distributions, whose evolution is controlled by
the DGLAP equations. The DGLAP splitting functions have already been known to the NNLO
level for quite some time [363, 364], and important progress has recently been made towards
their N3LO terms [93, 94]. Moreover, mixed QCD/QED corrections have been derived for the
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DGLAP splitting functions [365], enabling a consistent combination of QCD and electroweak
effects.

The physics opportunities that are already offered by the HERA legacy data set have moti-
vated substantial recent activity in the study of precision QCD calculations for deeply inelastic
processes. At the inclusive level, although the QCD coefficients for the inclusive DIS structure
functions have been known to three loops (N3LO) for some time [366], they were recently
improved upon by the computation of heavy-quark mass effects [367, 368]. Fully differential
predictions for final states with jets, photons, heavy quarks, or hadrons are generally avail-
able to the NLO in QCD, often dating back to the HERA epoch. Technical developments that
were made in the context of fully differential higher-order QCD calculations for LHC pro-
cesses have enabled substantial advances in the theoretical precision of DIS jet cross-sections.
Fully differential predictions for single-jet production are now available to the NNLO [201]
and the N3LO [203, 278] for neutral-current and CC DIS, and dijet production [162, 163,
369] has been computed to the NNLO. The latter calculations were performed with fully
differential parton-level final-state information, thereby allowing their extension to jet pro-
duction in diffractive DIS [361] and to DIS two-parton event shapes [204]. The newly derived
NNLO jet cross-sections were partly used in the projections for LHeC precision jet studies in
sections 4.1.2 and 4.3.4 above.

The NLO calculations in QCD [370-372] and the electroweak theory [373, 374] have been
largely automated, and are now available in multipurpose event-generator programs [375-377]
for processes of arbitrary multiplicity. These can be combined with parton-shower approxima-
tions to provide NLO-accurate predictions for fully exclusive final states. Although these tools
have mostly been applied to hadron collider observables, they are also ready to be used for DIS
processes [202], thereby offering novel opportunities for precision studies using the LHeC.
In this context, electroweak corrections may become particularly crucial for high-mass final
states at the LHeC, and have been largely unexplored up to now. A similar level of automation
has not yet been reached at the NNLO, where calculations are performed on a process-by-
process basis. For DIS processes, fully differential NNLO calculations for trijet final states
or for heavy-quark production could become feasible in the near-term future. Moreover, a
whole set of calculations at this order for specific final states (involving jets, vector bosons,
or heavy quarks) in photoproduction could readily be taken over by adapting the respective
hadron collider results.

The all-order resummation of large logarithmic corrections to hadron collider processes has
made very substantial advances in the recent past, owing to the emergence of novel systematic
frameworks from soft-collinear effective theory, or in momentum space resummation. As a
result, threshold logarithms and transverse-momentum logarithms in benchmark hadron col-
lider processes can now be resummed up to the third subleading logarithmic order, N3LL. A
similar accuracy has been reached for selected event shapes in electron—position annihilation.
For DIS event shapes, the currently available predictions only include up to NLL resummation
[378]. With the newly available frameworks, they could be improved by two more logarithmic
orders, as demonstrated in exploratory work on the DIS one-jettiness event shape [199, 200].
Applications of this framework to final states in DIS at the small-x limit (see section 4.2) are
largely unexplored, and may provide important novel insights into the all-order dynamics in
the high-energy limit.

The full exploitation of future LHeC data will require novel precision calculations for a
variety of benchmark processes, often combining fixed-order, resummation, and parton-shower
event generation to obtain theoretical predictions of matching accuracy. Recent advances in cal-
culational techniques and an increasing degree of automation will help to enable this progress.
A close interplay between experiment and theory will then be crucial in order to combine data
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and predictions into precision measurements of physics parameters and probes of fundamental
particle dynamics.

4.4.2. Theoretical concepts for the light cone.

4.4.2.1. Intrinsic heavy-quark phenomena. Among the most interesting nonperturbative
quantum-field theoretic aspects of hadron light-front wavefunctions in QCD are the intrinsic
heavy-quark Fock states [379-381]. Consider a heavy-quark loop insertion into the proton’s
self-energy. The heavy-quark loop can be attached by gluons to just one valence quark. The
cut of such diagrams yields the standard DGLAP gluon splitting contribution to the proton’s
heavy-quark structure function. In this case, the heavy quarks are produced at very small x.
However, the heavy-quark loop can also be attached to two or more valence quarks in the pro-
ton self-energy. In the case of QED this corresponds to light-by-light lepton loop insertion in
an atomic wavefunction. In the case of QCD, the heavy quark loop can be attached by three
gluons to two or three valence quarks in the proton’s self-energy. This is a non-Abelian inser-
tion into the hadron’s self-energy. The cut of such diagrams gives the intrinsic heavy-quark
contribution to the proton’s light-front (LF) wavefunction. In the case of QCD, the probability
for an intrinsic heavy QQ pair scales according to M%; this is in contrast to heavy ¢/ lepton
pairs in QED, where the probability for heavy leptonQpairs in an atomic wavefunction scales
according to Mi? This difference in heavy-particle scaling in mass distinguishes Abelian from

non-Abelian theories.

A basic property of hadronic LF wavefunctions is that they have strong falloff with the
invariant mass of the Fock state; for example, this is the case for the light-front wave functions
(LFWFs) of the colour-confining AdS/QCD models [382] where M? = [ik*]*> of the Fock
state constituents. This means that the probability is maximised when the constituents have

equal true rapidity, i.e. x; (l?i,- + m?)'/2. Thus, the heavy quarks carry most of the momentum

1

in an intrinsic heavy-quark Fock state. For example, the charm quark in the intrinsic charm Fock
state |uudcc) of a proton carries about 40% of the proton’s momentum: x,. ~ 0.4. After a high-
energy collision, the comoving constituents can then recombine to form the final-state hadrons
along with the proton. Thus, in an ep collision the comoving udc quarks from the |uudcc)
intrinsic five-quark Fock state can recombine to a A, where x5, = x. + x, + x4 ~ 0.5. Sim-
ilarly, the comoving dcc in the |uudcccee) intrinsic seven-quark Fock state can recombine to a
E(ccd)“‘, with X=(ced) = Xe + Xe + Xg ~ 0.9.

Therefore, in the intrinsic heavy-quark model, the wavefunction of a hadron in QCD
can be represented as a superposition of Fock state fluctuations, e.g. |ny), |nyg), [nyQQ),
...components, where ny = dds for the >, uud for the proton, ud for the 7~ and ud for
the 7. Charm hadrons can be produced by coalescence in the wavefunctions of the moving
hadron. Doubly-charmed hadrons require fluctuations such as |nycccc). The probability that
these Fock-state fluctuations will come on mass-shell is inversely proportional to the square of
the quark mass, O(méz”) where n is the number of QQ pairs in the hadron. Thus, the natural

domain for heavy hadrons produced from heavy-quark Fock states consists of l?jQ ~ sz and
a high LF momentum fraction xp [379, 380, 380, 381]. For example, the rapidity regime for
double-charm hadron production y,.; ~ 3 at low energies is well within the kinematic exper-
imental domain of a fixed-target experiment such as the Segmented Large-X Spectrometer
(SELEX) at the Tevatron [383]. Note that the intrinsic heavy-quark mechanism can account for
many previous observations of forward heavy-hadron and single and double J /v production by
pions at high xp > 0.4 in the low-energy fixed-target NA3 experiment, the high-xg production
of pp — Ac,+ X and pp — A, + X observed at the ISR, single and double Y'(bb) production,

m



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

and the quadra-bottom tetraquark [bbbb] production recently observed by the AnDY experi-
ment at the RHIC [384]. In addition, the EMC Collaboration observed that the charm quark
distribution in the proton at x = 0.42 and Q% = 75 GeV? was 30 times larger that expected
from DGLAP evolution. All of these experimental observations are naturally explained by the
intrinsic heavy-quark mechanism. The SELEX observation [383] of double charm baryons at
high xp reflects production by double intrinsic heavy-quark Fock states of the baryon projec-
tile. Similarly, the high-xp domain—which would be accessible at forward high xg—is the
natural production domain for heavy hadron production at the LHeC.

The production of heavy hadrons based on intrinsic heavy-quark Fock states is thus remark-
ably efficient and greatly extends the kinematic domain of the LHeC, e.g. for processes such
as v*b — Z°b. This is in contrast with the standard production cross-sections based on gluon
splitting, in which only a small fraction of the incident momentum is effective in creating heavy
hadrons.

4.4.2.2. Light-front holography and superconformal algebra. The LHeC has the potential to
probe the high-mass spectrum of QCD, such as the spectroscopy and structure of hadrons con-
sisting of heavy quarks. Insights into this new domain of hadron physics can now be derived by
new non-perturbative colour-confining methods based on LF holography. Among the remark-
ables features of this domain are universal Regge trajectories with universal slopes in both the
principal quantum number n and the internal orbital angular momentum L. Other key features
are di-quark clustering and supersymmetric relations between the masses of mesons, baryons,
and tetraquarks. In addition, the running coupling is determined at all scales, including the soft
domain relevant to rescattering corrections to LHeC processes. The combination of lightfront
holography with superconformal algebra leads to the novel prediction that hadron physics has
supersymmetric properties in both spectroscopy and dynamics.

4.4.2.3. Light-front holography and recent theoretical advances. Five-dimensional AdSs
space provides a geometrical representation of the conformal group. Remarkably, AdSs is holo-
graphically dual to 3 + 1 spacetime at fixed LF time 7 [385]. A colour-confining LF equation
for mesons of arbitrary spin J can be derived from the holographic mapping of the soft-wall
model modification of AdSs space for the specific dilaton profile e‘”’zzz, where z is the fifth-
dimension variable of the five-dimensional AdSs space. A holographic dictionary maps the
fifth-dimension z to the LF radial variable ¢, with (> = b% (1 — x). The same physics transfor-
mation maps the AdSs and (3 + 1) LF expressions for electromagnetic and gravitational form
factors to each other [386].

A key tool is the remarkable de Alfaro-Fubini-Furlan (dAFF) principle [387] which shows
that a mass scale can appear in a Hamiltonian and its equations of motion while retaining
the conformal symmetry of the action. When applying it to LF holography, a mass scale s
appears, which determines universal Regge slopes and the hadron masses. The resulting LF
Schrodinger equation incorporates colour confinement and other essential spectroscopic and
dynamical features of hadron physics, including Regge theory, the Veneziano formula [388], a
massless pion for zero quark mass and linear Regge trajectories with the universal slope in the
radial quantum number n and the internal orbital angular momentum L. The combination of
LF dynamics, its holographic mapping to AdSs space, and the dAFF procedure provides new
insight into the physics underlying colour confinement, the non-perturbative QCD coupling,
and the QCD mass scale. The gg mesons and their valence LFWFs are the eigensolutions of
the frame-independent relativistic bound-state LF Schrodinger equation.

The mesonic gg bound-state eigenvalues for massless quarks are M>(n, L, S) = 4x>(n +
L + S/2). This equation predicts that the pion eigenstate n = L = § = 0 is massless for zero
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. . . K 4m?
quark mass. When quark masses are included in the LF kinetic energy >, L'jm , the spec-

troscopy of mesons is correctly predicted, with equal slopes of the principal quantum num-
ber n and the internal orbital angular momentum L. A comprehensive review is given in
reference [385].

4.4.2.4. The QCD running coupling at all scales based on light-front holography. The QCD
running coupling a,(Q?) sets the interaction strengths of quarks and gluons as functions of
the momentum transfer Q (see section 4.1). The dependence of the coupling 0 is needed to
describe hadronic interactions at both long and short distances [389]. It can be defined [390] at
all momentum scales from a perturbatively calculable observable, such as the coupling a1 (Q?),
which is defined using the Bjorken sum rule [391], and determined from the sum rule predic-
tion at high Q%, and below such values, from its measurements [392—394]. At high Q°, such
effective charges satisfy asymptotic freedom, obey the usual pQCD renormalisation group
equations, and can be related to each other without scale ambiguity by commensurate scale
relations [395].

The high Q* dependence of a$1(Q?) is predicted by pQCD. In the small-Q* domain its
functional behaviour can be predicted by the dilaton e**? soft-wall modification of the AdSs
metric, together with LF holography [396], to be a8 (Q?) = me~2/4 The parameter x deter-
mines the mass scale of hadrons and Regge slopes in the zero-quark mass limit, and it has been
shown that it can be connected to the mass scale Ay, which controls the evolution of the pQCD
coupling [396—398]. Measurements of a! (0?) [399, 400] are remarkably consistent with this
predicted Gaussian form, and a fit gives k = 0.513 &= 0.007 GeV, see figure 55.

The matching of the high and low Q* regimes of a$'(Q?) determines a scale Q,, which
forms the interface between perturbative and non-perturbative hadron dynamics. This connec-
tion can be made for any choice of renormalisation scheme and one obtains an effective QCD
coupling at all momenta. In the MS scheme one gets Q, = 0.87 & 0.08 GeV [401]. The cor-
responding value of Ay agrees well with the measured world average value and its value
allows the computation of hadron masses using the AdS/QCD superconformal predictions for
hadron spectroscopy. The value of Q, can further be used to set the factorisation scale for
DGLAP evolution [350-352] or the Efremov—Radyushkin—Brodsky—Lepage (ERBL) evolu-
tion of distribution amplitudes [402, 403]. The use of the scale Q, to resolve the factorisation
scale uncertainty in structure functions and fragmentation functions, in combination with the
scheme-independent principle of maximum conformality (PMC) [180] for setting renormalisa-
tion scales, can greatly improve the precision of pQCD predictions for collider phenomenology
at the LHeC and the HL-LHC.

4.4.2.5. Superconformal algebra and hadron physics with LHeC data. If one generalises
LF holography using superconformal algebra the resulting LF eigensolutions yield a unified
Regge spectroscopy of mesons, baryons, and tetraquarks, including remarkable supersymmet-
ric relations between the masses of mesons and baryons of the same parity!’® [404, 405].
This generalisation further predicts hadron dynamics, including vector meson electroproduc-
tion, hadronic LFWFs, distribution amplitudes, form factors, and valence structure functions
[406, 407]. Applications to the deuteron elastic form factors and structure functions are given
in references [408, 409]

178 QCD is not supersymmetrical in the usual sense, since the QCD Lagrangian is based on quark and gluonic fields,
not squarks or gluinos. However, its hadronic eigensolutions conform to a representation of superconformal algebra,
reflecting the underlying conformal symmetry of chiral QCD and its Pauli matrix representation.
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Figure 55. Prediction for the running coupling o' (Q?) at all scales. At lower Q> pre-
dictions are obtained from LF holography, and at higher Q?, they are obtained from per-
turbative QCD. The magnitude and derivative of the perturbative and non-perturbative
couplings are matched at the scale Q,. This matching connects the perturbative scale
Ayys to the non-perturbative scale ~ which underlies the hadron mass scale.

The eigensolutions of superconformal algebra predict the Regge spectroscopy of mesons,
baryons, and tetraquarks of the same parity and twist as equal-mass members of the same
four-plet representation with a universal Regge slope [410—412]. A comparison with exper-
imental results is shown in figure 56. The gg mesons with an orbital angular momentum of
Ly = Lg + 1 have the same mass as their baryonic partners with an orbital angular momentum
of Lg [410, 413].

The predictions of LF holography and superconformal algebra can also be extended to
mesons, baryons, and tetraquarks with strange, charm, and bottom quarks. Although conformal
symmetry is strongly broken by the heavy quark masses, the basic underlying supersymmet-
ric mechanism, which transforms mesons to baryons (and baryons to tetraquarks) still holds
and gives remarkable mass degeneracy across the entire spectrum of light, heavy-light, and
double-heavy hadrons.

The four-plet symmetries of quark—antiquark mesons, quark—diquark baryons, and
diquark—antidiquark tetraquarks are important predictions of superconformal algebra [401,
404]. Recently, the AnDY experiment at RHIC reported the observation of a state at 18 GeV
which can be identified with the [bb][bb] tetraquark [384]. It will be possible to produce states
with heavy quarks such as the [bb][bb] tetraquark at the LHeC, especially at high x in the
proton-beam direction. New measurements at the LHeC are therefore inevitable in order to
manifest the superconformal nature of hadronic bound states.
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Figure 56. Comparison between the p/w meson Regge trajectory and the J = 3/2A
baryon trajectory. Superconformal algebra predicts the mass degeneracy of the meson
and baryon trajectories if one identifies a meson with internal orbital angular momentum
Ly, with its superpartner baryon with Ly, = Lg + 1. See references [410, 413].

5. Electroweak and top quark physics

5.1. Electroweak physics with inclusive DIS data

With the discovery of the SM Higgs boson by the CERN LHC experiments and the subsequent
measurements of its properties, all the fundamental parameters of the SM have now been mea-
sured directly and with remarkable precision. To further validate the theory of electroweak
interactions [25, 414—417], the mechanism of electroweak symmetry breaking, and the nature
of the Higgs sector [418—420], new electroweak measurements have to be performed to the
highest precision. Such high-precision measurements can be considered as a portal to NP, since
non-SM contributions, for instance, loop insertions, may cause significant deviations in some
precisely measurable and calculable observables. At the LHeC, the greatly enlarged kinematic
reach to higher mass scales, compared to those of HERA [421-423], and the large targeted
luminosity will enable electroweak measurements in ep scattering with higher precision than
ever before.

In this section, the sensitivity of inclusive DIS cross-sections to electroweak parameters is
discussed. An extended analysis and a more comprehensive discussion can be found in refer-
ence [424], and some aspects are described in the following. The direct production of W and
Z bosons is discussed in the subsequent section.

5.1.1. Electroweak effects in inclusive NC and CC DIS cross sections. Electroweak NC inter-
actions in inclusive e* p DIS are mediated by the exchange of a virtual photon () or a Z boson
in the 7-channel, while CC DIS is exclusively mediated by W-boson exchange as a purely
weak process. Inclusive NC DIS cross-sections are expressed in terms of generalised structure
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functions F;5, xF; and F{" at the electroweak (EW) leading order (LO) by

d*oNC(etp)  2ma?
dxdQ> — x0Q4

(YL Fy(x, Q) F Y_xF5 (x, 01 =V FL(x. QD) . (5.1

where o denotes the fine structure constant. The terms Y. = 1 & (1 — y)?, where y = Q2 /sx,
describe the helicity dependence of the process. The generalised structure functions are

separated into the contributions made by pure - and Z-exchanges and their interference
[97, 136]:

F3 = F, — (g} + Pegi)rzF3" + [(gh8) + g48%) + 2Pgvgs] k7F5 . (5.2)
Fi = —(g4 £ Pogi)rzFy" + [28085 + Polghgy + g585)] koF% (5.3)

Similar expressions hold for F . In the naive quark—parton model, which corresponds to the
LO QCD approximation, the structure functions are calculated by

{Fz, Fy, Fﬂ = x> [07.2048%. g%¢h + ghet] {a+a} (5.4)
q

x[F7 R = 2Y0 20488 26068 {a — ) (5.5)
q

which represent two independent combinations of the quark and antiquark momentum distribu-
tions, xg and xq. In equation (5.3), the quantities g{, and gﬁ stand for the vector and axial-vector
couplings of a fermion (f = e or f= g for electrons or quarks, respectively) to the Z boson,
and the coefficient x; accounts for the Z-boson propagator, including the normalisation of the
weak couplings. Both parameters are fully calculable from the electroweak theory. The (effec-

tive) coupling parameters depend on the electric charge Oy and the third component of the
. . . . M .
weak isospin, IE’ # Using sin? By = 1 — =¥, one can write

M%°
f_ ) inZ 6 5.6
gy = v/Pney (I = 20 kinc.psin” Oy ) , (5.6)
and
gh = onesli,  with f=(e,u,d). (5.7)

The parameters pyc ; and knc s are calculated as real parts of complex form factors which
include the higher-order loop corrections [425—427]. They contain non-leading flavour-specific
components.

The predictions for CC DIS are written in terms of the CC structure functions W,, xW3, and
Wy and higher-order electroweak effects are collected in two form factors, pec ., and pcceg
[428, 429].

In this study, the on-shell scheme is adopted for the calculation of higher-order correc-
tions. This means that the independent parameters chosen are the fine structure constant «
and the masses of the weak bosons, the Higgs boson, and the fermions. The weak mixing
angle is then fixed, and Gr is a prediction whose higher-order corrections are included in the
well-known correction factor Ar [430—432] (see the discussion of further contributions in
reference [136]).

The predicted single-differential inclusive NC and CC DIS cross-sections for polarised
e” p scattering as a function of Q° are displayed in figure 57. For NC DIS and at higher Q?,
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Figure 57. Single differential cross-sections for polarised ¢~ p NC and CC DIS at
the LHeC for two different electron-beam energies (E,). Cross-sections for longitudi-
nal electron-beam polarisations of P, = —0.8 and 4-0.8 are displayed. For compari-
son, measurements at centre-of-mass energies of /s = 920 GeV by H1 at HERA for
unpolarised (P, = 0%) electron beams are also displayed [433].

electroweak effects are important through «Z interference and pure Z-exchange terms, and
the polarisation of the LHeC electron beam of P, = 0.8 will considerably alter the cross-
sections. For CC DIS, the cross-section scales linearly with P,. Two different electron-beam
energies are displayed in figure 57, and even though the impact of a reduction from E, = 60
to 50 GeV appears to be small, a larger electron-beam energy would yield higher precision for
the measurement of the electroweak parameters, since these are predominantly sensitive to the
cross-sections at the highest scales, as shown in the following.

5.1.2. Methodology of a combined EW and QCD fit. A complete electroweak analysis of the
DIS data has to consider PDFs together with electroweak parameters [434]. In this study, the
uncertainties of electroweak parameters are obtained from a combined fit of the electroweak
parameters and the PDFs, and the inclusive NC and CC DIS pseudodata (see section 4.3.2)
are explored as input data. The PDFs are parameterised with 13 parameters at a starting scale
of Q% and NNLO DGLAP evolution is applied [48, 49]. In this way, the uncertainties in the
PDFs are taken into account, which is very reasonable, since the PDFs will predominantly
be determined from those LHeC data in the future. The details of the PDF fit are altogether
fairly similar to the PDF fits outlined in section 3. Noteworthy differences are that additional
EW effects are included in the calculation by considering the full set of one-loop electroweak
corrections [435], and that the 2 quantity [148], which is an input to the minimisation and error
propagation, is based on normal-distribution relative uncertainties. In this way, a dependence
on the actual size of the simulated cross-sections is avoided. The size of the pseudodata is
therefore set to be equivalent to the predictions [436].
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5.1.3. Weak boson masses My, and M;. The expected uncertainties for a determination of
the weak boson masses, My and M, are determined in the PDF and EW-fit, where one of the
masses is determined together with the PDFs, while the other mass parameter is taken as an
external input. The expected uncertainties for My are

AMw(LHeC — 60) = :tg(exp) + 5(1)])1:) MeV = 10([0[) MeV and
AMw(LHGC — 50) = ig(exp) + 8(PDF) MeV = 12([00 MeV (58)

for the LHeC with E, = 60 GeV and 50 GeV, respectively. The breakdown into experimen-
tal and PDF uncertainties is obtained by repeating the fit with fixed PDF parameters. These
uncertainties are displayed in figure 58 and compared to the values obtained by the LEP2 col-
lider [438], Tevatron [437], ATLAS [439] and the particle data group (PDG) value [183]. The
LHeC measurement will become the most precise measurement performed by a single exper-
iment and will be a great improvement over the best measurement achieved by H1, which
was My (H1) = 80.520 + 0.115 GeV [423]. If the dominant uncorrelated uncertainties can be
reduced from the projected range of 0.5% to 0.25%!7°, precisions for My of up to

AMw(LHGC — 60) = is(exp) + 3(PDF) MeV = 6([00 MeV and
AMw(LHGC — 50) = i6(exp) + 6(PDF) MeV = 8(t0t) MeV (59)

for LHeC-60 and LHeC-50 may be achieved, respectively. The complete dependence of the
expected total experimental uncertainty AMy on the size of the uncorrelated uncertainty
component is displayed in figure 58; with a more optimistic scenario, an uncertainty of up
to AMy =~ 5 MeV can be achieved. In view of such a high accuracy, it will be impor-
tant to study the theoretical uncertainties carefully. For instance, the parametric uncertainty
due to the dependence on the top-quark mass of 0.5 GeV will yield an additional error of
AMy = 2.5MeV. In addition, higher-order corrections, at least the dominant two-loop correc-
tions in DIS, will have to be studied and kept under control. Then, the expected determination
of the W-boson mass from the LHeC data will be among the most precise determinations
and will significantly improve the world average value of My. It will also become competi-
tive with its prediction according to global EW fits, which has current uncertainties of about
AMy =7 MeV [183, 440, 441].

While the determination of My from the LHeC data will be competitive with other mea-
surements, the experimental uncertainties of the determination of M are estimated to be about
11 MeV and 13 MeV for LHeC-60 and LHeC-50, respectively. Therefore, the precision of the
determination of M at the LHeC cannot compete with the precise measurements at the Z-pole
made by the LEP collider and the SLAC Large Detector (SLD), and future et e~ colliders may
even improve on that.

A simultaneous determination of My and My is displayed in figure 59 (left). Although
the precision of these two mass parameters is only moderate, a meaningful test of the high-
energy behaviour of electroweak theory is obtained by using G as an additional input; the high
precision of the G measurement [442] yields a very shallow error ellipse, and a precise test
of the SM can be performed with NC and CC DIS cross-sections alone. Such a fit determines
and simultaneously tests the high-energy behaviour of electroweak theory, while using only

179 For performance reasons, the pseudodata are generated for a rather coarse grid. With the use of a binning that is
closely related to the resolution of the LHeC detector, much finer grids are feasible for x and Q°. Already such a change
would alter the uncertainties of the fit parameters. However, such an effect can be reflected by a changed uncorrelated
uncertainty, and a value of 0.25% appears to be an optimistic but achievable alternative scenario.
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Figure 58. Left: measurements of the W-boson mass assuming fixed values for the
top-quark and Z-boson masses at the LHeC for different scenarios in comparison with
today’s measurements [437—-439] and the world average value (PDG19) [183]. Prospects
for E, = 60 GeV and 50 GeV are displayed for the LHeC, as well as results for two
scenarios with 0.5% and 0.25% of uncorrelated uncertainty (see text). Right: compari-
son of the precision of My for different assumptions of the uncorrelated uncertainty of
the pseudodata. The uncertainty of the world average value is displayed as a horizontal
line. The nominal (and alternative) size of the uncorrelated uncertainty of the inclusive
NC/CC DIS pseudodata is indicated by the vertical line (see text).
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Figure 59. Simultaneous determination of the top-quark mass M, and the W-boson mass
My from LHeC-60 or LHeC-50 data (left). Simultaneous determination of the W-boson
and Z-boson masses from LHeC-60 or LHeC-50 data (right).

the low-energy parameters o and G as inputs (plus values for masses such as M, and My,
which are needed for loop corrections).

5.1.4. Further mass determinations.

Inclusive DIS data are indirectly sensitive to the top-

quark mass M, through radiative corrections. The M;-dependent terms are mainly due to
corrections from the gauge boson self-energy corrections. They are contained in the p and
k parameters and in the correction factor Ar. The leading contributions are proportional to
M?. This allows for an indirect determination of the top-quark mass using LHeC inclusive
DIS data, and a determination of M, will yield an uncertainty of AM, = 1.8 GeV to 2.2 GeV.
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Table 10. Light-quark weak NC couplings (g4, g4, g%, and g¥) and their current most
precise values from the PDG [183], compared with the prospective uncertainties for
different LHeC scenarios. The LHeC prospects are obtained from a simultaneous fit of
the PDF parameters and all four coupling parameters determined at a time.

Expected uncertainties

Coupli t PDG val

Ouping parameter value LHeC-60  LHeC-60 (duncor. = 0.25%)  LHeC-50
g 0.507 902 0.0022 0.0015 0.0035
gl —0. 514*8325;’ 0.0055 0.0034 0.0083
g 0.18 + 0.05 0.0015 0.0010 0.0028
gl ~0.35700 0.0046 0.0027 0.0067

Assuming an uncorrelated uncertainty of the DIS data of 0.25% the uncertainty of M, becomes
as small as

AM, = 1.1-1.4 GeV (5.10)

for 60 and 50 GeV electron beams, respectively. This would represent a very precise indirect
determination of the top-quark mass solely from electroweak corrections and would thus be
fully complementary to measurements based on real #-quark production, which often suffer
from sizeable QCD corrections. The precision achievable in this way will be competitive with
those of indirect determinations from global EW fits after the HL-LHC era [443].

More generally, and to some extent depending on the choice of the renormalisation scheme,

the leading self-energy corrections are proportional to —T and thus a simultaneous determina-

tion of M, and My is desirable. The prospects for a smlultaneous determination of M, and My
are displayed in figure 59 (right). It is remarkable that the precision of the LHeC is superior to
that of the LEP and SLD combination [444]. In an optimistic scenario an uncertainty similar
to the global electroweak fit [441] can be achieved. In a fit without PDF parameters similar
uncertainties are found (not shown), which illustrates that the determination of EW parameters
is, to a large extent, independent of the QCD phenomenology and the PDFs.

The subleading contributions to self—energy corrections have a Higgs-boson mass depen-

dence and are proportional to log . When all the other EW parameters are fixed, the Higgs

boson mass could be indirectly constramed through these loop corrections with an experimen-
tal uncertainty of Amy="137 to T3 GeV for different LHeC scenarios, which is again similar
to the indirect constraints from a global electroweak fit [441], but not competitive with direct

measurements.

5.1.5. Weak neutral-current couplings. The vector and axial-vector couplings of up-type and
down-type quarks to the Z, g¥, and g%, see equation (5.7), are determined by a fit of the four
coupling parameters together with the PDFs.

The resulting uncertainties are collected in table 10. The two-dimensional uncertainty con-
tours at a 68% CL obtained from LHeC data at £, = 50 GeV are displayed in figure 60 for the
two quark families and compared with available measurements. While all the current determi-
nations from e*e~, ep, and pp data have a similar precision, the future LHeC data will greatly
improve the precision of the weak neutral-current couplings, and the expected uncertainties are
an order of magnitude smaller than today’s most precise ones [183]. An increased electron-
beam energy of E, = 60 GeV or a reduction in the experimental uncertainties would further
improve this measurement.
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Figure 60. Weak NC vector and axial-vector couplings of u-type (left) and d-type quarks
(right) at a 68% CL for simulated LHeC data at E, = 50 GeV. The LHeC expectation
is compared with results from the combined LEP and SLD experiments [444], a single
measurement from DO [445], and one from H1 [423]. The SM expectations are denoted
by a red star, partially hidden by the LHeC prospects.

The couplings of the electron to the Z boson, g{, and g4, can be determined at the LHeC with
uncertainties of up to Ag;, = 0.0013 and Agq = £0.0009, which are similar to the results of
a single LEP experiment and about a factor of three larger than the results from a combination
of the LEP collider and the SLD [444].

5.1.6. The neutral-current pyc and knc parameters. Beyond the Born approximation, the
weak couplings are subject to higher-order loop corrections. These corrections are commonly
parameterised by the quantities pyc, kN, and pec. They are sensitive to contributions beyond
the SM and the structure of the Higgs sector. It is important to keep in mind that these effective
coupling parameters depend on the momentum transfer and are, indeed, form factors rather than
constants. It is particularly interesting to investigate the so-called effective weak mixing angle,
defined as sin’ O = kinc sin? fw. At the Z-pole it is very accessible through asymmetry mea-
surements in et e~ collisions. In DIS at the LHeC, the scale dependence of the effective weak
mixing angle is not negligible. It can only be determined together with the p parameter, due to
the Q° dependence and the presence of the photon-exchange terms. Therefore, we introduce
(multiplicative) anomalous contributions to these factors, denoted by py¢ ¢ and ke, and test
their agreement with unity (for more details, see reference [423]). The uncertainties of these
parameters are obtained from a fit together with the PDFs. The two-dimensional uncertainty
contours of the anomalous form factors pjc ,and riyc yare displayed for three different LHeC
scenarios in figure 61 (left), and compared with uncertainties obtained from the combination of
the LEP collider and the SLD!3° [444]. Tt can be seen that these parameters can be determined
with very high experimental precision.

Assuming that the couplings of the electron are given by the SM, the anomalous form factors
for the two quark families can be determined; the results are displayed in figure 61 (right).

180 Since the values of pyc and kg sin® Ay are determined in the LEP + SLD analysis, we only compare the sizes of
the uncertainties in these figures. Furthermore, it should be noted that the LEP is mainly sensitive to the parameters of
leptons or heavy quarks, while LHeC data is more sensitive to light quarks (u, d, s), and thus, the LHeC measurements
are highly complementary to those of the LEP.
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Figure 61. Expectations at a 68% CL for the determination of the py and k(. parame-
ters, assuming a single anomalous factor that is equal for all fermions (left). The results
for three different LHeC scenarios are compared with the uncertainties obtained from the
combination of the LEP collider and the SLD combination [444] for the determination of
the respective leptonic quantities. Right: uncertainties for the simultaneous determina-
tion of the anomalous form factors for the u- and d-type quarks, assuming known values
for the electron parameters. The values are compared with the uncertainties reported by
the combination of the LEP collider and the SLD for the determination of the values
PNC.(cp) @nd sin 0<?) for charm and bottom quarks, respectively.

Since these measurements represent unique determinations of parameters sensitive to the light-
quark couplings, we can only compare them with today’s measurements of the parameters for
heavy quarks of the same charge, and it is found that the LHeC will provide high-precision
determinations of the pj. and ki parameters.

A meaningful test of the SM can be performed by determining the effective coupling param-
eters as a function of the momentum transfer. In the case of k{, this is equivalent to measuring
the running of the effective weak mixing angle, sin H‘af}f(u) (see also section 5.1.7). How-
ever, DIS is quite complementary to other measurements, since the process is mediated by a
space-like momentum transfer, i.e. q2 = —Q2 < 0, where g is the boson four-momentum. The
prospects for a determination of pyc and ric at different Q* values are displayed in figure 62
and compared to the results obtained by H1. The value of x{c () can easily be translated to a
measurement of sin &5 (x). From figure 62 one can conclude that this quantity can be deter-
mined with a precision of up to 0.1% and better than 1% over a wide kinematic range of about
25 < /02 < 700 GeV.

5.1.7 The effective weak mixing angle sin® 95,  The leptonic effective weak mixing angle is
defined as sin 05 (1i%) = ke o(u?)sin® By. Due to its high sensitivity to loop corrections it
represents an ideal quantity for precision tests of the SM. Its value is scheme dependent and it
exhibits a scale dependence. Near the Z pole, > = M3, its value was precisely measured at the
LEP collider and the SLD. Those analyses were based on the measurement of asymmetries,
and their interpretation in terms of the leptonic weak mixing angle was simplified by the fact
that many non-leptonic corrections and contributions from box graphs cancelled or could be
taken into account by subtracting their SM predictions. The highest sensitivity to sin’ 035” (Mz)
to date arises from a measurement of Ag;h [444], in which the non-universal flavour-specific
corrections to the quark couplings are taken from the SM, and consequently, these measure-
ments are interpreted to be sensitive only to the universal, i.e. flavour-independent'8!, non-SM

181 Flavour-specific tests were discussed to some extent in the previous section.
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Figure 62. Test of the scale dependence of the anomalous p and « parameters for two
different LHeC scenarios. For the case of LHeC-60, i.e. E, = 60 GeV, we assume an
uncorrelated uncertainty of 0.25%. The uncertainties of the parameter riyc, 7 can be
interpreted as sensitivity to the scale dependence of the weak mixing angle, sin 65 (11).

contributions to knc. By applying this assumption to the DIS cross-sections as well, the deter-
mination of sy scan be directly interpreted as a sensitivity study of the leptonic effective weak
mixing angle sin’ 9%5“.

The prospects for a determination of sin” 65" are listed in table 11. Two fits were studied:
one with a fixed parameter py and one where sin’ 0 is determined together with Phe (see
figure 61 (left)). At the LHeC, it will be possible to determine the value of sin? 65" (M2) with

an experimental uncertainty of up to

eff,(
w

Assin? 65 = +0.00015, (5.11)

where the PDF uncertainties are already included. If the PDF parameters are kept artifi-
cially fixed, the uncertainties are of very similar size, which demonstrates that these mea-
surements are fairly insensitive to the QCD effects and the PDFs. The uncertainties are
compared'®? to recent average values in figure 63. One can see that in the future the LHeC
measurement has the potential to become the most precise single measurement, with a
significant impact on the world average value. It is obvious that a conclusive interpreta-
tion of experimental results with such a high precision will require correspondingly precise
theoretical predictions, and the investigation of two-loop corrections for DIS will become
important.

This LHeC measurement will become competitive with measurements at the HL-LHC
[187]. Since in pp collisions, one of the dominant uncertainties is from the PDFs [448, 449,
452-454], future improvements can (only) be achieved by a common analysis of the LHeC
and HL-LHC data. Such a study will yield the highest experimental precision, and the chal-
lenging theoretical and experimental aspects for a complete understanding of such an analysis
will deepen our understanding of the electroweak sector.

1821t should be noted that in order to compare the LHeC measurements with the Z-pole measurements at z> = M2 in a
conclusive way, one has to assume the validity of the SM framework. In particular, the scale-dependence of rnc, must
be known, in addition to the flavour-specific corrections. On the other hand, the scale dependence can, itself, be tested
with the LHeC data, which cover a large range of space-like Q*. In this respect, DIS provides a unique opportunity for
precision measurements in the space-like regime (12 < 0), as discussed in the previous section, see figure 62 (right).
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Table 11. Determination of sin’ H%f’Z(Mg) with inclusive DIS data at the LHeC for dif-
ferent scenarios. Since the value of the effective weak mixing angle at the Z pole cannot
be determined directly in DIS, a fit of the iy sparameter is performed instead, and its
uncertainty is translated into sin’ Gaif’[(M%). Different assumptions for the fit parameters
are studied, and the results include uncertainties from the PDFs. Only the last line shows
results for fixed PDF parameters. See the text for further details.

Fit parameter

Expected uncertainty

Elﬁgt’ter of M valye LHEC-50 LHeC-60 LHeC-50 LHeC-60
((suncor. - 050%) ((suncor, - 025%)

Kic.» PDFs sin? 05 (M2)  0.23154  0.00033  0.00025 0.00022  0.000 15
Kic.p Piic.» PDFs sin? 6(M2)  0.23154  0.00071  0.00036 0.00056  0.00023
Kiyc.o» PDFs sin? S (M2) 023154 0.00059 0.00047 0.00038  0.00028

RCos Ficas s PDFs  sin? 65€(M2)  0.23154  0.00111  0.00095 0.00069  0.00056

!
KNe.f

sin? 054 (M2) 023154 0.00028  0.00023 0.00017  0.000 14

. _2eff,lept.
sin“0,,

LEP+SLC —o—
Tevatron —
LHC —
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Figure 63. Comparison of the determination of sin é)aif’f(M%) from LHeC inclusive
DIS data using recent averaged values. The results from the LEP collider and the SLC
[444], the Tevatron [446], the LHC [447-450] and the world average value [450] are all
obtained from a combination of various separate measurements (not shown individually)
(see also reference [451] for additional discussions). For the LHeC, the experimental and
PDF uncertainties are displayed.

It may further be of interest to separately determine the value of the effective weak mix-
ing angle of the electron for a comparison with measurements in pp and furthermore to test
lepton-specific contributions to Knc ept.- Such fits are summarised in table 11 and a reasonable
precision is achieved with the LHeC.
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Figure 64. Expected uncertainties of the weak mixing angle determined in subregions of
0?. Two scenarios for the simulation of LHeC inclusive NC/CC DIS data are considered.

The measurement of the weak mixing angle can be performed in subregions of Q* due to the
wide kinematic range accessible at the LHeC. The relative uncertainties for the determination
of the weak mixing angle for different O intervals are displayed in figure 64. We find that
the weak mixing angle can be determined in the range of about 25 < \/@ < 700 GeV with
a precision of better than 0.1%. If a calculation of DIS cross-sections including higher-order
EW corrections in the MS scheme is available, these relative uncertainties can be mapped into
a test of the running of the weak mixing angle. Note that in DIS, the scattering process is
mediated by boson exchange with spacelike momenta and is therefore complementary to other
measurements, since the scale is /ﬁ = —QZ.

5.1.8. Electroweak effects in charged-current scattering. The charged-current sector of the
SM can be uniquely measured at high scales over many orders of magnitude in Q° at the
LHeC, due to the excellent tracking detectors, calorimetry, and high-bandwidth triggers. The
form factors of the effective couplings of the fermions to the W boson can be measured in
a similar way to those of the NC case. In the SM formalism, only two of these form fac-
tors are present, pec e, and peceg- We thus introduce two anomalous modifications to them,
PCC.(eq/eq) = p/CC,(e o/ PCC.(eq/ed) (see reference [423]). The prospects for the determination of
these parameters are displayed in figure 65, and it is found that with the LHeC, these param-
eters can be determined with a precision of up to 0.2%—0.3%. Their Q* dependence can also
be uniquely studied with high precision at \/@ values of up to about 400 GeV.

5.1.9. Conclusions. With LHeC inclusive NC and CC DIS data, unique measurements of
electroweak parameters can be performed to the highest precision. Since inclusive DIS is
mediated through a space-like momentum transfer (-channel exchange), the results are often
complementary to those of other experiments, such as pp or e™e™ collider experiments, where
measurements are performed in the time-like regime and most often at the Z peak. Among
many other quantities, measurements of the weak couplings of the light quarks, « and d, or
their anomalous form factors p&c’u Jd and "f&c,u /4> €an be uniquely performed due to the impor-
tant contributions of valence quarks in the initial state. Scale-dependent measurements of weak
interactions can also be performed over a large range in \/@ , which provides an interesting
portal to BSM physics. The W boson mass can be determined with very small experimental

125



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

BT 1.03————————————
3 LHeC-60 -l LHeC-50 [ LHeC-60
1027 1.021- ¢ H1data SM

i 1.01

'8- - I
6 1.01- s F
o F - L
.O. [ [=% Ly

%

R PR B R il
099090 1 101 1.02 0985 100 1000

! 2
coeq [Q? [Gev]

Figure 65. Left: anomalous modifications of the CC form factors p¢c,, and pic ., for
different LHeC scenarios in comparison with the H1 measurements [423]. Right: scale-
dependent measurement of the anomalous modification of the CC form factor p’CC(QZ),
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uncertainties, such that the theoretical uncertainties are expected to become more important
than the experimental uncertainties. While the parameters of the PDFs are determined together
with the EW parameters in this study, it is found that the PDFs do not create a limitation in
the uncertainties. Considering the dominant top-quark mass dependence of the higher-order
electroweak effects, one realises that the LHeC results will be competitive with the global
electroweak fit after the HL-LHC era [187, 443].

Besides proving its own remarkable prospects for high-precision electroweak physics, the
LHeC will further significantly improve the electroweak measurements in pp collisions at the
LHC by reducing the currently sizeable influence of PDF and a;; uncertainties. This is discussed
in section 9.

5.2. Direct W and Z production and anomalous triple gauge couplings

5.2.1. Direct W and Z production. The direct production of single W and Z bosons is a crucial
signal that represents an important channel for EW precision measurements. The production
of W bosons was measured at /s ~ 320 GeV at HERA [455-457]. With the full e* p data set
collected by the H1 and ZEUS experiments together, corresponding to an integrated luminosity
of about £ ~ 1 fb~', a few dozens of W boson event candidates were identified in the e, L,
and 7 decay channels.

Detailed studies of direct W/Z production in ep collisions at higher centre-of-mass energies
have been presented in the past, see references [458—460]. These theoretical studies were per-
formed with a proton-beam energy of £, = 8 TeV and electron-beam energies of £, = 55 GeV
or 100 GeV, which correspond to a very similar centre-of-mass energy to that of the LHeC.
Measurements at the LHeC will benefit considerably from its large integrated luminosity, in
comparison to earlier projections.

In e™ p collisions, W and Z direct production can be classified into five processes:

e p—e Whjep—se Wij
e p—=v,Wje p—=v,Zj (5.12)
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Table 12. SM predictions of direct W and Z production cross-sections in e~ p collisions
for different collider-beam energy options, E,, and final-state forward electron transverse
momentum cuts, pt.. Two different electron-beam energy options are considered, E, =

50 GeV and 60 GeV.
E,=50GeV,E,=7TeV  E,=60GeV,E,=7TeV  E,=060GeV,E,=7TeV

Process pr > 10 GeV pr > 10 GeV pr > 5 GeV
A 1.00 pb 1.18 pb 1.60 pb
e W j 0.930 pb 1.11 pb 1.41 pb
v, W= j 0.796 pb 0.956 pb 0.956 pb
v, Zj 0.412 pb 0.502 pb 0.502 pb
e Zj 0.177 pb 0.204 pb 0.242 pb
and

e p—e Zj, (5.13)

where j denotes the hadronic final state (i.e. the forward jet). According to the above clas-
sification, the four processes in equation (5.12) can be used to study triple gauge couplings
(TGCs), e.g. WW~ and WWZ couplings, since some of the contributing diagrams represent
the vector boson fusion (VBF) processes. The process shown in equation (5.13) does not con-
tain any TGC vertex. The processes for positron—proton collisions can easily be derived from
equations (5.12) and (5.13), but are not discussed further here, due to the small integrated
luminosity of the LHeC e™ p data.

The MadGraph5_v2.4.2 program [375] is employed for matrix element calculation and
event generation and the PDF NNPDF23_nlo_as_0119_qged [461] is used. Technical cuts are
imposed on the transverse momentum of the outgoing scattered lepton, P, of 10 GeV or alter-
natively 5 GeV, and the other basic cuts are pf > 20 GeV, |n,, j| <5, and AR,; < 0.4. The
resulting SM total cross-sections of the above processes are listed in table 12.

The process with the largest production cross-section in e~ p scattering is single W boson
production. This will be the optimal channel for both SM measurements and new physics
probes in the EW sector. Also, this channel is experimentally preferred; because the W is
produced by NC scattering, the beam electron is measured by the detector and the W-boson
has an opposite charge to that of the beam lepton, and thus, in a leptonic decay, an oppositely
charged lepton and missing transverse momentum are observed. Altogether, it is expected that
a few million direct W-boson events will be measured at the LHeC.

Several 10° direct Z events are expected to be measured, corresponding approximately to
the size of the event sample of the SLD experiment [444], but at the LHeC, these Z bosons will
predominantly be produced in VBF events.

All these total cross-sections increase significantly with smaller transverse momentum of
the outgoing scattered lepton. Therefore, it will become important to decrease that threshold
by the use of dedicated electron taggers, see section 12.

5.2.2. Anomalous triple gauge couplings. The measurement of gauge boson production pro-
cesses provides a precise measurement of the triple gauge boson vertex. This measurement is
sensitive to the new physics contributions of anomalous triple gauge couplings (aTGCs). In
the measurement of aTGCs, the LHeC has the advantages of a higher centre-of-mass energy
and easier kinematic analysis.
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Figure 66. Total cross-sections of the ¢~ p — e~ 171, j process with varying A, (left
plot) and Ak, (right plot). Reproduced from [467]. CC BY 4.0.

In the language of effective field theory, aTGCs in the Lagrangian are generally parame-
terised as

; - _ . _ iA _
Z:TGC/gWWV =181V (W/j;/Wy Vi, — W/I,IIW/T VV) + ZK‘VW/TVVI/ VIIV + JT%Y/W/EW//)V/’H

<=
&Y o (Wi W, ) Vo = gWEW, (0,1, + 0,V,)

- I .
+ IRV WIW, Vi 2 Wi W, Vi, (5.14)
w

where V = v, Z. The gauge couplings gy, = —e and gyy,; = —ecotfy and the weak mix-
- paiy -
ing angle Oy are taken from the SM. V,, and A 0 ,B are defined as V,, = %q,,,,,,qV,,q

and A?#B = A(0,B) — (0,A)B, respectively. There are five aTGCs (g, , K+, Kz, A\, and
Az). Conserving the charge conjugation (C) and charge-parity (CP) symmetry with elec-
tromagnetic gauge symmetry requires g, . = 1. Only three of them are independent because
Az = Ay and Arz = Ag , — tan> OwAk, [462-464]. The LHeC can set future constraints
on Ak, and A,.

In the direct Z/~ production process, the anomalous WWZ and WW+~ couplings can be sep-
arately measured without being influenced by their interference [465, 466]. In the direct W
production process, both the deviation in the signal cross-section and the kinematic distribu-
tions can effectively constrain the WW~ aTGC, while anomalous WWZ contribution in this
channel is insensitive as a result of the suppression due to the Z boson mass [467-469].

W decay into the muon channel is expected to be the optimal measurement approach for the
anomalous WW~ coupling, because of the discrimination of final states and mistagging effi-
ciencies [467]. Figure 66 shows the cross-section of a single W+ production process followed
by WH — utw, decay, with different A, and Ak, values. A large anomalous coupling leads
to a measurable deviation from the SM prediction. The cross-section increases monotonically
with Ak, and the absolute value of A, within the region of —1.0 < \,/Ax, < 1.0.
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Figure 67. The 95% CL exclusion limit on the Ax,—\, plane. The purple dashed con-
tour is the projected LHeC exclusion limit with an integrated luminosity of 1ab~'.
Reproduced from [467]. CC BY 4.0. The blue, green, and red contours are the current
bounds of the LHC [470, 471] and the LEP collider [472].

Kinematic analysis is necessary for the precise aTGC measurement. At the LHeC, the
e~ p— e~ W process with leptonic W boson decay can be fully reconstructed because the
undetected neutrino information is reconstructed using either energy—momentum conserva-
tion or the recoil mass method. This allows the use of angular correlation observables, which
are sensitive to W boson polarisation. A helicity amplitude calculation indicates that a non-SM
value of )\, leads to a significant enhancement in the transverse polarisation fraction of the W
bosoninthe e” p — e~ W j process, while a non-SM value of Ak, leads to an enhancement of
the longitudinal component fraction [458]. The angle 6,y is defined as the angle between the
decay-product lepton ¢ in the W rest frame and the direction of W movement in the collision
rest frame. Making use of the energetic final states in the forward direction, a second useful
angle A¢,; is defined as the separation of the final-state jet and the electron on the azimuthal
plane. In an optimised analysis, assuming an integrated luminosity of 1 ab~!, the observable
Ag,; can impose stringent constraints on both A\, and A, and uncertainties within [-0.007,
0.0056] and [—0.0043, 0.0054] can be achieved, respectively. The cos 6, observable is also
sensitive to Ak, at the same order, but fails to constrain A, . This analysis is described in detail
in reference [467].

Figure 67 shows the two-parameter aTGC constraint on the A\,~Ax,, plane, based on a x*
analysis of A¢,; at the parton level and assuming an electron-beam energy of E, = 60 GeV.
When compared with the current LHC (blue and green) and LEP collider (red) bounds, the
LHeC has the potential to significantly improve the constraints, in particular, those imposed
on the Ak, parameter. The polarised electron beam is found to improve the aTGC measurement

129


https://creativecommons.org/licenses/by/4.0/

J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

ol
[

P —C—— 9 sop——o !

Figure 68. Example graphs for top quark production in CC DIS (left) and for #f
photoproduction (right). Reproduced from [14]. CC BY 4.0.

[466, 469]. In consideration of the realistic analysis at detector level, one can expect 2—3 ab~!
of integrated luminosity to achieve the same results [467].

One uncertainty in the aTGC measurement at the (HL-)LHC originates from the PDF uncer-
tainty. Future LHeC PDF measurements will improve the precision of aTGC measurement in
the x ~ O(1072) region.

5.3. Top quark physics

SM top quark production at a future ep collider is dominated by single top quark production,
mainly via CC DIS production. A leading-order Feynman diagram is displayed in figure 68
(left). The total cross-section for single top quark production is 1.89 pb at the LHeC [473] at
a centre-of-mass energy of 1.3 TeV, i.e. with an electron-beam energy of 60 GeV and an LHC
proton beam of 7 TeV. The second important production mode for top quarks at the LHeC
is photoproduction of top—antitop quark pairs (#f), for which a total cross-section of 0.05 pb
is expected at the LHeC [474]. Figure 68 (right) shows an example Feynman diagram. This
makes the future LHeC a top quark factory and an ideal tool for studying top quarks with high
precision, and, in particular, analysing their electroweak interactions. Selected highlights in
top quark physics are summarised here.

5.3.1. Wtq couplings. The top quark couplings to gauge bosons can be modified signifi-
cantly in models with new top (or third-generation) partners, such as in some extensions of
the minimal supersymmetric SM, in little Higgs models, top-color models, top seesaw, top
compositeness, and others. Testing such extensions is therefore of the utmost importance to
find out whether there are other sources of electroweak symmetry breaking that are different
from the standard Higgs mechanism.

One highlight at the LHeC is the direct measurement of the CKM matrix element |V).
Such a measurement can be done without making any model assumptions, for instance, about
the unitarity of the CKM matrix or the number of quark generations. An elaborate analysis
of the single top quark CC DIS process at the LHeC, which makes use of a detailed detector
simulation using the DELPHES package [475], shows that at 100 fb~! of integrated luminosity,
an uncertainty of 1% can already be expected. This can be compared to the total uncertainty
of 4.1% for the most accurate current result of LHC run-I performed by the CMS experiment
[476].
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Figure 69. Expected sensitivities to the SM and anomalous Wb couplings, as a function
of the integrated luminosity. Reproduced from [473]. CC BY 4.0.

The same process is also highly sensitive to the search for anomalous left- and right-handed
Wib vector (fl, fR) and tensor (£, fX) couplings [473]. These are given by an effective
Lagrangian,

8 ;i0"qy

Ly, = —%E’Y“Vzb (fFPL — fRPR) W, — —=b

L R -
N (frPL— fy'Pr) tW, +h.c.

(5.15)

In the SM formalism, fI = 1 and fR = fF = fR = 0. The effect of anomalous Wb couplings
is consistently evaluated in the production and the decay of the antitop quark, see figure 68
(left)!83,

The expected limits for the anomalous couplings at the 95% CL from a measurement of
single top quark production in CC DIS at the LHeC are displayed in figure 69. This analysis
only exploits hadronic top quark decays [473]. The coupling parameters are expected to be
measured with accuracies of 1% for the SM fl coupling that determines |V| (as discussed
above), 4% for fL, 9% for fX, and 14% for fR at 1 ab~!.

In a similar way, through W boson and bottom (light) quark-associated production, the CKM
matrix elements |V,,| (x = d, s) can be extracted with very high precision utilising a param-
eterisation of the deviations from the respective SM values. Here, the W boson and the b jet
(light jet j = d, s) are produced via ¢-channel top quark exchange, or via s-channel single top
quark decay, as outlined in [478]. As an example, the processes

183 Further studies of the top-quark CC coupling can be found in [477], where a more general framework is employed
using the full basis of SU(2),, x U(1) operators, including the relevant four-fermion ones.
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have been analysed in an elaborate study, in which a detailed detector simulation was per-
formed using the DELPHES package [475]. Figure 70 shows the resulting accuracies at the
20 CL for an expected measurement of |V,,| and | V|, respectively, as a function of the inte-
grated luminosity. At 1 ab~! of integrated luminosity and an electron polarisation of 80%, the
20 limits improve on the existing limits of the LHC [479] (interpreted by [480]) by a factor
of ~3.5. Analyzing Signal 3 alone, and, to a greater extent, combining Signals 1, 2 and 3,
will, for the first time, allow us to achieve an accuracy of the order of the actual SM value
of |[VSM| = 0.041 087 Y as derived from an indirect global CKM matrix fit [481], and will
therefore represent a direct high-precision measurement of this important top quark property.
In these studies, upper limits at the 20 level down to |V,s| < 0.06 and |V,,| < 0.06 can be
achieved.

5.3.2. Top quark polarisation. Single top quarks produced via the e™ p — 1 processes possess
a high degree of spin polarisation in terms of a basis which decomposes the top quark spin in its
rest frame in the direction of the incoming e beam [482]. It has been shown for /s = 1.6 TeV
in e™ p scattering that the spin fraction, defined as the ratio of the polarised cross-section to
the unpolarised one, reaches 96%, allowing a detailed study of the polarisation and the spin
of the top quark. By exploring the angle between the momentum direction of the charged
lepton produced by top quark decay and the spin quantisation axis in the top quark rest frame,
anomalous Wb couplings can be tested. Assuming a total systematic uncertainty of 10% the
expected sensitivity for /s = 1.6 TeV reaches +3% for f, and +7% for fX as defined in
equation (5.15).

5.3.3. Top— and top—Z couplings. The LHeC is particularly well suited to the measurement
of the #fy vertex, since in the photoproduction of top quark pairs (see figure 68, right), the
highly energetic incoming photon only couples to the top quark, and therefore the cross-section
directly depends on the #7+y vertex. This provides a direct measurement of the coupling between
the top quark and the photon and therefore of another important top quark property, the top
quark charge. In contrast, at the LHC, the #7y vertex is probed in ##y production, where the
final-state photon can also be produced from other vertices than the 7y vertex, such as from
initial-state radiation or radiation from charged top quark decay products.
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Figure 71. Allowed region of the MDM &« and the EDM & of the top quark as expected
in a measurement of the photoproduction cross-section o(e(y)p(g) — ff) in semileptonic
final states, assuming experimental uncertainties of 8% (dark grey) and 16% (dark and
medium grey). Reprinted figure with permission from [474], Copyright 2013 by the
American Physical Society. Light grey area: region allowed by the measurements of the
branching ratio (solid grey lines) and the CP asymmetry (dashed grey lines) of B —
X, [483]. Black dashed line: region allowed by a hypothetical experimental result for
o(pp — tt7y) utilizing semileptonic final states at the LHC at /s = 14 TeV with phase-
space cuts as defined in equations (5), (6) of reference [483] (including E} > 10 GeV),
and assuming an experimental uncertainty of 5%.

The LHeC also provides a high potential for measuring the 77y magnetic and electric dipole
moments (MDM and EDM, respectively) in #f production [474]. In an effective Lagrangian
framework, effective 77y couplings can be written in terms of the form factors:

_ 1
Lwy = et (Qt’y“’A,, + 4—O'WF/,,V(/<L + if%%)) t+h.c. (5.16)
ny

using the anomalous MDM of the top quark, x, and the EDM of the top quark, . The top quark
charge is given by eQ,.

By solely measuring the 77 production cross section, remarkably tight bounds can be derived
for the MDM and the EDM of the top quark, as presented in figure 71. In this parton-level study,
for the computation of the cross-section, a set of appropriate phase-space cuts are imposed on
the final-state momenta. The application of further cuts to remove the background would result
in a substantial reduction of the signal. It is therefore assumed that this would lead to a statistical
uncertainty of about 8%, represented by the dark inner ring in figure 71. When uncertainties due
to mistagging are included and to allow for other unspecified sources of systematic uncertainty,
it is assumed that the total uncertainty will be about 16%, corresponding to the full ring in
figure 71. This would yield bounds of —0.13 < x < 0.18 and |&| < 0.38, respectively, at the
20 CL. Figure 71 shows that the LHeC could greatly improve both on the limits imposed by
the indirect constraints from b — 57y, and on the limits derived by a future measurement of £y
production at the LHC at /s = 14 TeV.

Furthermore, the DIS regime of # production will allow us to probe the ##Z coupling, albeit
with reduced sensitivity [474].
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Figure 72. Example graphs for single top quark production via FCNC tg-y (left) and tuZ
(right) couplings.

5.3.4. Top—Higgs coupling. The CP nature of the top—Higgs coupling can be analysed at
the LHeC in ep — tH production, which explores top quark polarisation and other angular
variables, such as the difference in rapidity between the antitop quark and the Higgs boson.
Measurement of just the fiducial inclusive production cross-section already provides a powerful
probe of the CP properties of the /#H coupling [484]. Further details are given in section 7.5.

5.3.5. Top quark PDF and the running of «s. Parton distributions are usually released in a
variable-flavour number scheme, where the number of active flavours changes as the scale is
increased [254]. However, ny = 5 is normally taken by default as the maximum number of
flavours, even though, in some PDF releases, ny = 6 PDF sets are also made available [485].
The top PDF is unlikely to be required for precision phenomenology, even at very high scales,
because the top threshold is high enough that collinear resummation is not necessary up to

. 2 2
extremely large scales; indeed, % In r% ~ % only for Q > 10° m,. On the other hand, the
t

use of ny= 6 active flavours in the running of ¢ is important for precision phenomenology,
since the values of o, with five and six active flavours already differ by about 2% at the TeV
scale [486]. Investigations of the top quark structure inside the proton are also discussed in
references [1, 41].

5.3.6. FCNC top quark couplings. Like all FCNCs, the top quark FCNC interactions are also
extremely suppressed in the SM, which renders them a good test of new physics. The contribu-
tions from FCNC to top interactions can be parameterised via an effective theory and studied
by analysing specific processes.

The NC DIS production of single top quarks can be explored to search for FCNC ru-, tcv,
tuZ, and tcZ couplings [487, 488], as represented by the Lagrangian

gL’ Z gW Z
£’FCNC = Z (MtO'/ ”(A];PL + )\qRPR)qA/w + mta’l ! (/QIq‘PL + I*iqRPR)qZ/”,> + h.c..

g=u.c

(5.17)

Here, the electromagnetic (weak) coupling constant is denoted by g, (gy), while cy is the

cosine of the weak mixing angle, AL} and x[® are the anomalous top FCNC coupling strengths.

The values of these couplings vanish at the lowest order in the SM. This study assumes
that \i = AR = )\, and K} = k3 = k. Top FCNC couplings as introduced in equation (5.17)
would lead to the Feynman graphs shown in figure 72.
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Figure 73. Expected sensitivities to FCNC ¢ — ¢V branching ratios (left) as a function
of the integrated luminosity. Reproduced from [488]. CC BY 4.0. Right: the expected
upper limits on FCNC ¢ — ¢V branching ratios are shown with their dependence on the
centre-of-mass energy.

In an elaborate analysis, events are selected that include at least one electron and three jets
from hadronic top quark decay, with high transverse momentum, and within the detector’s
pseudorapidity acceptance range. The invariant masses of two jets, reconstructing the W
boson mass, and an additional jet tagged as the b-jet, are used to reconstruct the top
quark mass. The respective distribution is used to further enhance the signal over back-
ground events, and is mainly given by W+jets production. Interference effects between
the signal and the background are included. The DELPHES package [475] is used to
simulate the detector.

Figure 73 (left) presents the expected limits on the branching ratios BR(# — ¢) and BR(t —
qZ) atthe 20 CL, as a function of the integrated luminosity. Assuming an integrated luminosity
of 1ab~!, limits of BR(f — g7) < 1 x 1073 and BR(r — ¢Z) < 4 x 107 are expected. This
level of precision is close to the concrete predictions of new phenomena models which have the
potential to produce FCNC top quark couplings, such as SUSY, little Higgs, and technicolour.
These limits are expected to improve on existing limits from the LHC by one order of magni-
tude [14], and will be similar to the limits expected from the HL-LHC with 3000 fb—' [187].
They will also improve on the limits obtained from the International Linear Collider (ILC)
with an integrated luminosity of 500 fb~! at a centre-of-mass energy of /s = 250 GeV [489,
490] by an order of magnitude (see also figure 75). The expected sensitivities to BR(z — g7)
and BR(r — ¢Z) are presented in figure 73 (right), as a function of the centre-of-mass energy.
At a future FCC-ep [14] with a 60 GeV electron-beam energy, and a 50 TeV proton-beam
energy, leading to a centre-of-mass energy of 3.5 TeV, the sensitivity to FCNC 7qy couplings
is expected to exceed the sensitivity of the HL-LHC with 3000 fb~! at /s = 14 TeV [187].

A further search for top quark FCNC fuZ and tcZ couplings has been performed [491]
in a detailed analysis including a DELPHES [475] detector simulation. The effective cou-
plings investigated are of vector and tensor natures, the latter corresponding to those in
equation (5.17). The effects of these couplings are probed in single top quark production (see
figure 72 right). It can be observed that the polar angle # of the scattered initial-state electron,
in association with top quark polarisation asymmetries constructed from angular distributions
of the lepton from top quark decay, allow us to distinguish the Lorentz structure of the cou-
plings. From a multiparameter analysis, reaches of the order of O(1072) in the case of vector
couplings and 0.1-0.5 TeV~! in the case of tensor couplings are obtained at the 95% CL for
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Figure 74. Example Feynman graph for associated single top quark and Higgs boson
production via FCNC rgH couplings (left). Expected sensitivities to FCNC ¢t — uH
branching ratios are given as a function of the integrated luminosity. Reproduced from
[492]. CC BY 4.0. (right).

an integrated luminosity of 2 ab~'. This corresponds to respective limits on the branching
ratio BR(t — uZ) of 9 x 107> (15 x 1077) for the left- (right-) handed vector coupling, and of
4 x 1073 (6 x 107°) for the left- (right-) handed tensor coupling.

Another sensitive search for FCNC tgH couplings as defined in

['FCNC = H;MH?MH + H[CHfCH + h.c. (518)

can be performed in CC DIS production, as shown in figure 74 (left). Here, singly produced
top antiquarks can decay via such couplings into a light up-type antiquark and a Higgs boson
which further decays into a bottom quark—antiquark pair, e~ p — v.f — v.Hg — v.bbg [492].
Another signal process is given by the appearance of the FCNC tgH coupling in the pro-
duction vertex, involving a light quark from the proton interacting via 7-channel top quark
exchange with a W boson which is radiated from the initial electron, producing a b quark and a
Higgs boson decaying into a bottom quark—antiquark pair, e~ p — v,Hb — v,bbb [492]. This
channel has a similar sensitivity to that of the previous one because of the clean experimental
environment that can be achieved by requiring three jets to be identified as b-jets. The most
important backgrounds are expected to be Z — bb, SM H — bb, and single top quark produc-
tion, where the top quark decays hadronically. In order to account for the limited accuracy of the
background yield calculations, 5% of systematic uncertainty is added. In this analysis, param-
eterisations for the resolutions of electrons, photons, muons, jets, and unclustered energy are
applied utilizing typical parameter values as measured at the ATLAS experiment. Furthermore,
it is assumed that the b-tag rate is 60%, the c-jet fake rate is 10%, and the light-jet fake rate is
1%. For the different signal contributions, separate selections are established and optimised.
As a result, the expected upper limits on the branching ratio Br(t — Hu) with 1o, 20, 30, and
50 CLs are presented in figure 74 (right), as functions of the integrated luminosity. The signal
process e~ p — vt — v,Hg — v,bb is presented. Upper limits of Br(t — Hu) < 1.5 x 1073
are expected at the 20 CL for an integrated luminosity of 1 ab~"'.

In figure 75 the different expected limits on various FCNC top quark couplings from the
LHeC are summarised and compared to results from the LHC and the HL-LHC. This docu-
ments the competitiveness of the LHeC results, and clearly shows the complementarity of the
results gained at different colliders.
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Figure 75. Summary of 95% CL limits on top quark branching fractions in searches for
FCNC in top quark production or decays. The LHeC results (black lines) are compared
to current LHC limits (blue and red dots), to HL-LHC predictions with 3000 fb~! at
/s = 14 TeV [187] (magenta lines), and to predictions for a future ILC with 500 fb~!
at /s = 250 GeV [489, 490] (green lines). The results are also compared to various
theoretical predictions (hached areas).

5.3.7 Summary of top quark physics. Top quark physics at the LHeC represents a very rich
and diverse field of research involving high-precision measurements of top quark properties
and sensitive searches for new physics. In particular, the top couplings to the photon, the W
boson and possible FCNC interactions can be studied in a uniquely clean environment. One
signature analysis is the expected direct measurement of the CKM matrix element | V| with a
precision of less than 1% in CC DIS. In top quark pair photoproduction the MDMs and EDMs
of the top quark can be directly probed with a higher sensitivity than the indirect limits from
b — 57 and the potential limits from the LHC through ##v production. Furthermore, FCNC top
quark couplings can be studied with a precision high enough to explore those couplings in a
regime that might be affected by actual new phenomena models, such as SUSY, little Higgs,
and technicolour.

It has been shown [14] that results from future e T e~ -colliders, eh-colliders, and hh-colliders
will deliver complementary information and will therefore give us a more complete understand-
ing of the properties of the heaviest elementary particle known to date, and of the top quark
sector in general.
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Figure 76. Kinematic regions in the x—Q? plane explored by different data sets (charged
lepton and neutrino DIS, DY, dAu at RHIC and pPb at the LHC) used in recent nPDF
analyses [503], compared to the regions accessible at the EIC (red), the LHeC (ERL
against the HL-LHC beams, dark blue) and two FCC-eh versions (with Pb beams cor-
responding to proton energies of £, = 20 TeV—green and £, = 50 TeV—light blue).
The acceptance of the electron detector is taken to be 1° < 6 < 179°, and 0.01(0.001) <
y < 1 for the EIC (all other colliders). The saturation scale Q,; shown here for indicative
purposes only (see also [504]) has been drawn for a Pb nucleus, considering an uncer-
tainty of ~2 and a behaviour with energy that follows the model in [505]. Note that it
only indicates a region where saturation effects are expected to be important, but there
is no sharp transition between the linear and nonlinear regimes.

6. Nuclear particle physics with electron—ion scattering at the LHeC

6.1. Introduction

The LHeC accelerator, in addition to being a powerful machine for exploring proton struc-
ture, will, for the first time, allow studies of DIS off nuclei in a collider mode at the energy
frontier. The nuclear structure has previously been studied in fixed-target experiments with
charged lepton and neutrino beams, see [69—71, 493—-502] and references therein. Due to the
energy limitations of the machines operating in this mode, the kinematic range covered by
these experiments is rather narrow, and is mostly limited to relatively large values of x > 0.01
and low to moderate Q” in the range Q> < 100 GeV>. The precise kinematic range covered by
experiments is shown in figure 76, where it can be seen that the DIS experiments overlap to a
large degree with the data from hadronic collisions using the DY process. These fixed-target
DIS and DY data dominate the data sets used in the fits for the nuclear PDFs. In addition, some
analyses of nuclear PDFs include data for inclusive single-hadron production in dAu collisions
at RHIC and for EW bosons and dijets in pPb collisions at the LHC.
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As is clear from figure 76, the LHeC will be able to cover a very large range of (x, Q%) in
eA that has previously been unexplored in experiments. It will extend the range of x down to
~107° and have a huge lever arm in Q* from very low values up to ~10° GeV2. It will also
be complementary to the EIC [101] machine, compared to which, it will extend the range of x
and O by about two orders of magnitude. The extension of these ranges will be even larger at
the FCC-eh.

Due to its large statistics and modern, specialised detectors, it will be possible to study
nuclear structure at the LHeC with unprecedented precision, over a far wider kinematical range
than was previously possible, and with the controlled systematics of a single experiment. There
are a large number of important physics topics that can be addressed in eA collisions at the
LHeC:

e A precise determination of nuclear parton densities for a single nucleus (lead, and even-
tually lighter ions) will be possible. In particular, the current huge uncertainties in nuclear
gluon and sea quark densities at low x will be dramatically improved using the data from
the LHeC. In analogy to the proton PDF extraction described in previous sections, full
flavour decomposition in the nuclear case could be achieved using both NC and CC data
with HF identification.

e Precision measurements of semi-inclusive and exclusive processes will enable an explo-
ration of new details of the nuclear structure. Similarly to the proton case, DVCS and
exclusive vector-meson production will provide unique insight into 3D nuclear structure.

e The LHeC will offer unprecedented opportunities to extract diffractive parton densities in
nuclei for the first time. A first detailed analysis [346] indicates that the achievable preci-
sion for diffractive PDFs in nuclei will be comparable to that possible in the proton case.
The measurements of diffraction of protons and nuclei as well as the inclusive structure
functions in the nuclear case will allow us to explore the very important relation between
nuclear shadowing and diffraction [344].

e The LHeC will be able to test and establish or exclude the phenomenon of parton saturation
atlow x in protons and nuclei. According to the Color Glass Condensate (CGC) framework
[506, 507], parton saturation is a density effect that can be achieved in two ways, either
by decreasing the value of x or by increasing the size of the target by increasing A. The
LHeC will be a unique machine with which to address both of their variations, such that
the saturation concepts can be precisely tested. It will be possible to search for parton
saturation in a variety of ways, which include, among others, the search for tensions in
DGLAP fits, the study of diffraction—in particular, the ratios of diffractive to inclusive
cross-sections, and the study of particle azimuthal de-correlations.

e Finally, the LHeC machine in eA mode will have a huge impact on physics explored in
PA and AA collisions, see section 9.7, where it will provide vital input and constraints on
the ‘baseline’ initial state in nuclear collisions and measurements of the impact of a cold
nuclear medium on hard probes and the effects of hadronisation. It will also explore the
effect of the initial-state correlations on the final-state observables, which are relevant in
order to understand collectivity in small systems explored in pp or pA collisions.

As discussed below, these aims will require an experimental apparatus with large rapidity
coverage and associated forward and backward electron, photon, hadron, and nuclear detectors.
In addition, the detector design should allow the precise measurement of diffractive events in
eA and the clean separation of radiative events, which are most important for the cases of
DVCS and exclusive diffraction.
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Photonuclear interactions at high energies can also be studied through UPCs at the RHIC
and the LHC [129, 130, 316, 508], which offer an alternative, albeit with less precision. This
is briefly discussed in section 9, where the relation between the LHeC and the HL-LHC is
presented.

In this chapter we do not address the issues of the nuclear modification of jet yields and
fragmentation, which are expected to show dramatic effects and to be of great importance for
heavy-ion collisions. These aspects were previously discussed in reference [1]. Besides, elec-
tron—deuteron collisions that offer additional possibilities for determining proton and neutron
parton densities and for studying weak interactions with neutron targets at high energies are
not considered here; see reference [1], where an analysis of parton densities in eD collisions
can be found.

6.2. Nuclear parton densities

PDFs are essential ingredients in our understanding of the dynamics of the strong interaction.
First, they encode important information about the structure of hadrons [509, 510]. Second,
they are indispensable for the description of hadronic collisions within standard collinear
factorisation [39]. Concerning nuclei, it has been known for more than 40 years that struc-
ture functions are strongly affected by the nuclear environment [501, 502], so that they can-
not be interpreted as a simple superposition of the structure functions of free nucleons. In
the standard approach, within collinear factorization, the nuclear modification is included in
the parametrisation of the parton densities. This means that the parton densities in a bound
nucleon are different from those in a free nucleon, and the difference is encoded in the non-
perturbative initial conditions of the parton densities at some low, initial scale Q3. The present
status of nuclear parton densities (nPDFs), see, for example [511, 512], can be summarised
as follows:

e Modern analyses [503, 513—515] are performed at the next-to-leading order (NLO) and
the next-to-next-to-leading order (NNLO) [516, 517]. Differences between the different
groups mainly arise from the different sets of data included in the analyses!* and from
the different functional forms employed for the initial conditions.

e Many sets of data are presented as cross-section ratios for a given nucleus to that of deu-
terium, which is loosely bound and isoscalar. Therefore, it has become customary to work
in terms of ratios of nPDFs:

fx, 0%

. 2y
R, 0% = Jla T

i=u,d,s,cb,g,..., (6.1)

where ﬂ'(A)(x, Q%) is the corresponding parton density in a free proton p or a nucleus
A. These nuclear modification factors are parametrised at the initial scale QF (assuming
that isospin symmetry holds). The nPDFs are then obtained by multiplying the nuclear
modification factors by some given set of free-proton PDFs.

e The available data come from a large variety of nuclei, and the number of data points for
any of them is individually very small compared to the numbers for the proton analyses.
In particular, for the Pb nucleus, there are less than 50 points that originate from the fixed-
target DIS and DY experiments and from particle production data in pPb collisions at

184 The main difference lies in the use or non-use of neutrino-Pb cross-sections (whose usage has been controversial
[518-520], particularly the data from the NuTeV experiment [170]) from the CHORUS experiment and the 7%+
transverse-momentum spectra from dAu collisions at the relativistic heavy-ion collider (RHIC).
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the LHC. A fit for a single nucleus is therefore impossible, and the modelling of the A-
dependence of the parameters in the initial conditions becomes necessary [503, 515]. The
most up-to-date analyses include between 1000 and 2000 data points for 14 nuclei.

e The kinematic coverage in Q° and x with existing data is very small compared to that
of future hadronic colliders. The ultimate precision and large coverage of the kinematic
plane for nPDFs can only be provided by a high-energy electron—ion collider. Meanwhile,
the only experimental collision systems in which nPDFs can currently be constrained are
hadronic and UPCs. It is important to stress that extracting PDFs from these collisions
presents many theoretical challenges. These are related to the question of the applicability
of collinear factorization to nuclear collisions, higher twist effects, scale choices, and other
theoretical uncertainties.

All parton species are very weakly constrained at small x < 1072 [521], gluons are poorly
known at large x > 0.2, and the flavour decomposition is largely unknown—a natural situation
for u and d, due to the approximate isospin symmetry in nuclei'®. The impact of the currently
available LHC data, studied using reweighting [256, 522] in [523, 524] and included in the fit in
[503], is quite modest, and imposes some constraints on the gluon and the strange quark in the
region 0.01 < x < 0.3. On the other hand, theoretical predictions for the nuclear shadowing of
quark and gluon PDFs based on s-channel unitarity and diffractive nucleon PDFs are available
down to x ~ 10~#t0107> [344, 525-527]. Predictions of the flavour dependence of nuclear
effects in the antishadowing region [528] cannot be confirmed with present data.

Future runs at the LHC will offer some further possibilities for improving our knowledge of
nPDFs [508]. However, the ideal place to determine parton densities is DIS, either at the EIC
[101] in the USA or, in a much larger kinematic domain (see figure 76), at the LHeC. DIS mea-
surements in such configurations offer unprecedented possibilities to enlarge our knowledge
of parton densities through a complete unfolding of all flavours.

In the following, we show the possibilities for constraining the PDFs for a Pb nucleus at the
LHeC. In the next subsection, subsection 6.2.1, we discuss the corresponding pseudodata for
the inclusive cross-section in electron—nucleus scattering. Then, in subsection 6.2.2 we discuss
how the pseudodata will be introduced into a global nPDF fit. Finally, in subsection 6.2.3 it is
demonstrated how the PDFs of Pb can be extracted with very good precision from the LHeC
data only, without requiring any other set of data.

6.2.1. Pseudodata. eA scattering at the LHeC provides measurements of inclusive neutral
and CC cross-sections in the DIS region of 1 < Q% < 5 x 10° GeV? and at x values from a
few times 107° to near x = 1; see reference [63], which contains the material that is sum-
marised in this subsection. Achieving Q> much larger than the W-boson mass squared CC
measurements, together with the NC contributions from photon and Z-boson exchanges, will
be most important for flavour separation. In CC, charm tagging will determine the anti-strange
quark contribution to an accuracy of 10%-20%. In NC, charm and beauty tagging will pre-
cisely constrain nuclear xc and xb. The use of data from a single experiment will allow nPDF
uncertainties to follow from a straightforward Ax? = 1 criterion. As often emphasised, knowl-
edge of heavy quark densities is of key importance for our understanding of nuclear structure
and for the development of QCD.

The following QCD analyses of LHeC cross-section pseudodata employ sets of simulated
NC and CC measurements. The corresponding assumptions about precision are summarised
in table 13, see reference [63]. The cross-section simulations were performed using derivative

185 The u—d difference is suppressed by a factor of 2Z/A — 1.
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Table 13. Summary of assumed systematic uncertainties for future inclusive cross-
section measurements at the LHeC. Reproduced from [63]. CC BY 4.0.

Source of uncertainty Error in the source or cross-section
Scattered electron energy scale 0.1%

Scattered electron polar angle 0.1 mrad

Hadronic energy scale 0.5%

Calorimeter noise (y < 0.01) 1%-3%

Radiative corrections 1%—-2%
Photoproduction background 1%

Global efficiency error 0.7%

formulae from [58]. They compare well to detailed MC simulations performed using the con-
ditions of the H1 experiment. The assumptions made, which are reasonable when compared
to the H1 achievements, leave room for further improvement if new detector techniques and
higher statistics are to be considered. A particular challenge is the control of radiative correc-
tions, which grow according to ocZ? in eA scattering. Therefore, the LHeC detector should
be equipped with photon detectors. The exploitation of energy—momentum conservation via
E—p_ cuts should further reduce the effect of photon radiation to the few per cent level. Note that
semi-inclusive measurements of the s, ¢, and b quark distributions contain further uncertainties
corresponding to tagging, acceptance, and background influences.

Figure 77 illustrates the kinematic reach of the NC and CC pseudodata at the LHeC and
the FCC-eh in ep and ePb collisions (for per-nucleon integrated luminosities of < 1 and
10 fb~!, respectively). In addition to the inclusive data, semi-inclusive measurements with
flavour sensitivity are also included. A determination of the strange, charm, beauty, and even
top PDFs will thus become possible. The main techniques required for flavour studies are
charm (in CC for xs, in NC for xc) and beauty tagging (in NC for xb), for which the following
considerations are in order, see reference [63]. The transverse extension of the LHeC beam
spot is about (7 um)?. The typical decay lengths of charm and beauty particles are hundreds
of pum, compared with resolutions of a few microns for modern Si detectors. The experimental
challenges are therefore the forward tagging acceptance, which is similar to the situation at
the HL-LHC, and the beam pipe radius, which, at the LHeC, will have to cope with strong
synchrotron radiation effects.

A study was made [63] of the possibilities of measuring the nuclear anti-strange density (see
figure 78) through impact parameter tagging in eA CC scattering and of measuring the charm
and beauty cross-sections in NC (see figure 79). The charm and beauty tagging efficiencies
were assumed to be 10% and 60%, respectively, following experience of HF tagging at HERA
and ATLAS. The degrees of control of the light quark background in the charm analysis and
of the charm background in the beauty tagging sample were assumed to be 1 and 10%, respec-
tively. Tagging efficiencies and background contaminations affect the statistical error. Besides,
additional systematic errors of 3(5)% were assumed in the simulated NC (CC) measurements.
These assumptions resulted in very promising measurements of the heavier quark distributions,
to about 10%-20% (3%—5%) of total uncertainty for the strange (charm and beauty) measure-
ments, for 107* < x < 0.1 and Q” extending from below the threshold m, up to a few times
10* GeV?2.

6.2.2. Nuclear gluon PDFs in a global-fit context. To illustrate the impact of the LHeC ePb
pseudodata in the global context, they were added [529] into the EPPS16 global analysis of
nuclear PDFs [503]. The EPPS16 strategy is to parametrise the nuclear modification ratios
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Figure 77. Left: kinematic x—Q? plot of the NC and CC pseudodata for a proton at the
LHeC (red symbols) and the FCC-eh (green symbols) used in the xFitter analysis in
section 6.2.3; data used in analysis at HERA (black symbols) are shown for comparison.
Right: kinematic x—Q? plot of the pseudodata for Pb used in the EPPS16 analysis at the
LHeC (NC and CC (light blue symbols); charm (dark blue symbols)) in section 6.2.2,
and in the xFitter analysis in subsection 6.2.3 (at the LHeC (red symbols); at the FCC-eh
(green symbols)); the regions explored by currently available data sets (charged lepton
and neutrino DIS, DY, dAu at RHIC, and pPb at the LHC) used in recent nPDF analyses
[503] are shown for comparison.

Ri(x, Q2) between the bound-proton PDFs ﬁ /P> and the proton PDFs ﬁ s

£, 0%
Ri(x,0%) = = , 6.2)
fi(x, 0%
at the charm mass threshold Q% = m? . = (1.3 GeV)?. At higher values of Q° the nuclear

PDFs are obtained by solving the standard DGLAP evolution equations at the next-to-leading
order in QCD. As the LHeC pseudodata reach significantly lower x values than the data that
were used in the EPPS16 analysis, an extended small-x parametrisation was used for gluons,
see figure 80. The framework used is almost identical to that of reference [530]. The func-
tional form introduced allows for rather wild—arguably unphysical—behaviour at small x,
where e.g. significant enhancement is allowed. This is contrary to the theoretical expectations
of the saturation conjecture and also appears to be an improbable scenario, given the recent D
and B meson measurements by the LHCb Collaboration [531, 532] which impressively indi-
cate [533] gluon shadowing down to x ~ 1073 at interaction scales as low as Q* ~ m?% ... On
the other hand, given that there are no prior DIS measurements in this kinematic range for
nuclei other than the proton, and that the D and B meson production in pPb collisions could
be affected by strong final-state effects (which could eventually be resolved by e.g. measure-
ments of forward prompt photons [534] in pPb), we hypothesise that any kind of behaviour is
possible at this stage. Anyway, with the extended parametrisation—called EPPS16x here—the
uncertainties in the small-x regime become significantly larger than in the standard EPPS16
set. This is reflected by significantly larger PDF error bands, in comparison to the projected
LHeC pseudodata. These are shown in figure 81 where the EPPS16x predictions are compared
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[63]. CCBY 4.0.
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Figure 79. Left: simulation of the measurement of the charm quark distribution
expressed by F§ = e2x(c + ¢) in neutral current eA scattering; right: simulation of the
measurement of the bottom quark distribution expressed by Fg = e2x(b + b) in neu-
tral current eA scattering. The data are plotted with full systematic and statistical errors
added in quadrature. Reproduced from [63]. CC BY 4.0.

with the LHeC pseudodata for inclusive NC and CC reactions, as well as charm production
in neutral-current scattering. The uncertainties are estimated using the Hessian method [535],
and the same overall tolerance Ay? = 52 as in the EPPS16 analysis is used when defining the
error bands. Because there are no small-x data constraints for gluons, the gluon uncertainty is
enormous, and since the Hessian method used to estimate the uncertainties is not particularly
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Figure 80. Left: illustration of the functional behaviours allowed at small x in the
EPPS16 analysis. Right: illustration of the possible functional variations at small x in
the extended parametrisation that we employ here.

accurate, the true Ax? = 52 error bands are likely to be even larger. At some point, the down-
ward uncertainty will be limited by positivity constraints e.g. for F, but will depend strongly
on which Q7 is used to set the positivity constraints (e.g. in the EPPS16 analysis, Fy is required
to remain positive at 0> = m?,..)-

After the LHeC ePb pseudodata are included in the fit, the new nPDFs adapt by repro-
ducing the pseudodata, and their uncertainties are greatly reduced, as shown in figure 82.
The overall tolerance has been kept fixed at the default value Ay? = 52. The impact on
the nuclear modification of the gluon PDF is illustrated in figure 83 at two values of Q*:
0% = 1.69 GeV? (the parametrisation scale) and Q> = 10 GeV?. The inclusive pseudodata
are already able to reduce the small-x gluon uncertainty quite significantly, and the addition of
the charm data promises an even more dramatic reduction in the errors. The analysis indicates
that the LHeC will pin down the nuclear gluon PDF to a high precision, down to an x value
of at least 1073.

6.2.3. nPDFs from DIS on a single nucleus. Another approach that becomes possible with
the large kinematic coverage and volume of data for a single nucleus, Pb, at the LHeC and
FCC-eh, is to perform a fit to Pb data only, in order to extract the Pb PDFs, thus removing
the need to interpolate between different nuclei. The corresponding ratios or nuclear modifi-
cation factors for each parton species can then be obtained using either a proton PDF set from
a global fit or, as we do here (see [14, 536, 537]), from a fit to proton LHeC and FCC-eh
pseudodata. In this way, there will be no need to introduce a nuclear size dependence in the
parameters for the initial condition for DGLAP evolution. Such nPDFs can then be used in a
comparison to those obtained from global fits and for precision tests of collinear factorisation
in nuclear collisions.

The fits are performed using xFitter [538], in which 484 (150) NC and CC Pb data
points at the LHeC (FCC-eh) were used in the fitted region Q> > 3.5 GeV?, see figure 77.
A HERAPDF2.0-type parametrisation [45] was employed to provide both the central values
for the reduced cross-sections (therefore, the extracted nuclear modification factors are centred
at 1) and the fit functional form; in this way, neither theoretical uncertainties (the treatment of
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Figure 83. Upper panels: the gluon nuclear modification for the Pb nucleus at Q* =
1.69 GeV? in EPPS16* (left), LHeC analysis without charm pseudodata (middle), and
full LHeC analysis (right). The blue bands mark the total uncertainty and the green dotted
curves correspond to individual Hessian error sets. Lower panels: the same as the upper
panels but for 0% = 10 GeV2. Reproduced with permission from [529].

HFs, the value of ay, order in the perturbative expansion) nor the uncertainty related to the
functional form of the initial condition—parametrisation bias—are considered in our study,
in agreement with our goal of estimating the ultimate achievable experimental precision in
the extraction of nPDFs. We worked at the NNLO using the Roberts-Thorne improved heavy
quark scheme and c (m%) = 0.118. The treatment of systematics and the tolerance Ax? = 1
are identical to the approach used in the HERAPDF2.0 fits, and are achievable in a single
experiment.

The results for the relative uncertainties in the nuclear modification factors are shown in
figures 84—86 for valence quarks, sea quarks, and gluons, respectively. The uncertainties in
these plots reflect the assumed uncertainties in the pseudodata, both statistical (mainly at large
x) and systematics from detector efficiencies, radiative corrections, etc., see section 6.2.1. As
expected, the uncertainty in the extraction of the valence quark at small x is sizeably larger
than those for the sea quark and the gluon.

While a very high precision appears achievable at the LHeC and the FCC-eh, in a compari-
son with EPPS16 (or any other global fit) shown in the plots and with previous results including
LHeC pseudodata in that setup, see section 6.2.2 and [529, 530], some caution is required. First,
the effective EPPS16 tolerance criterion Ax? ~ 52 implies that, naively, the uncertainty bands
should be compared after rescaling them by a factor of v/52. Second, the treatment of sys-
tematics is rather different, considering correlations in the xFitter exercise and taking them as
fully uncorrelated (and added quadratically to the statistical ones) in the EPPS16 approach.
Finally, EPPS16 uses parametrisations for the nuclear modification factors for different parton
species, while in xFitter, just the (n)PDF combinations that enter the reduced cross-sections
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Figure 84. Distributions (left) and their relative uncertainties (right) of the valence u-
quark density in the proton (top), Pb (middle), and the corresponding nuclear modifi-
cation factor (bottom) in an analysis of ep and ePb LHeC and FCC-eh NC plus CC
pseudodata using xFitter (for both a single set of data and all data combined), compared
to the results of EPPS16 [503]; see the text for details.

are parametrised and employed for the fit'3¢, With all these considerations in mind, the results
shown in this section are fully compatible with those in the previous one.

6.3. Nuclear diffraction

In section 3.4 we discussed specific processes which will probe the details of the 3D structure
of the proton. The same processes can be studied in the context of electron—ion scattering
and used to learn about the partonic structure of nuclei. Inclusive diffraction on nuclei can
provide important information about the nuclear diffractive parton distribution, similarly to the
diffraction on the proton, see section 4.3. Diffractive vector meson production can be studied
in the nuclear case as well, e.g. within the framework of the dipole model, which is suitable for
high energies and includes nonlinear effects in density. In the nuclear case, though, one needs
to make a distinction between coherent and incoherent diffraction. In the coherent process, the
nucleus scatters elastically and stays intact after the collision. In incoherent diffraction, the
nucleus breaks up, and individual nucleons can be set free. Still, there is a large rapidity gap
between the diffractive system produced and the dissociated nucleus. It is expected that this

186 In this respect, let us note that, by analogy to proton PDFs, a full flavour decomposition can be achieved using both
NC and CC with HF identification, which will verify existing ideas about the flavour dependence of nuclear effects on
parton densities [528].
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Figure 85. Distributions (left) and their relative uncertainties (right) of the sea quark
density in the proton (top), Pb (middle), and the corresponding nuclear modification
factor (bottom) in an analysis of ep and ePb LHeC and FCC-eh NC plus CC pseudodata
using xFitter (for both a single set of data and all data combined), compared to the results
of EPPS16 [503] for u, see the text for details.

process will dominate the diffractive cross-section for medium and large values of momentum
transfer. Only in the region of small values of momentum transfer is elastic diffraction the
dominant contribution. Dedicated instrumentation must be constructed in the forward region
in order to clearly distinguish between the two scenarios, see section 10.

6.3.1 Exclusive vector meson diffraction. Calculations for the case of Pb for coherent diffrac-
tive J /1 production were performed using the dipole model [124], see section 3.4. In order
to apply the dipole model calculation to the nuclear case, one takes the independent scat-
tering approximation described by Glauber theory [539]. The dipole amplitude can then be
represented in the form

A
Na(x.r,b) = 1=J] (1 = NGr.r.b —b)]. (6.3)

i=1

Here, N(x,r,b — b;) is the dipole amplitude for the nucleon (see section 3.4) and b; denotes
the transverse positions of the nucleons in the nucleus. The interpretation of equation (6.3) is
that 1 — N is the probability that scattering from an individual nucleon does not occur, and
thus H?:l [1 — N(r,b — b;, x)] is the probability that scattering does not occur from the entire
nucleus.

In addition, the following simulation includes the fluctuations of the density profile in the
proton, following the prescription given in [122—124]. To include these proton structure fluctu-
ations, one assumes that the gluonic density of the proton in the transverse plane is distributed
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Figure 86. Distributions (left) and their relative uncertainties (right) of the gluon den-
sity in the proton (top), Pb (middle), and the corresponding nuclear modification factor
(bottom) in an analysis of ep and ePb LHeC and FCC-eh NC plus CC pseudodata using
xFitter (both a single set of data and all combined), compared to the results of EPPS16
[503], see the text for details.

around three constituent quarks (hot spots). These hot spots are assumed to be Gaussian. In
practical terms one replaces the proton profile 7 ,(b)

1
o) = 5o e, (64)
P

that appears in each individual nucleon scattering probability N(x, r,b — b;) with the function

3
T,(b) =Y T,(b—b,). (6.5)

i=1

where the ‘quark’ density profile is given by

1 2
T,(b) = ——e "/, 6.6
ib) = 3p-e (6.6)
Here, b,; are the locations of the hotspots that are sampled from a two-dimensional Gaus-
sian distribution whose width is given by the parameter B,.. The free parameters B, and B,
were obtained in [123] by a comparison with the HERA data for coherent and incoherent J /v
production at a photon—proton centre-of-mass energy of W = 75 GeV, corresponding to a frac-

tional hadronic target energy loss of x;» = 107>, The proton fluctuation parameters obtained
are By, = 3.3 GeV?and B, = 0.7 GeV 2.
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Figure 87. Cross-section for the coherent diffractive production of the vector meson J /v
in ePb (red solid curves) and ep (black solid curves) collisions, as a function of the energy
W. Left: photoproduction case Q* ~ 0, right: 9% = 2—5 GeV?.
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Figure 88. Cross-section for the coherent diffractive production of the vector meson
J /1 in ePb (red solid curves) and ep (black solid curves) collisions, as a function of the
energy W. Left: 0> = 5-10 GeV?, right: 0*> = 10-100 GeV2.

The results for the differential cross-section at ¢+ = O for coherent production of J/« as a
function of (virtual) photon-proton energy W for fixed values of Q° are shown in figures 87
and 88. The calculations for Pb are compared to those for the proton target. We see that the
cross-sections for the nuclear case increase with energy more slowly than for the proton case
and are always smaller. Note that we have already rescaled the diffractive cross-sections by
a factor of A%, as appropriate for a comparison of the diffractive cross-sections on the pro-
ton and nucleus. In the absence of nuclear corrections, their ratio should be equal to one.
The differences between the scattering from a nucleus and that from a proton are also a
function of Q*. They are larger for smaller values of Q* and for photoproduction. This is
understood from the dipole formulae, see equations (3.23)—(3.25). As explained previously,
larger values of scale Q* select smaller dipoles, for which the density effects are smaller. Sim-
ilarly, the differences between the lead and proton cases are larger for higher energies. This is
because the dipole amplitude grows with decreasing values of x which are probed when the
energy is increased, and thus the nonlinear density effects are more prominent at low values
of x and Q.
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Figure 89. Ratio of coherent J/ production diffractive cross-sections for Pb and the
proton as a function of the variable x (defined in equation (6.7) for the dipole model
results). Solid lines: dipole model calculation for 0% = 0.1 GeV? (black) and Q> =
10—-100 GeV? (red). Dotted and dashed lines correspond to the nuclear ratio for the
gluon density squared using the EPPS16 parametrisation [503] of the nuclear PDFs.
Black and red dashed lines are the central sets for Q% = M} » and 0? =100 GeV2.
The dotted lines correspond to the low and high edges of the Hessian uncertainty in the
EPPS16 parametrisation. The difference between the two dotted lines is thus indicative
of the parametrisation uncertainty for the nuclear ratio. These ratios, which can also be
measured in UPCs [129], are larger that the values 0.2—0.4 at x ~ 107> predicted by the
relation between diffraction and nuclear shadowing [344].

These findings can be summarised by inspecting the ratio of the cross-sections, presented
as a function of x defined as'®’
2 2
Q + my /¢

X =
Q2_|_W2+m3/w —m,zv

6.7)

which is shown in figure 89. We observe that the ratio is smaller for smaller values of Q%, and it
decreases for decreasing values of x. The results of the dipole-model calculations are compared
with the ratio of the gluon density squared (evaluated at x and Q?) obtained from the nuclear
PDFs using the EPPS16 set [503]. The reason that one can compare the diffractive cross-section
ratios with the ratios for the gluon density squared can be understood from equations (3.23)
and (3.24). The diffractive amplitude is proportional to the gluon density xg(x, Q%). On the
other hand, the diffractive cross-section is proportional to the amplitude squared, thus having
an enhanced sensitivity to the gluon density. The nuclear PDFs have large uncertainties, as

187 This choice to translate W and Q* into x in the dipole-model calculations differs from the choices made in other
published reports, but the difference is only significative at large x, where the dipole model is not applicable.
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Figure 90. Differential cross-sections for coherent and incoherent production of J /v
in ePb as a function of the negative four-momentum transfer squared —¢, for photo-
production, 0> = 0. The lines showing dips are for coherent production, and those
extending to large |7 are for incoherent production. The solid (dashed) lines are the
results with (without) nucleon substructure fluctuations. Black, blue, and red represent
W =0.1,0.813, and 2.5 TeV, respectively.

indicated by the region between the two sets of dotted lines. The EPPS16 parametrisation is
practically unconstrained in the region of x less than 0.01. Nevertheless, the estimate based on
the dipole-model calculation and the central value of the EPPS16 parametrisation are consistent
with each other. This strongly suggests that it will be hard to disentangle nuclear effects from
saturation effects and that only through a detailed combined analysis of data for the proton and
the nucleus can firm conclusions be established for the existence of a new nonlinear regime of
QCD.

The differential cross-sections do/dr as a function of the negative four-momentum transfer
squared —t for the cases of coherent and incoherent production are shown in figure 90. Coherent
and incoherent diffraction cross-sections are computed from the dipole model in the following
way. The coherent diffractive cross-section is obtained by averaging the diffractive scattering
amplitude over the target configurations and taking the square

do 1 2

_— = — _A _x, N A . 6.8
Here, the brackets (. ..) refer to averages over different configurations of the target. The inco-
herent cross-section is obtained by subtracting the coherent cross-section from the total diffrac-
tive cross-section. It is standardly assumed that it takes the form of a variance of the diffractive
scattering amplitude

do 1

_ 2 _ 2
o = 16 (1A 0, M) = [(A, 0, M) ), (6.9)

which should be valid for small |¢|. The ¢ dependence, and the relation between the impact
parameter and ¢ through the Fourier transform, makes diffractive scattering a sensitive probe
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of the internal geometric structure of hadrons and nuclei; see reference [540] for an extrac-
tion of the transverse profile of the nucleus in UPCs at the RHIC and also reference
[541] for a study at the EIC. In particular, because the incoherent cross-section has the
form of a variance of the amplitude, it is sensitive to the amount of fluctuation in impact
parameter space.

The results in figure 90 (results for higher Q* are very similar) indicate that incoherent pro-
duction is dominant for most values of —t, except for very small momentum transfers, about
|t| < 0.02 GeV?>. Thus, dedicated instrumentation which will allow us to distinguish between
the two cases is essential if one wants to measure the coherent process over a reasonably wide
range of |¢|. As in the proton case, the coherent # distribution exhibits characteristic dips. How-
ever, in the case of the nuclear targets, the dips occur for much smaller values of z. This is
related to the much larger value of the dipole amplitude for a wide range of impact parameters
in the case of nuclear targets, compared to the proton case.

Another interesting aspect, see section 3.4, is the effect of the transverse structure of the
target in nuclear coherent and incoherent diffraction [542]. For example, in the formula-
tion shown above [124], a fixed number of hot spots was considered, while in [128] (see
also [125] for a realisation using small-x evolution) a growing number with 1/x was imple-
mented. In both cases, the ratio of incoherent to coherent diffraction decreased with W,
and was smaller for larger nuclei. This decrease is sensitive to the details of the distribu-
tion of hot spots—thus, to the fluctuations of the gluon distribution in transverse space. It
also shows interesting dependencies on the mass of the produced vector meson and on Q?,
with the result that the ratio is smaller for lighter vector mesons and for lower Q°. Besides,
the hot-spot treatment also has some effects on the distributions of momentum transfer, see
figure 90. In order to check these ideas, both the experimental capability to separate coher-
ent from incoherent diffraction, and a large lever arm in W and Q2, as available at the LHeC,
are required.

We thus conclude that by investigating coherent and incoherent diffractive scattering on
nuclei, one can obtain a unique insight into the spatial structure of matter in nuclei. On the
one hand, the coherent cross-section, which is obtained by averaging the amplitude before
squaring it, is sensitive to the average spatial density distribution of gluons in transverse
space. On the other hand, the incoherent cross-section, which is governed by the variance
of the amplitude with respect to the initial nucleon configurations of the nucleus, measures
fluctuations of the gluon density inside the nucleus. In the case of a nucleus, the diffrac-
tive production rate is controlled by two different scales related to the proton and nucleus
sizes. At momentum scales corresponding to the nucleon size |¢| ~ 1/ RIZ, the diffractive cross-
section is almost purely incoherent. The #-distribution in coherent diffractive production from
the nucleus gives rise to a dip-type structure for both saturation and non-saturation models,
while in the case of incoherent production at small |¢|, both saturation and non-saturation
models do not lead to dips [124]. This is in drastic contrast to diffractive production by
the proton, where only saturation models lead to a dip-type structure in the #-distribution
at values of |¢] that are experimentally accessible. Therefore, diffractive production offers a
unique opportunity to measure the spatial distribution of partons in protons and nuclei. It is
also an excellent tool with which to investigate the approach to unitarity in the high-energy
limit of QCD.

While we have focussed here on J/1/ production, lighter vector mesons such as p, w, and ¢
could also be studied. They should show a different Q° dependence, and their larger sizes
would make them lie closer to the black-disk regime. The dominance of dijet events in
photoproduction would also provide sensitivity to the approach to the unitarity limit [344].
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Figure 91. Nuclear modification factor, equation (6.10), for F2 ) and FP® in 208pp
versus 3, at Q> = 10 GeV? and for different &, for the models H and L in [344]. The 4\
and ‘/’ hatched areas show the kinematically excluded regions for £ = 2.76 and 19.7
TeV/nucleon, respectively. Reproduced from [346]. CC BY 4.0.

6.3.2. Inclusive diffraction on nuclei. In section 4.3, a study of the prospects for extracting
diffractive parton densities in the proton was presented, following [346]. Diffraction in eA is
similar to that in ep, the main difference being a smaller contribution from incoherent e +
A — e + X + A* than from coherent e + A — e + X + A diffraction, where A* denotes a final
state in which the nucleus dissociates into at least two hadrons, but the event still shows a
rapidity gap. Incoherent diffraction dominates for |¢| larger than a few hundredths of a GeV2.
Forward detectors [1] will allow the separation of coherent diffraction, on which we focus in
the following, summarising the study in reference [346].

Assuming that the same framework (collinear factorization for hard diffraction,
equation (4.14), and Regge factorization, equation (4.16)) introduced in section 4.3 for ep also
holds for eA, nuclear diffractive PDFs (nDPDFs) can be extracted from the diffractive reduced
cross-sections. Note that such nDPDFs have never been measured. For an electron energy of
E, = 60 GeV and nuclear beams with Ey = 2.76 TeV/nucleon, the kinematic coverage at the
LHeC is very similar to that shown in figure 49. For details, see reference [346].
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Figure 92. An indicative subset of the simulated data for the diffractive reduced cross-
section as a function of /3 in bins of & and Q? for 2®Pb collisions at the LHeC, using
the models in [344]. The curves for £ = 0.01,0.001, and 0.0001 are shifted upwards by
0.01, 0.02, and 0.03, respectively. Reproduced from [346]. CC BY 4.0.

Defining the diffractive nuclear modification factor analogously to equation (6.1),

_ i B6 Q2
RAB.€,0%) = k/A 6.10

in figure 91 we show the results for F2® and FP® from the Frankfurt-Guzey-Strikman
(FGS) models [344]. These models are based on Gribov inelastic shadowing [343] which
relates diffraction in ep to nuclear shadowing for total and diffractive eA cross-sections. The
nuclear wave function squared is approximated by the product of one-nucleon densities, the
t-dependence of the diffractive v*-nucleon amplitude is neglected compared to the nuclear
form factor, and a real part is introduced into the amplitudes [543] and colour fluctuations
for the inelastic intermediate nucleon states [544]. There are two models, named H and L,
that correspond to different strengths of the colour fluctuations and result in larger and smaller
probabilities of diffraction in nuclei with respect to that in the proton, respectively. In figures 91
and 92 we show results [346] for both models.

A subset of the simulated pseudodata for the reduced cross-sections is shown in figure 92
[346]. It is generated assuming 5% of systematic error and statistical errors calculated for
an integrated luminosity of 2 fb~!. Compared to figure 51, the comparably large kinematic
coverage and small (systematics-dominated) uncertainty illustrated in figure 92 clearly show
that an extraction of nDPDFs in 2°Pb, analogous to that shown in figures 52 and 53 for the
DPDFs, will be possible with similar accuracy in an extended kinematic region.

6.4. New dynamics at small x with nuclear targets

As discussed in section 4.2.1, theoretical expectations [507] indicate that the fixed-order per-
turbation theory leading to the DGLAP evolution equations should eventually fail. When x
decreases, o, In 1/x becomes large and these large logarithms must be resummed, leading to
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the BFKL equation. Furthermore, when the parton density becomes large, the linear approxi-
mation that underlies both DGLAP and BFKL breaks, and nonlinear processes must be taken
into account to compute parton evolution. The CGC [506] offers a non-perturbative but weak
coupling effective theory with which to treat dense parton systems in a systematic and con-
trolled way. One of the important predictions of the CGC is that in a dense parton system,
saturation occurs, leading to the emergence of a new dynamical scale—the saturation scale
QO..» Which increases with the energy.

The parton density in a hadron becomes high both through evolution—when energy or 1/x
becomes large, and/or when partons are accumulated by overlapping nucleons—when the mass
number A becomes large in a nucleus. In the nucleus rest frame, the virtual photon fluctuations
at small x < (2myR4)~', where my is the nucleon mass and R, is the nuclear radius, acquire
a lifetime larger than the time taken to traverse the nucleus and, thus, all partons within a
transverse area ~ 1 /Q” are simultaneously probed. In fact, the parameter that determines the
transition between linear and nonlinear dynamics is the parton density and, therefore, the onset
of this new regime of QCD and its explanation must be tested, as discussed in [1], by exploring
both decreasing values of x and increasing values of A in a kinematic x—Q? region, where, in
order to be sensitive to differences in evolution, a sufficient lever arm is available in Q% >
Aécn at small x. The saturation scale Q, that characterises the typical gluon momentum in
a saturated hadron wave function increases with nuclear size, Q2, oc A'/3. Therefore, in eA
collisions the perturbatively saturated regime is achieved at a parametrically larger value of x
than in a proton—a prediction not only of the CGC but of all multiple-scattering models that
anticipate an approach to the black-disk, unitarity limit.

The opportunities to establish the existence of saturation in lepton—nucleus collisions are
numerous. They include inclusive observables, both total and diffractive cross-sections, and
less inclusive observables, such as correlations:

e Tension in DGLAP fits for inclusive observables: as discussed in [1, 257] and in
section 4.2.2, deviations from fixed-order perturbation theory can be tested by the tension
that would appear in the description within a DGLAP fit of observables with different
sensitivities to the sea and the glue, for example F, and F, (or reduced cross-sections
at different energies) or Fy<us*e and Fge“y @arks 1 [545], such an exercise was per-
formed, which considered F'; and Fi, pseudodata for eAu collisions at the EIC [101] using
reweighting techniques. While the results for EIC energies are shown to be inconclusive
due to the reduced lever arm in Q> > Q2% > AéCD, the much larger centre-of-mass ener-
gies at the LHeC (and FCC-eh) should make it possible to search for tensions between
different observables.

e Saturation effects in diffraction: a longstanding prediction of saturation [107, 546, 547]
is a modification of the diffractive cross-section in nuclei with respect to protons, with
a suppression (enhancement) at small (large) 3 due to the approach of the nucleus to
the black-disk limit (where elastic and diffractive scattering become maximal) and the
behaviour of the different Fock components of the virtual photon wave function. Such
effects can also be discussed in terms of a competition between nuclear shadowing and the
probability that the event remains diffractive in the multiple scattering process [344]. This
leads to the generic expectation of an enhancement of the ratio of the coherent diffractive
cross-section in the nucleus over that in the proton, in nonlinear approaches with respect
to linear ones [101].

e Correlations: For a long time, correlations have been considered to be sensitive probes of
the underlying production dynamics. For example, the cross-section for the production
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of two jets with the same hardness and widely separated in rapidity, called Mueller-
Navelet jets [548], was proposed as a test of BFKL versus DGLAP dynamics, but the
effect of saturation has not been widely studied, although it has a large potential to differ-
entiate linear resummation from nonlinear saturation (where non-trivial nuclear effects
could appear). Correlations between jets were analysed in [1] for the LHeC kinemat-
ics, in both inclusive and diffractive events; see the formalism in [549]. On the other
hand, the azimuthal decorrelation of particles and jets when saturation effects are at
work—at small x, studied by the difference between collisions involving proton and
nuclei, was proposed long ago in dAu collisions at the RHIC [550, 551]. It was stud-
ied in [1] for the LHeC kinematics; see recent developments in [552] and the extension
to forward dijet production in [553]. It could also be analysed in UPCs at the LHC,
see section 9.7.

6.5. Collective effects in dense environments —the ‘ridge’

One of the most striking discoveries [554] at the LHC is that in all collision systems, from
small (pp and pA) to large (AA), many of the features that are considered to be indicative of
the production of a dense hot partonic medium are observed (see e.g. reviews [555-557] and
references therein). The most celebrated of such features are the long-rapidity-range particle
correlations collimated in azimuth, named the ‘ridge’, shown in figure 93. The dynamics under-
lying these phenomena, either the formation of a QGP and the existence of strong final-state
interactions, or some initial state dynamics that leaves an imprint on the final observables, is
under discussion [558]. While they have been observed in photoproduction on Pb in UPCs at
the LHC [559], their existence in smaller systems such as ete™ [560] at the LEP collider and
ep at HERA [561] has been scrutinised, but the results are inconclusive.

In this respect, measurements in ep and eA collisions at the LHeC at considerable centre-
of-mass energies will offer crucial additional information. For example, the collision of the
virtual photon with the proton at the LHeC can be considered to be a high-energy collision of
two jets or ‘flux tubes’, as discussed in references [564, 565] and illustrated in figure 93. This
can lead to the production of ‘ridges’ and other novel configurations of gluons and quarks and
will be uniquely measured at the LHeC.

6.6. Novel QCD nuclear phenomena at the LHeC

Beyond the topics discussed above there are many novel phenomena which can be explored in
eA collisions at LHeC or FCC-eh, in a high-energy regime and using dedicated instrumenta-
tion. We shall briefly review some of these phenomena, which can be understood utilizing the
LF framework of QCD; for a review, see [566].

One of the most important theoretical tools in high-energy physics is Dirac’s LF time:
r=xt=r+ z/c, the time along the LF [567], a concept which allows all of the tools and
insights of Schrodinger’s quantum mechanics and the Hamiltonian formalism to be applied to
relativistic physics [566]. When one takes a photograph, the object is observed at a fixed LF
time. Similarly, Compton vp — +/p” and deep-inelastic lepton—proton scattering are measure-
ments of proton structure at a fixed LF time. Unlike ordinary instant time t, physics at fixed 7
is Poincaré invariant; i.e. independent of the observer’s Lorentz frame. Observations at fixed 7
are made within the causal horizon. LF time 7 reduces to ordinary time ¢ in the nonrelativistic
limit ¢ — oo.

The LF wavefunctions (LFWF) of hadrons are superpositions of W (x;, k 1iA) = (Uyln),
the Fock-state projections of the eigensolution of the QCD LF Hamiltonian Hocp|Vy) =
M?%|¥y). They encode the underlying structure of bound states in quantum field theory and
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Figure 93. Left and top right: collective effects seen in high-multiplicity two-particle
azimuthal correlation, as observed by CMS in PbPb, pPb (reproduced from [562]. CC
BY 4.0), and pp (reproduced from [563]. CC BY 4.0) collisions. Bottom right: schematic
illustration of the production of ridge-like effects in ep or eA scattering at the LHeC.
Reproduced from [564]. CC BY 4.0.

underlie virtually every observable in hadron physics. Hadronic LFWFs can also be directly
measured by the Ashery method [568], the coherent diffractive dissociation of high-energy
hadrons into jets [569, 570]. In the diffractive dissociation of a high-energy hadron into quark
and gluon jets by two-gluon exchange, the cross-section measures the square of the second
transverse derivative of the projectile’s LFWFE. Similarly, the dissociation of a high-energy
atom such as positronium or true muonium ([1* 1~ ]) can be used to measure the transverse
derivative of its LFWFs.

Hadronic LFWFs are defined at fixed 7 = x* =t + 7 /c; they are thus off-shell in the total
P~ = P’ — P%, not energy P° [566]. Thus, LFWFs are also off-shell in M? = PTP~ — P2 =

K2 +m? . . . . .
KPP =3, iim ,» the invariant mass squared of the constituents in the n-particle Fock

state. LFWFs are thus functions of the invariant mass squared of the constituents in the Fock
state. For a two-particle Fock state, M? = /—j(lt—'j Thus, the constituent transverse momenta
k%, appear alone as a separate factor in the LFWF; the transverse momenta are always coupled
to the longitudinal LF momentum fractions x;. This is the LF version of rotational invari-
ance. Only positive kiJr = k? +k>0and 0 < x; = k:—{ < 1 appear, where Y, x; = 1. In
addition, J* = 3",Li + %, as well as P+ = >k and P, = Zﬂ? 1; are conserved at every
vertex—essential covariant kinematical constraints. It is notable that the anomalous gravit-
omagnetic moment of every LF Fock state vanishes at > = 0. The LEWFs of bound states
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are off-shell in P~ = Ziki’ , but they tend to be maximal when they are least off-shell, i.e.
they have minimal invariant mass. In fact, in the holographic LFWFs where colour is con-
fined, the LFWFs of hadrons have fast Gaussian fall-off in invariant mass. This feature also

underlies intrinsic heavy-quark Fock states: the LFWFs have maximal support when all of the

constituents have the same rapidity y;; i.e. x; & y/m? + k7 ;. Thus, the heavy quarks have the
highest momentum fractions x;.

Conversely, LF wavefunctions provide the boost-invariant transition amplitude which con-
verts free quarks and gluons into the hadronic eigenstates of QCD. Thus, knowing the LFWFs
allows one to compute hadronization at the amplitude level—how the coloured quarks and
gluons produced in a DIS event ep — ¢'X at the LHeC are confined and emerge as final-state
hadrons.

The LF formalism leads to many novel nuclear phenomena, such as hidden colour [571],
colour transparency [572], nuclear-bound quarkonium [573], nuclear shadowing and anti-
shadowing of nuclear structure functions, etc. For example, there are five distinct colour-singlet
QCD Fock-state representations of the six colour-triplet quarks of the deuteron. These hidden-
colour Fock states become manifest when the deuteron fluctuates to a small transverse size, as
in measurements of the deuteron form factor at large momentum transfer. One can also probe
the hidden-colour Fock states of the deuteron by studying the final state of the dissociation of
the deuteron in deep inelastic lepton scattering at the LHeC, i.e. eD — ¢’X, where X can be
A1t 4+ A~ six quark jets, or other novel colour-singlet final states.

The LF wave functions provide the input for scattering experiments at the amplitude level,
encoding the structure of a projectile at a single LF time 7 [566]. For example, consider
photon—ion collisions. The incoming photon probes the finite size structure of the incoming
nucleus at fixed LF time, like a photograph—mnot at a fixed instant time, which is acausal.
Since the nuclear state is an eigenstate of the LF Hamiltonian, its structure is independent of
its momentum, as required by Poincaré invariance. One gets the same answer in the ion rest
frame, the CM frame, or even if the incident particles move in the same direction but collide
transversely. There are no colliding pancakes using the LF formalism.

The resulting photon—ion cross-section is not point-like; it is shadowed: o(yA — X) =
A% (yN — X), where A is the mass number of the ion, N stands for a nucleon, and the power
a =~ 0.8 reflects Glauber shadowing [574]. The shadowing stems from the destructive inter-
ference of two-step and one-step amplitudes, where the two-step processes involve diffractive
reactions on a front-surface nucleon which shadows the interior nucleons. Thus, the photon pri-
marily interacts on the front surface. Similarly, a high-energy ion—ion collision A} + A, — X
involves the overlap of the incident frame-independent LFWFs. The initial interaction on the
front surface of the colliding ions can resemble a shock wave.

In the case of a deep inelastic lepton—nucleus collision y*A — X, the two-step ampli-
tude involves a leading-twist diffractive deep inelastic scattering (DDIS) v*N; — V*N; on
a front-surface nucleon N; and then the on-shell propagation of the vector system V* to a
downstream nucleon N, where it interacts inelastically: V*N, — X. If the DDIS involves
Pomeron exchange, the two-step amplitude interferes destructively with the one-step ampli-
tude v*N; — X, thus producing shadowing of the nuclear PDF at low x < 0.1. On the
other hand, if the DDIS process involves an / = 1 Reggeon exchange, the interference is
constructive, producing flavour-dependent leading-twist antishadowing [574] in the domain
0.1 <x<0.2.

One can also show that the Gribov—Glauber processes, which arise from leading-twist
diffractive deep inelastic scattering on nucleons and which underlie the shadowing and
antishadowing of nuclear structure functions [574], prevent the application of the opera-
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tor product expansion to the virtual Compton scattering amplitude 7*A — 7*A on nuclei
and thus negate the validity of the momentum sum rule for deep inelastic nuclear structure
functions [575].

7. Higgs physics with the LHeC

71. Introduction

The Higgs boson was discovered in 2012 by ATLAS [576] and CMS [577] at the LHC. It
is the most recently discovered and least explored part of the SM. The Higgs boson (H) is
of fundamental importance. It is related to the mechanism predicted by [419, 420, 578] and
independently by [579], in which the intermediate vector bosons of the spontaneously bro-
ken electroweak symmetry acquire masses's®, while the photon remains massless. Fermions
obtain a mass via the Yukawa couplings with the Higgs field. Following the discovery of the
Higgs boson, its physics and thorough exploration have become central themes of the physics
programme at the LHC. Any high-energy future collider project, beginning with the high-
luminosity upgrade of the Large Hadron Collider, the HL-LHC, which is underway and will
collect data a decade hence, has the potential to precisely study the properties of the Higgs
boson as its centre of attention, to understand its characteristics and in the hope of opening
a new window into physics extending beyond the SM; see, for example, [580, 581]. In this
section we present the potential for exploring SM Higgs physics at the LHeC and, to a certain
extent, at the FCC-eh as well.

A first challenge for the physics of the Higgs boson is to establish whether it indeed sat-
isfies the properties inherent to the SM regarding its production and decay mechanisms. The
SM neutral H boson decays into pairs of fermions, ff. The dominant decay is H — bb with a
branching fraction of about 58%. The branching scales with the square of the fermion mass,
m? The next prominent fermionic decay is therefore H — 77~ at 6.3%, followed by charm
decay with a predicted branching fraction of 2.9%. The Higgs boson also decays into pairs of
W and Z bosons at rates of 21.5% and 2.6%, respectively. Loop diagrams enable the decay into
gluon and photon pairs with a branching of 8.2 and 0.2%, respectively. The seven most frequent
decay channels, ordered according to descending branching fractions, are thus those resulting
in bb, WrW~, gg, 7777, c¢, ZZ and ~. Together these are predicted to represent a total SM
branching fraction of 99.9%. At the LHC these and rarer decays can be reconstructed, with
the exception of the charm decay, for reasons of prohibitive combinatorial background. The
main purpose of this paper is to evaluate the prospects for precisely measuring these channels
in electron—proton scattering.

72. Higgs production in deep inelastic scattering

In deep inelastic electron—proton scattering, the Higgs boson is predominantly produced
through WW fusion in CC DIS scattering; see figure 94. The next large Higgs production
mode in ep is ZZ — H fusion in neutral current (NC) DIS scattering, figure 94, which has
a smaller but still sizeable cross-section. These ep Higgs production processes are very clean
for a number of reasons:

188 The mass of the W boson, My, is generated through the vacuum expectation value, 7, of the Higgs field (®) and
given by the simple relation My = gn/+/2 where g is the weak interaction coupling. Here 7 = /—p2/2\ with the
two parameters of the Higgs potential that is predicted to be V = —p>® & — \(®T ®)?. The Higgs mass is given by
My = 27]\/X while the mass of the Z boson is related to My by the electroweak mixing angle, My = My, /cos Oy.
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Figure 94. Higgs boson production in charged (left) and neutral (right) current deep
inelastic electron—proton scattering to the leading order.

e Even at the high luminosity of 10** cm2 s~! the inclusive pileup is only 0.1 (1) for

the LHeC (FCC-eh), and the final-state signature is therefore free from event overlap,
in contrast to the case of the HL-LHC, where it will typically be 150;
e In ep, contrary to pp, there is no initial nor final-state colour (re)connection;

e The higher-order corrections are small. For the total CC process, they were estimated [582]
to be of the order of only 1% for the QCD part, subject to cut dependencies yielding shape
changes up to 20%, and —5% for the QED part (with a weak dependence on the PDF
choice).

The smallness of the QCD corrections was mainly attributed to the absorption of gluon and
quark radiation effects in the evolution of the parton distributions (PDFs) [582]. The PDFs will
be measured with very high precision at any of the ep colliders considered here (see section 3),
thus allowing a unique self-consistency of Higgs cross-section measurements.

The NC reaction is even cleaner than the CC process, since the scattered electron fixes
the kinematics more accurately than the missing energy. While in pp both WW and ZZ pro-
cesses are hardly distinguishable, in ep they are uniquely distinguishable, which provides an
important, precise constraint on the WWH and ZZH couplings.

72.1. Kinematics of Higgs production. At HERA the kinematics was conveniently recon-
structed through event-wise measurements of Q* and y. The reconstruction of the kinematics
in CCs uses the inclusive hadronic final-state measurements. Based on the energies E,, and E,
and the polar angles ©, and O, of the scattered electron and the hadronic final state, respec-
tively, one obtains a redundant determination of the kinematics in NC scattering. This permits a
cross-calibration of calorimetric measurements, of the electromagnetic and hadronic parts, and
of different regions of the detector, which is a major means of achieving superb, sub-percent
precision in ep collider measurements. Methods have been developed to optimise the kine-
matics reconstruction and maximise the acceptance by exploiting the redundant determination
of the scattering kinematics; see, for example, [56]. The basic DIS kinematic distributions of
02, x, and y for Higgs production at /s = 3.5 TeV are illustrated in figure 95. The average 0’
and x values probed are Q° &~ 2000 GeV?, x ~ 0.02 at the LHeC and 0 ~ 6500 GeV?, x ~
0.0016 at the FCC-eh.

As described elsewhere in this paper, constraints arise for a large pseudorapidity or polar
angle (n = Intan 6 /2) acceptance of the apparatus (i) for the backward region (the polar angle
is defined w.r.t. the proton-beam direction), due to the need to reconstruct electrons at low
Q?, thereby enabling low-x physics and (ii) for the forward region, to cover a maximum region
towards large x at medium Q2 with the reconstruction of the hadronic final state. For the LHeC,
the acceptance therefore extends to pseudorapidities of = £5, which, for the FCC-eh case,
is extended to = £6. The large acceptance is, in particular, suitable for the reconstruction of
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Figure 95. Distributions of ep — vHX events at the parton level for the negative four-
momentum transfer squared, 0? (top left), Bjorken x (bottom left) and the inelas-
ticity y = Q% /sx (top right) at /s = 3.5 TeV (FCC-eh). Events were generated with
MadGraph [375], see table 14.

event signatures of collisions in which a Higgs boson is produced by vector-boson fusion; see
figure 96 for the typical pseudorapidity distributions of Higgs-boson event signatures in DIS
obtained using the most asymmetric FCC-eh collider configuration.

Geometric acceptances due to kinematic constraints on the pseudorapidity of the Higgs
decay products for both the LHeC and the FCC-eh are further illustrated in figure 97. The
acceptances are calculated for a basic selection of all final states with pr > 15 GeV and cov-
erages of the forward jet of up to n = 5 and n = 6, respectively, for both colliders. As can be
seen from figure 97, the acceptances are higher for the less asymmetric LHeC beam configu-
ration and about the same for hadronic calorimetry up to n = 5 and n = 6. Hence, the LHeC
calorimeter is designed for n = 5. The optimal hadronic calorimetry coverage for FCC-eh is
clearly n = 6, which yields significantly higher acceptances, compared to n = 5 calorimetry.
From figure 97, it is apparent that for both collider configurations, the Higgs decay products
would require tagging capabilities up 1 = 3.5, e.g. for HF and tau decays. Suitably designed
muon detectors covering 1) = 4 appear feasible for both collider configurations; these would
result in high H — pp acceptances of about 72% (63%) for LHeC (FCC-eh) when selecting
all final states with pr > 15 GeV and a coverage of the forward jet of upton =5 (n = 6). A
further extension to a 1° muon acceptance would change the acceptances marginally to 72.9%
(67.5%) for the LHeC (FCC-eh).

72.2. Cross-sections and rates. The cross-sections for Higgs production in CC and NC DIS
e~ scattering of a 60 GeV electron beam with protons at three different energies for the LHeC,
the High Energy Large Hadron electron Collider (HL-LHeC), and the FCC-eh are summarised
in table 14. The cross-sections are calculated to the leading order with MadGraph (MG5 v2.5.1)
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Figure 96. Pseudorapidity () distributions at parton level that characterise the vector-
boson-fusion production and decay of the Higgs boson to WW in DIS scattering at the
FCC-eh. The scattered lepton (blue) in the NC case (or missing energy for CC) has an
average 7 of about —0.5, i.e. it is scattered somewhat backwards (relative to the electron-
beam direction). The pseudorapidity distributions of the generated Higgs boson (red)
and its decay particles (black) are very similar and peak at 1 >~ 2. The struck quark,
especially at the FCC-eh as compared to LHeC, generates a very forward-pointing jet,
requiring forward calorimetry up to 1 ~ 6, as foreseen in the FCC-eh detector design.
Events are generated with MadGraph; see the setup in table 14.

using the CTEQ6L1 proton PDF and My = 125 GeV. The CC e~ p cross-section is directly
proportional to the beam polarisation, P, as occ o (1 — P), while the NC cross-section only
weakly depends on the polarisation [97].

It can be observed that the CC Higgs production cross-section at the LHeC is comparable
to that of a 250 GeV ete™ collider. One thus expects results of roughly comparable sensitivity,
the difference being that eTe~ favours the H to ZZ couplings, while ep is dominantly sensitive
to WW — H production. This provides a fundamental complementarity between e*e~ and ep
collider Higgs physics.

The CC e~ p cross-section is enlarged with the (negative) electron beam polarisation, P,,
while the NC cross-section is less sensitive to P,. The cross-section at the FCC-eh reaches
values in the pb region. Combined with long operation times, one can reach a sub-per-mille
precision of the Higgs couplings. Similarly, the HH cross-section approaches 0.5 fb values
only at the highest energies, as expected for /s > 3 TeV at the FCC-eh or CLIC-ee colliders.
A first-cut-based study aiming to access the Higgs self-coupling at the FCC-eh to within 20%
is detailed in reference [584]. Further prospects are not discussed here since measuring the HH
coupling is one of the foremost tasks of the HL-LHC and the FCC-hh [586].

The polarised e™ p cross-section is calculated to be significantly smaller than the e~ p value,
by a factor of 197 /58 ~ 6 at the LHeC, mainly because the W~ u — d reaction is more frequent
than W+d — u. Furthermore, positron sources are currently considered to be much less intense
(by a factor of about ten or even a hundred) than electron sources. It is desirable to collect e p
data at future ep colliders for electroweak physics, but in the linac—ring version, their volume
will be limited, and they will most likely be unsuitable for precision Higgs physics.

Table 15 provides an illustration of the statistics which is expected to be available in charged-
and neutral-current scattering for nine decay channels ordered by their branching ratios for the
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Figure 97. Dependence of the acceptance of DIS Higgs candidates (y axis) on the pseu-
dorapidity (n) cut requirement of the Higgs decay products (x axis) for two scenarios
of the hadronic final-state coverage. All final states are selected with p; > 15 GeV. The
forward jet is accepted up to n = 5 and np = 6 for the LHeC (full lines and dashed-and-
dotted lines), and FCC-eh (dotted lines and dashed lines), respectively. Calculations are
at the parton level and performed using MadGraph.

Table 14. Total cross-sections, in fb, for inclusive Higgs production at My = 125 GeV,
in charged- and neutral-current deep inelastic e~ p scattering for unpolarised (P = 0)
and polarised (P = —0.8) E, = 60 GeV electron beams and four different proton-beam
energies, E,, for the LHeC, the HE-LHeC, and two FCC-¢h versions. The cms. energy
squared in ep is s = 4E.E),. The last row shows the double-Higgs CC production cross-
sections in fb. The calculations are at the LO of QCD using the CTEQ6L1 PDF [583]
and the default scale of MadGraph [375] with dependencies due to scale choices of
5%-10%.

Parameter Unit LHeC HE-LHeC FCC-eh FCC-eh
E, TeV 7 13.5 20 50

Vs TeV 1.30 1.77 2.2 3.46
occ (P =-0.8) b 197 372 516 1038
onc (P = —0.8) fb 24 48 70 149
occ (P=0) fb 110 206 289 577
onc (P=0) b 20 41 64 127
HH in CC fb 0.02 0.07 0.13 0.46

nominal LHeC and FCC-eh configurations. The statistics at the LHeC will be about ten times
lower than that at FCC-eh, since the cross-section is diminished by ~ 1/5 and due to a shorter
expected running time, i.e. the integrated luminosity is assumed to be half of that at the FCC-eh.
Accessing rarer SM Higgs decay channels is the particular strength of luminous pp scattering

at the highest energies, rather than that of anticipated ep or e

+e~ colliders.

166



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

Table 15. Total event rates and cross-sections for SM Higgs decays in the charged-
(ep — vHX) and neutral- (ep — eHX) current production in polarised (P = —0.8) elec-
tron—proton DIS at the LHeC (y/s = 1.3 TeV) and the FCC-eh (/s = 3.5 TeV), for
integrated luminosities of 1 and 2 ab~!, respectively. The branching fractions are taken
from [585]. The estimates are at the LO of QCD using the CTEQO6L1 PDF and the default
scale of MadGraph, see the setup in table 14.

Number of events

CC Neutral current
Channel Fraction LHeC FCC-eh LHeC FCC-eh
bb 0.581 114 500 1208 000 14 000 175000
Wtw- 0.215 42300 447000 5160 64 000
gg 0.082 16 150 171 000 2000 25000
Tt 0.063 12400 131 000 1500 20000
cc 0.029 5700 60 000 700 9000
77 0.026 5100 54000 620 7900
¥y 0.0023 450 5000 55 700
Zy 0.0015 300 3100 35 450
utp~ 0.0002 40 410 5 70
o (pb) 0.197 1.04 0.024 0.15

The signal strength and coupling analyses subsequently presented address the seven most
frequent decays, representing 99.9% of the SM Higgs decays. In addition, there is a significant
potential for a measurement of the H — pu decay at the FCC-eh, which, as seen in table 15,
may provide about 500 (45) events from CC and NC DIS at the FCC-eh (LHeC). Thus, one

may be able to measure this process to a precision of about 6% at the FCC-eh and 18% at
LHeC.

73. Higgs signal-strength measurements

SM Higgs production in deep inelastic ep scattering proceeds via vector-boson fusion in either
charged- or neutral-current scattering, as illustrated in figure 94. The scattering cross-sections,
including the decay of the Higgs boson into a pair of particles A;A; can be written as

O'ICC = ocC - % and Uf\IC = ONC * % (71)
Here, the ratio of the partial to the total Higgs decay width defines the branching ratio, br;,
for each decay into A;A;. The ep Higgs production cross-section and the O(1) ab~! luminosity
prospects will allow us to investigate the seven most frequent SM Higgs decays, i.e. those into
fermions (bb, c¢, 717 )and into gauge particles (WW, ZZ, gg, ~v~) with high precision at the
LHeC and its higher-energy versions.

In ep one obtains constraints on the Higgs production characteristics from CC and NC scat-
tering, which uniquely probe HWW and the HZZ production, respectively. Via the per-event
selection of the final-state lepton, which is either an electron (NC DIS) or missing energy (CC
DIS), those production vertices can be uniquely distinguished, in contrast to the case of pp.
In eTe™, at the ILC, operations at 250 GeV and separately at 500 GeV have been considered
in order to optimise the HZZ- versus HWW-sensitive production cross-section measurements
[586]. For CLIC the cms energy may be set to 380 GeV as a compromise working point for
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joint NC and CC measurements, including access to top production [587]. The salient advan-
tage of the e™e™ reaction, similarly considered for the more recent circular collider proposals,
the Circular Electron Positron Collider (CEPC) [18] and the FCC-ee [15], stems from the kine-
matic constraint of the Higgs-strahlung, e™e™ — Z* — ZH, which determines the total Higgs
production cross-section independently of its decay.

The sum of the branching ratios for the seven Higgs decay channels studied here for ep adds
up to 99.87% of the total SM width [588]. As is discussed in section 7.6, significant constraints
onthe H — invisible decay can also be set with ep, although they are not able to exclude exotic,
unnoticed Higgs decays. The accurate reconstruction of all decays considered here will impose
a severe constraint on the total cross-section and also of the total decay width of the Higgs boson
in the SM. To evaluate the measurement accuracy, the cross-section measurement prospects
for a decay channel i are presented here as relative signal strengths /(NC, CC) obtained from
division by the SM cross-section.

Initially, detailed simulations and Higgs extraction studies for the LHeC were performed for
the dominant H — bb [589—593] and the challenging H — c¢ [593-595] channels. The focus
on the H — bb decay has been driven not only by its dominance but also by the difficulty
of its accurate reconstruction at the LHC. It has been natural to extend this to the H — cc
which is currently considered to be unobservable at the HL-LHC, for permutation and large
background reasons. The results of the updated b and ¢ decay studies, produced using cuts and
boosted decision tree (BDT) techniques, are presented below.

A further detailed analysis has been performed for the H — W™ W~ decay. The total of
the WW decays represents 21.5% of the Higgs branching into SM particles. There is a special
interest in its reconstruction in the DIS CC reaction, because this channel uniquely determines
the HWW coupling to its fourth power. A complete signal and background simulation and
eventual BDT analysis of the H — W W~ decay in CCs has been performed, as described
below. Unlike the LHC, this uses purely hadronic decays, which are very difficult to exploit in
pp-

Finally, as summarised below, an analysis using acceptance, efficiency, and signal-to-
background scale factors has been established for the residual four of the seven dominant decay
channels; see table 15. This estimate could be successfully benchmarked with the detailed sim-
ulations for heavy-quark and W decays. This study therefore covers more than 99% of the SM
Higgs decays, which are redundantly measured in ep, in both neutral and CC reactions. This
opens interesting prospects for precision Higgs physics in ep, but also in combination with pp,
i.e. using the LHeC combined with the HL-LHC, and later using the FCC-eh combined with
the FCC-hh.

73.1. Higgs decay into bottom and charm quarks. The Higgs boson predominantly decays
into bb with a 58% branching ratio in the SM. Its reconstruction at the LHC has been com-
plicated by the large combinatorial background. Recently, this decay was established with
signal strengths, relative to the SM, of i, = 1.01 + 0.12(stat)+)1%(exp) by ATLAS [596]
with a luminosity of 79.8 fb~! and of y,;, = 1.01 4 0.22 by CMS [597] with a luminosity of
41.3 fb~'. This is a remarkable experimental LHC achievement, because for a long time, one
expected to be unable to measure this decay to better than about 10% at the future HL-LHC.
Meanwhile, this expectation has become more optimistic with the updated HL-LHC prospects
[598]; however, the most hopeful assumption for the H — c¢ decay is a limit of two times the
SM expectation.

Because of the special importance of determining the frequent bb decay most accurately,
and with it, the full set of SM branchings, the prime attention of the studies of the LHeC
Higgs prospects has been given to these two channels. The first PGS detector-level study was
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published with the CDR [1] before the announcement of the discovery of the Higgs boson
and assuming My = 120 GeV. This and subsequent analyses use samples generated by Mad-
Graph5 [375] for both signal and background events, with fragmentation and hadronization via
PYTHIA 6.4 [599] in an ep customised program version'®, Subsequent analyses have been
updated to My = 125 GeV and to state-of-the-art fast detector simulation with DELPHES
3 [601] as a testbed for ep detector configurations. Both cut-based and BDT analyses were
performed in independent evaluations.

As shown in the CDR, the H — bb decay could be measured by applying classical kinematic
selection requirements, as follows:

e CC DIS kinematic cuts of Q7 > 500 GeV?, y, < 0.9, missing energy of EF'** > 30 GeV,
and no electrons in the final state to reject NC DIS;

o Atleast three anti-kt R = 0.7 jets with py > 20 GeV which are subject to further b-tagging
requirements;

e A Higgs candidate from two b-tagged jets with b-tagging efficiencies of 60 to 75%, charm
(light quark) misidentification efficiencies of 10 to 5% (1%);

e Rejection of single-top events, which is achieved by requiring a dijet W candidate mass
of greater than 130 GeV and a trijet top candidate mass of more than than 250 GeV using
a combination with one of the b-jets of the Higgs mass candidate;

e A forward scattered jet with 7 > 2 and a large A¢, ypr > 0.2 between the b-tagged jet
and the missing energy.

The dominant backgrounds are CC DIS multijet and single top production, while the CC
Z, W, and NC Z contributions are small. The background due to multijets from photoproduc-
tion (where Q% ~ 0) can be reduced considerably by tagging the small-angle scattered electron
with an electron tagger. The result of a cut-based analysis is shown in figure 98 where clear Z
and H — bb peaks are seen. Assuming that the photoproduction background is rejected with
a 90% efficiency, the resulting signal is shown in figure 98, corresponding to an SM H — bb
signal strength 5/ of 2% for an integrated luminosity of 1000 fb~! and P, = —0.8. This
result is consistent with earlier analysis and robust w.r.t. the update of the Higgs mass from
120 to 125 GeV, which confirmed the high S/B > 1 (see also reference [592], where an alter-
native approach used to estimate the multijet photoproduction background gave a similar signal
strength uncertainty). The result illustrates that even with harsh kinematic requirements and a
small luminosity of 100 fb~", this important decay channel could be measured to an uncertainty
of about 6%.

The stability of the cut-based results has been further shown for different hadronic calorime-
ter resolution setups

g a

—=—=®&b for < |Mmin|» 7.2
E  VE 1] < [ (7.2)
2 - S d for|gm| < <5 (1.3)
E_\/E Tlmin n ) .

where for 7,;, = 3, the parameter b (d) is varied between 1 (3) and 7 (9)% for two resolution
parameters a (c) of either 30 (60) or 35 (45)%. Alternatively, the central range was restricted to

189 Hadronic showering is not expected to change the kinematics of the DIS-scattered leptons. This has been shown
(see page 11 of reference [600]), with a very good level of agreement of the NC DIS electron kinematics, with and
without ep-customized Pythia showering. Specifically, for 99.8% of events, the kinematics in the momentum vector
components remain unchanged, and for 98% of the events, the energy of the scattered electrons remains unchanged.
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Figure 98. Expected invariant dijet mass distribution at DELPHES detector level for
1 ab~! and —80% electron polarisation at the LHeC. The S/B is about 2.9 for events
in the Higgs mass range of 100—130 GeV. Events are generated with MadGraph using
Mp = 125 GeV, showered with PYTHIA 6.4, and subject to cut-based event selection
criteria; see the text for further details. Note that samples are generated with a minimum
dijet mass cut of 60 GeV.

Nmin = 2 With a parameter b (d) of 3 (5)% for resolution parameters a (c) of 35 (45)%. Although
the signal yields varied within 34% when the same analysis cuts were used, it was shown that
with an adjusted set of cuts (notably, the choices of cuts for the Higgs mass range, A¢y vers
and forward 7), the SM H — bb signal strength 611/ varied with a fractional uncertainty of
up to 7%.

The cut-based H — bb signal strength analyses suffer from rather low total selection effi-
ciencies in the range of only 3 to 4%. Modern state-of-the-art analysis techniques, e.g. those
used to find H — bb at the LHC regardless of the overwhelming QCD jet background, are
based on the use of neural networks for the HF tagging as well as in the analysis.

BDT H — bb and H — c¢ analyses using the TMVA package with ROOT [602] are per-
formed using independently produced signal and background samples based on the same setup
as for the cut-based analyses, see figure 98. Those analyses start with loose preselections of
at least three anti-kt jets with pp > 15 GeV without any further HF tagging, in addition to CC
DIS kinematic cuts of Q7 > 400 GeV? and y, < 0.9 and a missing energy EX™* > 20 GeV.
The invariant mass distributions using anti-kt R = 0.5 jets are illustrated in figure 99, where
the mass distributions in the upper plots illustrate, in particular, the single top contributions
and the subsequent significant Higgs signal loss if simple anti-top cuts were to be applied.
In the lower plot of figure 99 the invariant dijet mass distribution of untagged Higgs signal
candidates is seen clearly above the background contributions in the expected mass range of
100—130 GeV. It can be observed that the remaining background is dominated by CC multi
jets. The quantities represented in the three distributions of figure 99 are important inputs for
the BDT neural network, in addition to further variables describing e.g. the pseudorapidities
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Figure 99. Invariant mass distributions at DELPHES detector level for an integrated
luminosity of 100 fb~! and —80% electron polarisation. Events passed preselection cuts
of 07 > 400 GeV?,y, < 0.9, EM* > 20 GeV and at least three flavour-untagged anti-kt
R = 0.5jets with pr > 15 GeV. The different colours show the contributions per process;
the photoproduction background (yp jjj) is assumed to be rejected with an efficiency
of 90%. Note that samples are generated with a minimum dijet mass cut of 60 GeV.
Upper left: invariant dijet mass, showing W candidates from single top production (blue),
based on combining jets with the second- and third-lowest || values per event. Upper
right: invariant mass distribution combining the three highest py jets per event, showing
single top-mass candidates (blue). Lower middle: invariant dijet mass, showing Higgs
candidates (black dots, including background), combining jets with the two lowest ||
values per event.

of the Higgs and forward jet candidates, including jet and track HF probabilities; see details
below and also in reference [595].

As a novel element in these analyses, HF tagging based on track and jet probabilities has
been implemented in the DELPHES detector analysis following the Tevatron DO experimental
ansatz described e.g. in reference [603]. The resulting b and c-jet efficiencies versus the light-
jet misidentification efficiencies are illustrated in figure 100 for an assumed nominal impact
parameter resolution of 10 (5) pm for tracks with 0.5 < pr < 5(> 5) GeV and three choices of
the distance parameter R = 0.5, 0.7, 0.9 for the anti-kt jets. In particular, for the charm tagging,
impact parameters are studied with resolutions of 5 (2.5) um (half-vertex resolution) and 20
(10) pm (double-vertex resolution) for tracks with 0.5 < pp < 5(> 5) GeV within |n| < 3.5.
For a conservative light-jet efficiency of 5%, the b-jet tagging efficiency is rather robust, around
60% for the considered nominal impact parameter performance and the three considered anti-
kt distance parameters and in slight favour of the anti-kt R = 0.5 choice. For the expected
charm tagging, however, an excellent impact parameter resolution and R = 0.5 jets give the
best tagging efficiency of around 30%. This means a significant improvemente.g. w.r.t. a 23%
charm tagging efficiency for R = 0.9 jets at a nominal impact parameter resolution. These
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Figure 100. Expected average efficiencies of tagging a b jet (upper plot) and a charm
jet (lower plot) versus the light-jet efficiency (x-axis) based on Tevatron-style jet tagging
[603]. Events are selected at the DELPHES detector level using a CC multijet sample
and for an integrated luminosity of 100 fb—!. The coloured lines correspond to the choice
of the anti-kt distance parameter R and various assumed impact parameter resolutions of
10 (5) pm (nominal, no text added in legend), 5 (2.5) um (half-vertex resolution), and
20 (10) pm (double-vertex resolution) for tracks with 0.5 < pr < 5(> 5) GeV within
In| < 3.5.

tagging efficiencies can be considered as realistic but rather conservative, in particular, for the
remaining light-jet efficiency, which is expected to be about 0.1% at a b-jet efficiency of 60%
using LHC-style neural-network-based taggers.

A series of BDT score tests was performed using the preselected signal samples and a CC
multijet as the main background sample to determine the optimal combination of impact reso-
lution parameters while resolving the two jets from the Higgs decay in dependence of R. The
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Figure 101. Expected H — bb (left) and H — c¢ (right) signal events as a function of the
BDT score. Events are selected at the DELPHES detector level for an integrated lumi-
nosity of 1 ab~! and —80% electron polarisation. The symbols correspond to the choice
of the anti-kt distance parameter R and various assumed impact parameter resolutions
of 10 (5) pm (nominal, no further text added in the legend), 20 (10) um (double reso-
lution), and 5 (2.5) pm (half resolution) for tracks with 0.5 < pp < 5 (>5) GeV within
In| < 3.5.

resulting number of H — bb (c¢) signal events versus the BDT score is illustrated in figure 101,
which shows the evident interplay between detector performance and the choice of jet param-
eters R, where the R = 0.9 anti-kt jets show the worst performance. At a score of BDT = 0,
the highest number of signal events are achieved for R = 0.5 anti-kt jets for both charm and
beauty decays, where the effect of the impact resolution is much more constricted for the charm
than for the beauty tagging. Following figure 101, complete BDT-based H — bb (c¢) analyses
are performed for anti-kt R = 0.5 jets and an impact parameter resolution of 5 (2.5) pm (half-
vertex resolution) for tracks with 0.5 < pp < 5(>5) GeV within || < 3.5. The acceptance
times efficiency values are about 28% for the H — bb channel and about 11% for the H — c¢
channel at BDT = 0.

The results of the BDT H — bb and H — cc analyses, assuming that each background
contribution is understood to be at the 2% level via the control regions and that there are
negligible statistical MC uncertainties for the background predictions for the signal region,
as shown in figure 102. Using these assumptions, the resulting signal strengths are 0.8% for
the H — bb channel and 7.4% for the H — c¢ channel. For the latter, the SM Higgs decays,
in particular, H — bb, also represent also a part of the cc background contribution, but can
be controlled by the high precision of the genuine bb result. Advanced analysis strategies for
distinguishing bb and cc SM Higgs decays via several layers of neural networks are discussed
e.g. in reference [604] for a 250 GeV ILC and My = 120 GeV, where the expected H — c¢
cross-section of 6.9 b for My = 120 GeV yields a signal-strength uncertainty of 8.8% in the
ZH all-hadronic channel (Z — ¢g) at an integrated luminosity of 250 fb~!. The ILC charm
cross-section is quite similar to the 5.7 fb cross-section for My = 125 GeV at the LHeC. The
number of preselected charm events and SM Higgs contributions used in the ILC analysis are
at a similar level as for this analysis, while the non-Higgs background at the ILC is larger
by a factor of 6.8 than that of the LHeC preselected events. Comparing the two results gives
confidence in the expected H — cc signal-strength results at LHeC using the aforementioned
assumptions.

In conclusion, Higgs to HF signal-strength measurements require excellent state-of-the-
art calorimetry with high acceptance and excellent resolution as well as an impact parameter
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Figure 102. Result of the joint H — bb and H — ¢ analysis for an integrated luminosity
of 1 ab~! and —80% electron polarisation at the LHeC. Left: invariant mass distributions
for the two channels with signal and background; see the text. Right: expected Higgs
signal distributions after background subtraction. The background is assumed to be at
the 2% level via control-region measurements.

resolution such as that achieved, for example, with the ATLAS inner-b layer. In addition, the
details of the analysis strategy, which uses a neural network and advanced statistical meth-
ods (e.g. via RooStats/RooFit, see e.g. complex analysis methods using constraints via well-
measured control regions in signal fits [605]) will be important to control high signal at low
background yields, where the background is expected to be constrained via control regions to
better than the 2% level.

73.2. Higgs decay into WW. Inclusive CC scattering, the CC production of the Higgs boson
with a WW decay, and the main backgrounds are illustrated in figure 103. The ep — vHX —
vW*WX process with hadronic W decays (see figure 103(a)) causes a final state, which
to the lowest order comprises 4 + 1 jets and the escaping neutrino identified via missing
energy (MET). The pure hadronic WW Higgs decay has a branching ratio of about 45%.
Using MadGraph (MGS5) and a version of PYTHIA customised for ep DIS, events have been
generated and analysed after passing a DELPHES description of the FCC-eh detector. This
study has been performed for the most asymmetric beam configuration of E, = 60 GeV and
E, =50 TeV, yielding /s = 3.5 TeV.

This analysis has been focussed on the requirement for four fully resolved jets from the
Higgs decay and at least one forward jet, where the jets are reconstructed using the anti-kr
algorithm with R = 0.7. Further event categories in which the jets from the Higgs decay prod-
ucts may merge and yield either three or only two large-R jets in the final state have not yet
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Figure 103. Typical lepton—parton diagrams relevant to the H — W* W analysis: (a) sig-
nal: CC DIS with a Higgs produced in the 7-channel and its decay into a pair of W bosons,
which generates a four-jet final state, as well as the forward jet. The other diagrams are
examples to illustrate background channels which, at higher orders with extra emissions,
may mimic the signal configuration: (b) single W-boson production; (c) single Z-boson
production; (d) single top-quark production; (e) QCD multijet production.

been considered. However, as shown by state-of-the-art LHC-style studies, those event cate-
gories and the use of e.g. dedicated top- and W-tagging based on large-R jet substructures may
give additional access to Higgs signal-strength measurements.

The analysis, which requires fully resolved jets from the H — W*W — 4 decay, and at
least one forward jet, proceeds according to the following steps:

e Study of the reconstructed event configuration and recognition of its characteristics for
defining a set of loose cuts. These are: the pr of any jet has to be larger than 6 GeV, the
rapidity difference between the forward jet and the reconstructed four-jet Higgs candidate
must be larger than 1.5, the azimuthal difference between that Higgs candidate and either
the forward jet or the scattered lepton (MET) must be larger than 1, and the dijet masses
of the virtual and the real W boson candidate must be larger than 12 GeV and less than
90 GeV (Z mass).

e Verification of truth matching to check that the combinatorial association of jets repro-
duces the Higgs candidate (four jets) and its W (dijet) decays (see figure 104 and the
text).

e Application of this algorithm to the simulated background samples. The MadGraph single
W, top, and Z production samples are turned into a multijet background by PYTHIA. The
cross-sections are reliably calculated, as there is a hard scale available. The initial cuts
reduce this background to about 3% for single vector boson production and to 9% for top
quark production.

e Due to the size of the Hbb decay and jet radiation, a residual background occurs due to
the Higgs itself, which is also reduced to 3% through the cuts.
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Figure 104. Reconstructed signal mass distributions (at the DELPHES detector level) of
truth-matched events (left) and after the just combinatorial association of jets to the two
W bosons forming Higgs candidates (right). Green: virtual W* boson; blue: W boson;
red: Higgs signal from W*W reconstruction. It can be observed that the combination
causes some background, while the respective signal peaks are clearly preserved with a
purity of 68%, so that the correct forward jet is identified.

e The final background is due to multijets. The MadGraph cross-section for a 4 + 1 jet
CC configuration is considered much too large in view of the cross-section measurement
results as a function of the jet number, both at HERA and the LHC; see, for example,
[606]. The sample was thus scaled using a conservative «, renormalisation to the inclusive
cross-section. The initial cuts reduce the multijet background to about 13%.

e Following a detailed training study, a BDT analysis was used. This determined a final
event number of about 12k for to a signal-to-background ratio of 0.23.

The result of this analysis translates to an estimated uncertainty of 1.9% in gy, at the FCC-
eh. The four-jet mass distribution after the BDT requirement exhibits a clear WW Higgs peak
(see figure 104), which illustrates the suitability of using the electron—proton environment for
Higgs measurements in clearly challenging final-state configurations.

73.3. Accessing further decay channels. Following the detailed studies of the bb and cc
decay channels presented above, a coarser analysis was established for other frequent decay
channels, both in NC and CC. Here, acceptances and backgrounds were estimated with Mad-
Graph, and efficiencies that distinguish the leptonic and hadronic decay channels for W, Z, and
T, were taken from prospective studies on Higgs coupling measurements at the LHC [607]. This
provided a systematic scale factor ffor the pure statistical error J;, which comprised the signal-
to-background ratio S/B, the product of acceptance A, and extra reconstruction efficiency e,
according to

1+
A-

ielI~]

f= (7.4)

[0}

The error in the signal strength y; for each of the Higgs decay channels i is determined by
Spi/ pi = fi- 05

To a good approximation these factors apply to the LHeC, the HE-LHeC, and the FCC-eh,
because the detector dimensions and acceptances scale with the proton energy; conceptually,
they use the same technology and very similar resolution assumptions. Therefore, one main
matrix is used for the subsequent experimental deterioration of the pure statistics precision,

176



J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

Table 16. Statistical uncertainties for the seven most abundant Higgs decay channels for
the CC Higgs measurement prospects with the FCC-eh, together with their systematic
scale factors f, equation (7.4), resulting from acceptance, background, and efficiency
effects as given. Note that the results for bb and cc are taken from the BDT analysis
(section 7.3.1) with an efficiency of one. The WW result is replaced by the BDT analysis
(section 7.3.2) in order to quote the expected signal strength uncertainty.

Parameter bb ww g8 T cc 7z vy
Branching fraction 0.581 0.215 0.082 0.063 0.029 0.026 0.0023
Statistical error (ds) (%) 0.09 0.15 0.24 0.28 0.41 0.43 1.41
Acceptance (A) 0.14 0.10 0.40 0.40 0.11 0.10 0.40
Signal/background (S/B) 9 0.2 0.1 0.2 0.43 0.33 0.5
Extra efficiency (€) 1 0.3 0.5 0.43 1 0.5 0.7
Scale factor f 2.8 16 7.4 5.9 5.5 9.0 33

Table 17. Summary of estimates for the experimental uncertainty of the signal strength
14, in per cent, for the seven most abundant Higgs decay channels, in charged and neu-
tral currents, for the LHeC, the HE-LHeC, and the FCC-eh. The bb channel is the
one which is most sensitive to theoretical uncertainties and for illustration is given two
corresponding columns, see section 7.3.4.

Setup bb bb @ Thy ww g8 T cc 7z ¥y
LHeC NC 2.3 2.4 17 16 15 20 35 42
LHeC CC 0.80 0.94 6.2 5.8 52 7.1 12 15
HE-LHeC NC 1.15 1.25 8.9 8.3 7.5 10 17 21
HE-LHeC CC 0.41 0.65 32 3.0 2.7 3.6 6.2 7.7
FCC-eh NC 0.65 0.82 5.0 4.7 4.2 5.8 10 12
FCC-eh CC 0.25 0.56 1.9 1.8 1.6 22 3.8 4.6

both for CC and NC. Future detailed analyses will lead to a refinement of this expectation,
which, for the current purpose, was beyond the scope of the study. The results of the analysis
of uncertainties are summarised in table 16 for the CC channel at the FCC-eh.

The resulting signal-strength uncertainty values are provided in table 17. Note that for
the beauty, charm, and WW channels, the table contains the BDT analysis190 results of
sections 7.3.1 and 7.3.2, respectively. The beauty and charm CC results stem from the BDT
analysis for the LHeC and are applied to the FCC-eh using a factor of about 1/3. The CC WW
results are due to the FCC-eh BDT analysis and are used for the LHeC, enlarged by a factor of
3.2 determined by the different cross-sections and luminosities. For the HE-LHC, the values
are about twice as precise as the LHeC values, because the cross-section is enlarged by about a
factor of two (see table 14), and the integrated luminosity, at 2 ab™ ! is twice that of the LHeC.
All signal-strength uncertainties, in both CC and NC, for the three collider configurations are
shown in figure 105.

73.4. Systematic and theoretical errors. The signal strength is expressed relative to a theo-
retical calculation of the CC Higgs cross-section, including its decay into a chosen channel,

190 This is in very good agreement with the scale-factor method: for example, the WW result in table 16 leads to a
value that is slightly (2.1%) worse than the BDT analysis.
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Figure 105. Uncertainties of signal-strength determinations in the seven most abundant
SM Higgs decay channels for the FCC-eh (green, 2 ab~!), the HE LHeC (brown, 2 ab™ ')
and the LHeC (blue, 1 ab™1), in charged- and neutral-current DIS production.

according to

Oexp Oexp
- . (7.5)
s Oithy OHty - br

Consequently, one can decompose the (relative) error of 4 into the genuine measurement error,
denoted by doexp, Which includes a possible systematic error contribution, E, and two further
components, as follows:

5 50 ) sowy 2 (obr\2] "

(o R C R ) R

" Oexp OHiy br
which are due to imperfections in the theoretical model of the Higgs production cross-section,
Oy, and uncertainties in the branching ratio, br, in the channel under study, respectively. Note
that the experimental uncertainty takes into account possible variations of the backgrounds,
which are conservatively estimated and thus represent more than genuine statistics.

The channel-dependent signal-strength uncertainties quoted in table 17 are estimates of the
first, experimental term in equation (7.6), neglecting additional systematic error effects. They
are derived, as stated above, from the purely statistical error (6; = 1/ \/]V), its increase due
to acceptance (A) and efficiency (¢) effects and, furthermore, the modulation caused by the
background-to-signal ratio (B/S). These factors are all involved in the BDT analysis, but the
scale-factor equation, equation (7.4), may be used to estimate further systematic effects for any
channel. From the relation

000w _ s 1+ B/S 1.7
Texp A€

the combined systematic error contribution, E, caused by variations A of A, ¢, and the
background B can be estimated as follows:

S (CORIC RG-S IO
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This formula shows that if the background-to-signal ratio is very small, then the background
effect is suppressed, oc B/S. If it is larger than one, the relative uncertainty of the background
appears as an additional component of the signal-strength error.

Given the fact that the experimental H — bb result in the CC reaction is especially precise
(compare table 17), an estimate was performed of the systematic error in this channel. The
following effects were included: a variation of the light-quark misidentification by a factor of
three, a variation of the reduction of the photoproduction via tagging of between 2% and 10%,
a variation of the combined acceptance-time efficiency effect by 10%, and a variation of the
hadronic energy resolution, studied in reference [590], leading to a 7% signal variation. The
overall effect of these contributions determines a systematic error of about 10% in fi,, i.e.
S/ = 0.80 % 0.09 for H — bb at the LHeC in the CC channel. Similar levels of uncertainty
are expected to occur for other channels, but have not been estimated to such detail, as those
channels are measured less precisely.

A separate effect arises from the measurement of the luminosity. While that will be mea-
sured to an accuracy of 0.5%, based on Bethe—Heitler scattering and its accurate description to
higher-order QEDC [1], it will additionally be negligible to a good approximation; the LHeC
and its successors will provide a very precise determination of all parton distributions from
the ep data alone. Any systematic mistake in the normalisation will therefore affect both the
measured and the calculated cross-sections and drop out in their ratio .

A further uncertainty in the signal strength arises from the theoretical description of occy,
to which the measured cross-section is normalised. From a simulation of the systematic uncer-
tainties due to imperfect calibrations and extra efficiencies, one may expect the cross-section
to be known to better than 1%. The prediction will be available to the N3LO, «; will be deter-
mined to a precision of 0.1%-0.2%, and the cross-section can be gauged using the inclusive
cross-section measurement. This uncertainty, following equation (7.8), appears directly as a
contribution to the p measurement result. A 0.5% uncertainty, as can be seen in table 17,
becomes noticeable in most of the bb results, but is negligible for all other channels. In this
analysis, uncertainty values of 0.5% and 1% have been considered, and their effect on the «
result been evaluated, see section 7.4.

A final uncertainty is caused by the branching fractions and their uncertainty. For the branch-
ing ratio that is most relevant here, the H — bb branching ratio, a recent uncertainty estimate
[585] quotes a theoretical contribution due to missing higher orders of 0.65%, a parameterisa-
tion uncertainty depending on the quark masses of 0.73%, and an «;-induced part of 0.78%.
The LHeC, or similarly, the higher-energy ep colliders, will determine the b mass (in DIS) to
about 10 MeV and « to per-mille precision [1] which would render corresponding uncertainty
contributions to bry, negligible. The genuine theoretical uncertainty would also be largely
reduced with an extra-order pQCD. In the following study the contribution from the branching
fraction uncertainty has been neglected. This may also be justified by the programme sketched
here, and similarly for other future colliders: the ep colliders will measure the couplings, espe-
cially those of the WW, bb, and ZZ, very precisely, which will enable an iterative treatment of
the branching-ratio uncertainties.

It may be noted [585] that the «; contribution to the H — gg branching fraction uncertainty
is about 3.7%, i.e. twice as large as the estimated signal-strength measurement uncertainty of
this channel at the FCC-eh. This highlights another important benefit of the future ep colliders
and their high-precision DIS programme for precision Higgs physics at the combined ep & pp
facilities.
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Table 18. Summary of x uncertainty values obtained from separate fits of the signal
strength uncertainty estimates for the seven most abundant Higgs decay channels, in
charged and neutral currents, for the LHeC, the HE-LHeC, and the FCC-eh; see the text.

Setup bb ww g8 TT cc 77 Yy
LHeC 1.9 0.70 35 3.1 3.8 1.2 6.8
HE-LHeC 1.0 0.38 1.8 1.6 1.9 0.6 35
FCC-eh 0.60 0.22 1.1 0.93 1.2 0.35 2.1

74. Higgs coupling analyses

In order to quantify possible deviations from the SM expectation one may use the « parame-
terisation framework, introduced in reference [608], which enables easy comparisons between
different collider configurations independently of their ability to access the total Higgs decay
width. It should be noted that there are differences between the results of the effective field
theory (EFT) and those of the « formalism [609]. Therefore, it would also be very interest-
ing to go beyond the x framework for the ep colliders presented here, because out of the 2499
dimension-6 Wilson coefficients, a total of 13 - ng = 1053 involve leptons and quarks [610], for
n, = 3 generations. This has, however, been beyond the scope of this study. In the following,
results are presented for the various ep collider configurations (section 7.2.2).

The  parameters are factors in the various Higgs couplings, equal to one in the SM, which
scale onc/cc with /@% W The Higgs decay width I for a decay channel scales with x? and lead

to the replacement of I'y; by the sum X ;5 jl“j , where we have assumed no non-SM H decays.
This defines the following modifications of the cross-sections (equation (7.1))

. 1 . 1
occ = occbr; - H%Vlﬁzi and oy = oncbr; - K%K?i (7.9)

! zj/@}brj ijﬁbrj'

By dividing these expressions by the SM cross-section predictions one can obtain the variations
of the relative signal strengths, p', for charged and neutral currents and their x dependence

i 1 i 1
lice = Kiyh; S %br; and  fine = /‘éﬁ?m (7.10)

With seven decay channels considered in CC and NC, one finds that for each of the ep col-
lider configurations, there are eight constraints on sy and k7 and two constraints on the other
five k parameters. Using the signal-strength uncertainties listed in table 17, fits to all seven
channels, in NC and CC, are performed using a minimisation procedure to determine the
resulting uncertainties for the « parameters. This is done separately for each of the ep col-
lider configurations; the results are listed in table 18. A naive expectation would have been
that x ~ 0 /2. Comparing the results, for example, for the LHeC (top rows), of the signal
strengths (table 17) with the x fit results (table 18), one can observe that this relation approx-
imately holds for the gg, 77, c¢, 77 channels. However, due to the dominance of H — bb
in the total H width and owing to the presence of the WWH and ZZH couplings in the initial
state, a reshuffling of the precisions occurs in the joint fit: x; is relatively less precise than
Lpp, While both ky and kz become more precise than the naive estimates, even when one
takes into account that the H — WW decay in CC measures «4,. The seven channel results are
displayed in figure 106.
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Figure 106. Summary of uncertainties of Higgs couplings from ep for the seven most
abundant decay channels, for the LHeC (gold), the FCC-eh at 20 TeV of proton energy
(brown) and for E, = 50 TeV (blue).

In the electroweak theory there is an interesting relation between the ratio of the W and Z
couplings and the mixing angle,

o(WW — H = AA) K}

w .2 2
_ W _ (1 _sin?e 7.11
o ZZ S HoAN) g st .1

This relation can be particularly well tested with the ep colliders as they measure both WWH
and ZZH in one experiment and using a common theoretical environment. If one assumes the
WW and ZZ measurements to be independent, the resulting error in sin® 6y ~ 0.23 is 0.003
for the LHeC and 0.001 for the FCC-eh. However, these figures should probably be smaller,
because there are correlations in the measurements that a genuine data-based analysis would
have to evaluate and take into account.

The effect of the theoretical uncertainties has been studied for the FCC-eh, where the exper-
imental precision is highest. Table 19 presents the results of a x analysis using the CC and NC
FCC-eh signal-strength inputs (table 17), neglecting the theoretical uncertainty and adding
0.5% or 1% in quadrature to 1, only where it matters. This results in a roughly linear increase
of the uncertainty for bb (by a factor of 1.5), WW (by 1.7), and ZZ (by 1.5), while all other x
uncertainties are only slightly deteriorated. The effect of such uncertainties is much smaller for
the LHeC as the p uncertainties are three times those of the FCC-eh, see table 17. Therefore,
in the LHeC case, the theoretical uncertainties are neglected.

The role of electron-beam polarisation raises an interesting question. Assuming a maximum
polarisation of P = —0.8, the CC (NC) Higgs cross-section is calculated to be 1.8(1.09) times
larger than in unpolarised scattering. Therefore, the signal CC and NC strength uncertainties
scale by 1.34 and 1.09, respectively. This has been studied for the LHeC. If the default fit is
made, then the s uncertainties quoted in table 18 for bb, WW, gg, 77 and cc are enhanced by a
factor of 1.28. This is due to the combined effect of CC and NC which reduces the deterioration
a bit, from 1.34 to 1.28. Thus, for example, the xy uncertainty moves from 0.7 to 0.9% in the
unpolarised case. The uncertainty in x; is enhanced by just a factor of 1.14, becoming 1.38
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Table 19. Summary of ~ uncertainty values obtained from separate fits to the signal-
strength uncertainty estimates for the seven most abundant Higgs decay channels, in
charged and neutral currents for the FCC-eh, with no theoretical uncertainty, half a per
cent, and one per cent of added uncertainty.

Setup bb ww gg TT cc 77 ¥y
FCC-eh (no thy) 0.60 0.22 1.1 0.93 1.2 0.35 2.1
FCC-eh (0.5% thy) 0.72 0.28 1.1 1.0 1.2 0.41 2.2
FCC-eh (1.0% thy) 0.91 0.37 1.1 1.0 1.3 0.53 2.3

instead of 1.21, because the NC channel has a particularly strong effect on the ZZH coupling.
Since the prospect of detecting the vy channel in NC is very poor, the ., uncertainty is enlarged
by the full CC factor of 1.34. For maximum precision, it is very desirable to polarise the beam.
This, together with electroweak physics, represents an important reason to continue to develop
high-current polarised electron sources.

75. Measuring the top-quark-Higgs Yukawa coupling

Electron—proton collisions at high energy are known to provide a unique window of oppor-
tunity with which to perform precision measurements in the top sector [473]. This is due to
the large cross-sections of the production of single top quarks, which amount to about 2 pb
for E, = 60 GeV and E,, = 7 TeV, where clean signatures are provided without the challenges
posed by pile-up. As a result, the cross-section of the SM in association with a single top
quark in e~ p collisions is large enough to perform competitive measurements. This includes
the measurement of the absolute value of the top—Yukawa coupling and, most prominently, its
CP phase [484].

To investigate top—Yukawa coupling, the SM interaction can be modified in terms of mix-
tures of CP-even and CP-odd states. In terms of a CP phase ((,), the generalised Lagrangian
can be written as [611]:

L= —%?[n cos (; + ivs sin Gt h. (7.12)

Here, ¢, =0 and ¢, = 7 correspond to a pure scalar state, while ¢; = 7 corresponds to a
pure pseudo-scalar state. Therefore, the ¢, ranges 0 < (, < /2 and 7/2 < (, < m represent a
mixture of the different CP states, and the case (, = 0 with kK = 1 corresponds to the SM.

In e™ pcollisions, the top-quark—Higgs couplings are accessed via the associated production
of the Higgs boson with an anti-top quark through the process e~ p — 1 h v, where five-flavour
protons include the b-quark parton distribution. Figure 107 shows the Feynman diagrams for
the process of interest. Interestingly, this process involves three important couplings, namely
hWW, Wtb, and the top—Higgs (#th). Detailed studies of hWWW and Wtb couplings at the e™p
collider have been described in references [473, 612], respectively.

Atthe LHC [611], an interesting feature can be quantitatively observed: in the pure SM case,
there is constructive interference between the diagrams shown in figure 107, left and middle,
for ¢, > /2, resulting in a significant enhancement in the total production total cross-section
of associated top—Higgs couplings. This is also true for ¢, < m/2—however, the degree of
enhancement is much smaller, owing to the flipped sign of the CP-even part of the coupling.

A study of the sensitivity to top-quark—Higgs couplings in terms of a (, model was presented
in reference [484]. In the following, the methodology and results are briefly described. In order
to assess the sensitivity to top-quark—Higgs couplings, a model file was built in FeynRules
[613] which incorporates the Lagrangian; see equation (7.12). The associated top—Higgs
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Figure 107. Leading-order Feynman diagrams contributing to the process pe™ — thv,
in high-energy e~ p collisions. The full circle in the right diagram shows the top-
quark—Higgs coupling of interest in this section. Reproduced from [484]. CC BY
4.0.

production in the charged-current channel pe~ — fhv, is then simulated (cf figure 107),
where it is assumed that & decays into a bb pair, and that the anti-top quark decays lep-
tonically. An electron—proton centre-of-mass energy of /s ~ 1.3 TeV is assumed. In this
study [484], the analysis is performed at the parton level. For signal and background event
generation, the MC event-generator package MadGraph5 [375] is employed, together with
NNPDF23_lo_as_0130_ged[614] PDFs. The renormalisation and factorisation scales for
the signal sample are chosen to be iz = g = (m; + my) /4. The background samples are gen-
erated using the default MadGraph5 [375] dynamic scales. The longitudinal polarisation of
the electron beam is asumed to be —0.8.

In figure 108 we present the variation of the total cross-section versus the electron-beam
energy for the signal process pe~ — thv, by considering un-polarised and polarised e~ beams.
Also, the effects of branchings of 4 — bb and the 7 decay for both leptonic and hadronic modes
are shown. Possible background events typically arise from W+ multijet events, Wbbb with
missing energy. The missing energy can be accounted for by considering the top-quark line
only, the Higgs line only, and neither the top nor the Higgs line in charged- and neutral-current
deep inelastic scattering and in photoproduction by further decays of W into the leptonic
mode. To estimate the cross-sections of the signal and all possible backgrounds using only
basic cuts on rapidity || < 10 for light-jets, leptons, and b-jets, the transverse momentum cut
pr = 10 GeV and ARy, = 0.4 for all particles considered.

An estimation of the sensitivity of the associated top—Higgs production cross-section, o((,),
as a function of the CP phase of the #th-coupling is shown in figure 109. In this study, the
electron and proton beams are assumed to have energies of 60 GeV and 7 TeV, respectively.
The scale uncertainties are obtained by varying the nominal scale, up = ug < (m, + my)/4,by
factors of 0.5 and 2. It can be observed that the size of the cross-section is strongly dependent on
the value of ¢,, in particular, in the region (; > 7 where the interference between the diagrams
becomes constructive. At lower values of ¢, the interference is still constructive, but it decreases
with decreasing (,. Note that (, = 0 represents the cross-section in the strict SM formalism.

At ¢, = 7, which corresponds to the pure CP-odd case, the cross-section is increased by
about a factor of five in comparison to the SM expectation. At (, = 7, which corresponds to
the pure CP-even case with the opposite sign of 7th-coupling, the cross-section can be enhanced
by a factor of up to 24 times. Over the whole range of ,, the scale uncertainty is found to be
about 7%.

To evaluate the sensitivity to the measurement of the top—Yukawa coupling and its CP phase,
the following criteria for fiducial selection are used [484]:

183


https://creativecommons.org/licenses/by/4.0/

J. Phys. G: Nucl. Part. Phys. 48 (2021) 110501 Topical Review

10 , | | |
1t
2
©
0.1 ¢
Unpol.
80% Pol.
Leptonic -
Hadronic
0.01 . . | .
50 100 150 200 250 300

E, [GeV]

Figure 108. Cross-sections of the Higgs boson produced in association with a top quark
in e~ p collisions at E,, = 7 TeV for differen