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Abstract—Brain computer interfaces rely on cognitive tasks
easy at first sight but that reveal to be complex to perform. In this
context, providing engaging feedback and subject’s embodiment
is one of the keys for the overall system performance. However,
noninvasive brain activity alone has been demonstrated to be
often insufficient to precisely control all the degrees of freedom
of complex external devices such as a robotic arm. Here,
we developed a hybrid BCI that also integrates eye-tracking
technology to improve the overall sense of agency of the subject.

While this solution has been explored before, the best strategy
on how to combine gaze and brain activity to obtain effective
results has been poorly studied. To address this gap, we explore
two different strategies where the timing to perform motor
imagery changes; one strategy could be less intuitive compared
to the other and this would result in differences of performance.

I. INTRODUCTION

Despite continuous breakthrough in BCI, especially in ma-
chine learning [1][2] which is giving promising results of in
terms of classification accuracy, some important challenges
remain when it comes to controlling devices such as robotic
limbs. Indeed, classification is limited to a few number of
classes up to four in the best cases. However the mental tasks
associated with each class can be sometimes counter intuitive
and challenging for the subject. All this put together, flawless
control reveals to be difficult. Hence, we use additional sources
of control to help in commanding complex systems with a
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large number of degrees of freedom, seven in the case of a
robotic arm.

Creating multi-modal systems with Motor Imagery BCI at
its core has been studied in depth in the past [3],[4],[5], so has
been the transfer to a robotic control [6],[7],[8],[9]. MI BCIs
rely on the mental task of imagining a movement without per-
forming it [10]).In this general context,the timing to perform
the MI task is a key question, so far left unaddressed.

To address this question, we create a protocol in which
subjects are asked to control a robotic arm both by gaze
and MI BCI. In the experimentation, the timing of the MI
task differs from one session to another, either before or after
the robot’s movement. We focus both on neuro-physiological
features and classification performance to assess whether a
strategy offers better performances. We make the hypothesis
that better performances will occur when the motor imagery
task is performed during the last movement phase of the robot
(i.e. hand closing), in comparison, to a MI task performed
before any movement of the robot. We evaluate two strategies
that give two different timing to the subject to perform motor
imagery task. In this article, we present the method and
the protocol used as well as the early results on those two
strategies. In the last part, we discuss our results and identify
leads of interpretation of our findings.

II. METHOD AND PROTOCOL

A. Material

The system consists of a robotic arm (Pollen Robotic
Reachy 7 degrees of freedom) mounted in front of the subject.



The robot, can reach two cans facing the subject. The cans
are on an ”augmented table”, a flat monitor (42”) under a
Plexiglas screen. The subject is wearing Tobii Pro glasses 3
that record and transmit gaze activity in real time. EEG data
are recorded using a Brain Products EEG cap of 64 amplified
wet electrodes with amplification and frequency sampled at
500 Hz. Reference and Ground electrodes are respectively
placed on TP9 and TP10 positions (at the mastoid level).
Impedance level for the electrodes is set to 15 kΩ with a
tolerance of 10 kΩ. The software used for EEG acquisition
and BCI control is OpenViBE 3.2.0.

Fig. 1: Experimental setup, composed of the robot Reachy, the
Tobii Pro Glasses 3 eyetracker, the 64 Brain products EEG cap
and the augmented table

B. Experimental Protocol

The experimentation was performed at the CENIR platform
at the Paris Brain Institute in a controlled environment (Fara-
day cage). The subjects sat on a chair wearing the EEG cap and
the eyetracker facing the robot as presented in figure 1. The
experimentation is a sequence of both gaze action and mental
task related to the control of the robot. First, the targeted
object is selected using gaze. Secondly, a robotic action and
visual stimulus are shown, depending on the motor imagery
task: [seize+lift+drop+red dot] in the case of MI, and [simply
going back + blue dot] in the case of resting. The subjects are
asked for the motor imagery task to imagine closing their right
hand to seize the can. The visual stimuli lasts for 4 seconds
during the Training set. During the control set, the visual
stimuli lasts for 1 second and a discrete continuous feedback
is given (a halo circling the target getting smaller depending
on the mental state of the subject - this is directly linked to
the classification distance to hyperplane). Those sequences are
presented in figure 2 and 3 with the different strategies.

The session is decomposed into 2 phases; first, a calibration
phase composed of 3 runs lasting for 7 minutes and 50
seconds, corresponding to 10 trials of MI and 10 of rest.
During this phase the robot closes its hand every time it is
supposed to be reacting to a motor imagery task. From the data
collected in the calibration, we generate an R2 map and choose
what will be the relevant features for the classifier weights
both in terms of electrodes and frequencies of interest related

Fig. 2: Strategy 1:the subject selects the target using gaze, then
the robot goes to the designated target. The visual stimulus is
given, the robot closes its gripper when a red dot appears,
otherwise, it does not.

Fig. 3: Strategy 2:the subject selects the target using gaze.
The visual stimulus is given. And then the robot goes to the
designated target. The robot closes its gripper when a red dot
appears, otherwise, it does not.

to motor imagery patterns, hence in the motor cortex area and
in the α and β bands (8 to 35 Hz). We also generate the
wilcoxon map in the case where the R2 is not giving relevant
results, we only keep values at p < 0.05. This choice is linked
to what are the highest significant differences in the map. We
then use those selected features of interest to train a 2 class
LDA classifier. Secondly, we perform a control phase where
the subject is ”in control” which means that the incoming
samples will be treated as belonging to one class or another.
During the MI trial lasting 3 seconds, the classifier attributes
a probability to belong to a class to incoming samples. If the
majority of incoming samples belongs to the MI class, the
hand will close. In the resting state, the robot does not close
its hand and goes back to the baseline position. We voluntarily
bias the system because we want to be sure that the resting
state will always be a relaxation state. The control phase is
also 3 runs. After each phase, the subject is asked to answer
questions regarding their sense of agency



Seven healthy subjects (27.2 +/− 2.1 years old, 1 Male)
volunteered for the experimentation. They were all right
handed, naive to BCI experimentation, and all signed informed
consent. This protocol named BRACCIO has been approved by
Inria national ethic comity as part of BCI-NET protocol.

C. Method

To compare the different strategies, we use several metrics.
For classification, we use sensitivity.

Sens =
TP

TP + FN
(1)

The sense of agency assessed via a questionnaire based on
Van Acken work [11]. Lastly, given that the classification
performance cannot disentangle the subject’s and the classifier
performance, we also consider neurophysiological features to
compare the strategies[12].

In our work, we voluntarily bias the system in order to never
do anything during the resting state. Therefore, the accuracy
metric (based on the confusion matrix) is not completely ade-
quate to evaluate the performance of the system as it takes into
account True Negatives and False Positive that are associated
to the resting state. Hence the need for the sensitivity that
focuses more on what the subject perceives, which is only
during motor imagery performance. The neurophysiological
marker associated to MI is the power spectral density in the
α and β bands (8 to 35 Hz) that decreases with regards to
the resting state. To estimate the power spectrum, we use
Burg auto-regressive (AR) method as it is more relevant to
study electro-encephalogram (EEG) data than standard FFT
method [13]. The AR model is generated with an order of
20, allowing to establish a certain baseline a certain baseline
of comparison and it follows research basis of Bufalari et al
[14] as well as Krusienski et al [15]. We evaluate statistical
differences between conditions of MI and resting states us-
ing R2 with a focus on electrodes of interest at frequency
bands related to MI. The classification algorithm used for
the experimentation is a LDA 2 classes where the features
(Electrode’s power spectrum at certain frequency bands) are
selected accordingly to the R2 and Wilcoxon maps and are
specific to each subject. We randomise the order of strategies
from one subject to another to limit the learning effect at
the group level. However this effect is evaluated via a 2 way
ANOVA between strategies and sessions. The pre-processing
performed is common average reference (CAR). The window
of analysis for the power spectrum is 3 seconds starting 1
second after the visual stimulus to match between Control and
Calibration sets.

III. RESULTS

For each subject, we measured the difference of power
spectrum between motor imagery and resting, for both training
and testing sessions. They all presented significant differences
(p < 0.05) between the two mental tasks using wilcoxon rank
test in the sensorimotor regions (C5 to C6, CP5 to CP6).
A subselection of these electrodes is used as classification

features, depending on each subject’s particular results. In the
first figure 6 we show the topography of the testing sessions
for the most outperforming subjects at a specific frequency of
interest (either in α or β band).

We then evaluate the performances of the subjects offline
in terms of classification sensitivity using LDA and support
vector machine (SVM) classifier with radial basis function
(RBF) kernel. LDA gives a tendency that is confirmed by
significant differences with SVM. The performances are based
on the control set only in our offline analysis. We use a subset
of 80 % for the training and 20 % for the testing. Due to the
variability within session and also because the features often
change between the calibration and the control phase, it is
more relevant to study features when the subjects are actually
in control. This is largely due to the fact that in the calibration
phase, the subjects are in control of the robotic arm closing,
therefore, they may change their internal strategy to complete
the task. As it was the case for all subjects, we present here two
R2 maps corresponding to those calibration and control sets
in figure 4 from one of the subject to demonstrate this effect.
Indeed the figure shows how relevant electrodes appear to be
contributing in the mental task in the control set. Moreover,
a shift can be observed in the frequencies associated with
the mental task. Hence the need to compute the sensitivity
based on those new features. This change between calibration
and control is known but hardly predictable from one subject
to another and between sessions for a same subject. Our
evaluation is based on features selected from the calibration
and the control sets. We compute the average sensitivity across
subjects for each strategy and also for each session to observe
potential mechanism of learning.

Results are summarised in the table I for LDA and SVM
scores. We evaluate significant differences using permutation
ANOVA 2 way test to evaluate both the effect of session and
strategy. We did not observe differences in the sensitivity on
the Control data set between sessions but we did observe
differences between strategies. The tests were applied on
ln( x

1−x ) where x is the classification score per subject as this
allows to highlight deviation in the data without impacting the
rank. We present this specific results in figure 5.

IV. DISCUSSION

The presented experimental setup, using multi-modal source
of control (BCI and eye tracker) for the control of a robotic
arm, shows promising results. The signals obtained for brain
patterns associated with motor imagery are excellent in terms
of R2 values between MI and resting state for a large number
of subjects. Retrieving those patterns is already a challenge
by itself and the concept of the multiple modalities seems
relevant as shown by the literature[5]. Studying the strategies
regarding the timing to perform a motor imagery task in a BCI
context seems to be relevant. Indeed, because we introduce
a movement with the robot, we change the way the subject
is involved in the overall sequence. Some limitations must
be acknowledged, firstly because we only observe significant



(a) Calibration phase (b) Control phase

Fig. 4: R2 maps of the two phases in the experimentation, 3 runs of 10 MI vs 10 Rest trials per phase
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Fig. 5: In blue, average score of the sensitivity for the control
set using features of the calibration and control sets between
strategies. In red, average score of the sensitivity for the
control set using features of the calibration and control sets
between sessions. Features are based on both R2 and Wilcoxon
with p < 0.05 maps which present differences between MI
and resting state, covering all electrodes at each frequency bin
from 8 to 40 Hz. Only electrodes from the motor cortex are
exploited. Standard deviation for error, (**) p < 0.01., SVM
classifier

differences for one of the scores and secondly because it varies
often from a subject to another as shown in the table I.

All this taken into consideration, we begin to see a trend
between those strategies. In strategy 1, the robot goes to the
selected target and then waits for the subject’s Motor Imagery

task. In this strategy, the robot’s hand is at the level of the can,
the motivation and the association to the motor imagery task
of the closing of the hand are on average higher. In strategy
2, the robot does not move during all the task and goes at
the end and grasp the object. This requires self focus for
the subject because he is not presented any strong motivation
stimuli to focus on. That could explain why we observe in
average higher scores for the first strategy than for the second.
It is also possible that it requires a higher level of expertise in
MI to use strategy 2 as it is solely based on the subject’s
”imagination”. In this specific case, it would be expected
to observe less differences between strategies as the ”good
imaginers” Would always be more focused on themselves that
on what is presented. However to discover this effect we would
need more subjects to first assess who is or who is not a ”good
imaginer” as evoked by Allison et al[16].

It is interesting to note that the training effect on sessions
does not seem to be relevant as we did not observe significant
differences on the sensitivity level. As one can expect, training
should take place on a longer span of time, and regular
training for a year would be more noticeable than two sessions
which could also explain why the statistical difference is only
evaluated at p < 0.05. Those results need of course more
subjects to be substantiated.

Taken together, our work presents a new framework of
multi-modal BCI with the control of an arm in real time and
we explore the relevancy of studying the timing to perform
motor imagery in this complex system. In this paper, results
show that strategy 1 where the robot is placing itself to
grasp the can before MI task is giving better result. Those
results are however limited by the number of subjects and
this obliges to be cautious in terms of conclusions. In further
works, we intend to study the ERD maps of the subjects
for each strategy to determine whether there are common
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Fig. 6: Topography map for specific frequency bins (in α or β bands), R2 value between motor imagery and resting state
measured in the control phase, for the most performing subjects for the two strategies

patterns to the strategies and also when the highest peak of
de-synchronization would be observed. Furthermore we intend
to introduce an intermediate strategy to evaluate the effect of
the robot’s movement itself in the MI.

Having more data will also allow to investigate more deeply
the time frequency component. Indeed, the time when motor
imagery task is performed from a strategy to another could
be easily seen using ERD maps as our early results seem to
show.
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