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A B S T R A C T 

Interstellar chemistry is important for galaxy formation, as it determines the rate at which gas can cool, and enables us to 

make predictions for observable spectroscopic lines from ions and molecules. We explore two central aspects of modelling the 
chemistry of the interstellar medium (ISM): (1) the effects of local stellar radiation, which ionizes and heats the gas, and (2) the 
depletion of metals on to dust grains, which reduces the abundance of metals in the gas phase. We run high-resolution (400 M �
per baryonic particle) simulations of isolated disc galaxies, from dwarfs to Milky Way-mass, using the FIRE galaxy formation 

models together with the CHIMES non-equilibrium chemistry and cooling module. In our fiducial model, we couple the chemistry 

to the stellar fluxes calculated from star particles using an approximate radiative transfer scheme; and we implement an empirical 
density-dependent prescription for metal depletion. For comparison, we also run simulations with a spatially uniform radiation 

field, and without metal depletion. Our fiducial model broadly reproduces observed trends in H I and H 2 mass with stellar mass, 
and in line luminosity versus star formation rate for [C II ] 158 μm 

, [O I ] 63 μm 

, [O III ] 88 μm 

, [N II ] 122 μm 

, and H α6563 Å. Our simulations 
with a uniform radiation field predict fainter luminosities, by up to an order of magnitude for [O III ] 88 μm 

and H α6563 Å, while 
ignoring metal depletion increases the luminosity of carbon and oxygen lines by a factor ≈ 2. Ho we v er, the o v erall evolution 

of the galaxy is not strongly affected by local stellar fluxes or metal depletion, except in dwarf galaxies where the inclusion of 
local fluxes leads to weaker outflows and hence higher gas fractions. 
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 I N T RO D U C T I O N  

he chemistry of ions and molecules in interstellar gas plays a 
ital role in galaxy formation. The rate at which gas can cool
epends on the relative abundances of chemical species, as different 
pecies radiate away the thermal energy at different rates due to 
ransitions between their e xcited states. Radiativ e cooling enables 
as to condense on to dark matter haloes and triggers the formation
f stars and galaxies (e.g. Rees & Ostriker 1977 ; White & Frenk 1978 ;
hite & Rees 1978 ), while heating due to photoionization from the

ltraviolet (UV) background can suppress galaxy formation at low 

asses after reionization (e.g. Efstathiou 1992 ; Faucher-Gigu ̀ere, 
ere ̌s & Ma 2011 ; Benitez-Llambay et al. 2017 ; Benitez-Llambay &
renk 2020 ). 
Furthermore, there is a huge wealth of spectroscopic observa- 

ions that identify ions and molecules through their emission and 
bsorption lines. Such observations probe a wide range of phases 
f interstellar gas, including cold, dense molecular clouds (e.g. 
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eroy et al. 2009 ; Saintonge et al. 2017 ; Rosolowsky et al. 2021 ),
as ionized by star-forming regions and/or a central active galactic 
ucleus (AGN; Baldwin, Phillips & Terle vich 1981 ; Kauf fmann et al.
003 ; K e wley et al. 2006 ), and diffuse, highly ionized plasmas in the
ircum-Galactic Medium (CGM; Tripp et al. 2008 ; Tumlinson et al.
011 ; Turner et al. 2014 ; Burchett et al. 2019 ). By studying the
hemistry, we can connect these observations to the conditions of the
as that they trace, which is crucial for understanding the physical
echanisms that drive the formation and evolution of galaxies. 
Large-scale cosmological simulations of the Universe often treat 

as cooling using pre-computed tables of the cooling rate that depend
n, for example, temperature, density, metallicity, and redshift. When 
abulating the cooling rate in this way, it is common to assume
hat the chemical reactions have reached equilibrium, either for 
 collisionally ionized plasma (Collisional Ionization Equilibrium, 
IE; Cox & Tucker 1969 ; Sutherland & Dopita 1993 ), or under

he influence of photoionization from a background UV radiation 
eld (Photo-Ionization Equilibrium, PIE; Wiersma, Schaye & Smith 
009 ; Gnedin & Hollon 2012 ; Ploeckinger & Schaye 2020 ). This
pproach of using pre-computed cooling tables has been applied in 
any state-of-the-art cosmological simulations (e.g. Dubois et al. 
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014 ; Schaye et al. 2015 ; Tremmel et al. 2017 ; Pillepich et al. 2018 ;
ee et al. 2021 ). 
To connect these hydrodynamic simulations to observations, we

an create synthetic spectra of emission and absorption lines from
he simulation outputs in post-processing if we again assume that
he chemical abundances are in equilibrium. These abundances can
e computed either using the temperatures and densities of each
as particle or cell directly (e.g Wiersma, Smith & Silvia 2017 ;
atz et al. 2019 ; Oppenheimer et al. 2020 ; Wijers, Schaye &
ppenheimer 2020 ; Nelson et al. 2021 ), or using subgrid models that

apture unresolved features important for the observational tracers
e.g Rahmati et al. 2013a ; Vallini et al. 2013 ; Narayanan & Krumholz
014 ; Hirschmann et al. 2017 ; Olsen et al. 2021 ; Tan & Oh 2021 ).
ubgrid approaches can also be used to predict observable line
mission in semi-analytic models of galaxy formation (e.g Lagos
t al. 2012 ; Popping et al. 2019 ; Baugh et al. 2022 ). 

The abo v e methods for modelling gas cooling and synthetic
bservations in simulations of galaxy formation all rely on the
ssumption that the chemistry has had sufficient time to reach
quilibrium. While this is reasonable in many cases, it is not
pplicable in scenarios where the gas is evolving rapidly, for example,
hen the cooling time is short (Sutherland & Dopita 1993 ; Gnat &
ternberg 2007 ; Oppenheimer & Schaye 2013a ), in the presence of

urbulence (Gray & Scannapieco 2017 ), or if the UV radiation field
s fluctuating (Oppenheimer & Schaye 2013b ; Segers et al. 2017 ;
ppenheimer et al. 2018 ). 
To capture such non-equilibrium effects in hydrodynamic simu-

ations, we need to follow the time-dependent evolution of ions and
olecules using a chemical reaction network, which integrates the

ate equations, together with the resulting cooling and heating rates
hat determine the temperature evolution, for each gas particle or cell.
everal astrochemistry codes have been developed for this purpose

n recent years. The KROME package implements chemical networks
hat include hydrogen, deuterium, helium, and low-ionization metal
pecies at temperatures <10 4 K (Grassi et al. 2014 ; Bovino et al.
016 ), and has been widely applied to hydrodynamic simulations on
alactic scales (e.g. Lupi et al. 2018 , 2020 ; Sillero et al. 2021 ). The
RACKLE library follows the non-equilibrium chemistry of hydrogen,
euterium, and helium species (Smith 2017 ), and has been applied to
osmological simulations such as the AGORA project (Kim et al. 2014 )
nd SIMBA (Dav ́e et al. 2019 ). Sev eral studies hav e also explored
olecular networks that include the formation and destruction of
O (e.g Nelson et al. 1997 ; Glo v er et al. 2010 ; Glo v er & Clark
012 ; Richings, Schaye & Oppenheimer 2014a , b ), which have been
pplied to simulations of the turbulent interstellar medium (ISM) and
olecular clouds (e.g Walch et al. 2015 ; Seifried et al. 2017 ; Smith

t al. 2020 ; Hu, Sternberg & van Dishoeck 2021 ) and whole galaxies
e.g Hu et al. 2016 ; Richings & Schaye 2016 ). 

The main disadvantage of non-equilibrium chemical models is
he high computational cost, which limits the complexity of the
eaction network that can be included and/or the size and resolution
f the simulations to which they can be applied. Nevertheless,
ngoing advances in this field are producing faster chemistry codes,
or example, through algorithms that reduce the complexity of the
hemical network (e.g Tupper 2002 ; Grassi et al. 2012 , 2021 ), or
sing neural networks to emulate the full time-dependent calculation
Holdship et al. 2021 ). 

When coupling a hydrodynamic simulation of galaxy formation
o a chemical reaction network, one important aspect to consider
s the UV radiation field, which ionizes the gas and dissociates
olecules, as well as providing a crucial source of heating. In the

nter-galactic medium (IGM), the radiation field is typically dom-
NRAS 517, 1557–1583 (2022) 
nated by an extragalactic background, consisting of contributions
rom quasars and star-forming galaxies throughout the Universe
e.g Haardt & Madau 2012 ; Faucher-Gigu ̀ere 2020 ). Ho we ver, in
he ISM regime local sources of radiation such as young stars
ecome important (e.g Mathis, Mezger & Panagia 1983 ; Schaye
006 ; Rahmati et al. 2013b ). We also need to consider how dense
as becomes shielded from radiation (e.g. Federman, Glassgold &
wan 1979 ; van Dishoeck & Black 1986 ; Visser, van Dishoeck &
lack 2009 ; Wolfire, Hollenbach & McKee 2010 ; Fumagalli et al.
011 ; Wolcott-Green, Haiman & Bryan 2011 ; Rahmati et al.
013a ). 
Modelling the spatial variations of the radiation field within the

SM of a galaxy requires a treatment of the 3D radiative transfer
f ionizing and dissociating radiation. Radiative transfer codes
lso incorporate non-equilibrium chemical networks to capture the
nteraction between the radiation and gas chemistry (e.g P a wlik &
chaye 2011 ; Rosdahl et al. 2013 ; Kannan et al. 2019 ; Chan et al.
021 ; Katz 2022 ), but solving the full radiative transfer equations in
his way adds additional computational expense, on top of the
ost of the chemical network itself. Approximate methods have
herefore been developed to account for the radiation from local
ources and/or gas self-shielding (e.g Clark, Glo v er & Klessen 2012 ;
ichings, Schaye & Oppenheimer 2014b ; Safranek-Shrader et al.
017 ; Hopkins et al. 2018a ; Ploeckinger & Schaye 2020 ). 
Dust grains are another important aspect of the thermo-chemistry,

s they shield the gas from UV radiation and catalyse the formation
f molecules such as H 2 on grain surfaces, as well as providing
eating and cooling channels such as photoelectric heating. Dust also
epletes metals from the gas phase (e.g Jenkins 2009 ; De Cia et al.
016 ), as metals that are locked up in dust grains cannot participate
n gas-phase chemical reactions and thermal processes. 

The simplest approach is to assume the dust abundance scales
inearly with the o v erall metallicity, ho we ver, observ ations suggest
hat dust to metal ratios may not be constant (R ́emy-Ruyer et al.
014 ; De Looze et al. 2020 ). Alternatively, models have recently been
eveloped to follow the formation and destruction of dust grains in
ydrodynamic simulations (e.g. Bekki 2015 ; McKinnon et al. 2018 ;
hoban et al. 2022 ). 
In this work, we couple the CHIMES non-equilibrium chemistry
odule (Richings et al. 2014a , b ) to hydrodynamic simulations of

solated galaxies using the FIRE-2 subgrid galaxy formation models
Hopkins et al. 2018a ), to study the effects of local UV sources and
ust depletion on the interstellar chemistry and their impact on the
 v erall galaxy evolution and observable tracers of the ISM. 
The CHIMES reaction network co v ers a wide range of gas phases

rom cold ( ∼ 10 K), dense molecular clouds to hot ( ∼ 10 9 K), highly
onized plasmas, and captures non-equilibrium effects in most of
he chemical species (including metal ions) commonly detected
n spectroscopic observations. This will enable us to confront our
imulations with a great variety of observational data sets. 

The FIRE-2 galaxy formation models have been developed to
mplement un-resolved physical processes that typically are not ex-
licitly captured in hydrodynamic simulations, such as the formation
f stars and the subsequent feedback of energy and momentum via
upernovae (SNe), stellar winds, photoionization of the surrounding
as, and stellar radiation pressure. By following individual feedback
hannels in this way, the FIRE-2 models produce a realistic multiphase
SM down to scales of Giant Molecular Clouds and star-forming
egions, which will be crucial for this work. Applied to cosmological
imulations, the FIRE models have been shown to reproduce many
roperties of observed galaxy populations at both low and high
edshift, including the mass-metallicity (Ma et al. 2016 ), stellar
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ass-halo mass (Hopkins et al. 2018a ), size-kinematics (El-Badry 
t al. 2018 ), and Kennicutt–Schmidt (Orr et al. 2018 ) relations. 

The remainder of this paper is organized as follows. In Section 2 ,
e describe our methods, including a summary of the FIRE -2 subgrid
odels (Section 2.1 ) and CHIMES (Section 2.2 ). We introduce the

solated galaxy simulations in Section 3 , including a description of
he initial conditions (Section 3.1 ) and results for the morphology 
nd evolution of the simulated galaxies (Section 3.2 ), the stellar
uxes predicted by our models (Section 3.3 ), and the dust properties
Section 3.4 ). In Section 4 , we explore the transition from atomic
o molecular gas in our simulations and compare to observations, 
hile in Section 5 , we study emission line tracers of the total star

ormation rate (SFR). We summarize our conclusions in Section 6 . 
n Appendix A , we summarize how we calibrated the escape fraction
arameters from individual H II regions, and we present a study of
he numerical convergence of our results in Appendix B . 

 M E T H O D S  

he simulations in this paper were run with the gravity and hy-
rodynamics code GIZMO (Hopkins 2015 ), using the Lagrangian 
eshless Finite Mass (MFM) method to solve the hydrodynamics 

quations. We include subgrid models for the physical processes 
ele v ant to galaxy formation that are not explicitly resolved. These
re mostly based on the FIRE -2 simulation models from the FIRE

roject 1 (Hopkins et al. 2018a ), as detailed in Section 2.1 below,
xcept for radiative cooling, which we describe in Section 2.2 . 

.1 FIRE -2 subgrid physics models 

as particles can be turned into stars if they are abo v e a density
hreshold of n H = 10 3 cm 

−3 and are locally self-gravitating and 
eans-unstable. If these criteria are met for a given particle, it
s turned into a star particle stochastically at a rate given by the
article mass o v er the free-fall time. The details of the star formation
lgorithm are described in appendix C of Hopkins et al. ( 2018a ).
ote that, unlike the default FIRE -2 model, we do not scale the
FR by the fraction of gas that is molecular/shielded. In Hopkins 
t al. ( 2018a ), this fraction is calculated according to the analytic
pproximation from Krumholz & Gnedin ( 2011 ). Our simulations 
ollow the time-dependent molecular chemistry, but if we used this 
olecular fraction in the star formation model, it may introduce 

dditional time-dependent effects in the SFR. For example, when a 
as cloud cools there will be a lag before it becomes fully molecular
s it takes time for molecules to form. Ho we ver, molecules may not
ecessarily be required before star formation can proceed (Glo v er &
lark 2012 ), so we would not expect a corresponding lag in the SFR.
evertheless, Hopkins et al. ( 2018a ) found that the molecular/self- 

hielded criterion has little effect in the FIRE -2 model, as gas that
eets the other criteria will typically be fully molecular anyway, so
e omit this criterion altogether in this work. 
Star particles inject energy, momentum, and mass via stellar 

eedback as follows. The rate of type Ia SNe is calculated according to 
annucci, Della Valle & Panagia ( 2006 ) for both prompt and delayed 

opulations, while the rates of type II SNe and stellar mass-loss
rom OB and AGB winds are obtained from simple fits to the stellar
volution models from STARBURST99 (Leitherer et al. 1999 ) with a 
roupa ( 2001 ) initial mass function (IMF; see appendix A of Hopkins

t al. 2018a ). The SNe and stellar winds are implemented using a
 See the project website at ht tp://fire.nort hwestern.edu 2
echanical feedback scheme described in appendix D of Hopkins 
t al. ( 2018a ; see also Hopkins et al. 2018b ). Radiation pressure is
oupled to the gas using the LEBRON approximate radiative transport 
lgorithm, in which extinction of the stellar radiation is assumed 
o occur locally around the emitting star particle and absorbing gas
article, and is then transported between the two under the optically
hin approximation. This algorithm is described in appendix E of 
opkins et al. ( 2018a ); see also Hopkins & Grudi ́c ( 2019 ). Note

hat, in this work, we treat photoheating and H II regions differently
rom the fiducial FIRE -2 model as they are coupled to the CHIMES

hemistry solver; see Section 2.2.1 for details. 
The FIRE-2 models also track the enrichment and evolution of the

1 elements that are used in the CHIMES chemistry network (see
ection 2.2 ). Star particles inject metals via SNe and stellar mass-

oss, with type Ia SNe yields from Iwamoto et al. ( 1999 ), type II
Ne yields from Nomoto et al. ( 2006 ), and OB/AGB stellar wind
ields from van den Hoek & Groenewegen ( 1997 ), Marigo ( 2001 )
nd Izzard et al. ( 2004 ). These yields are summarized in appendix A
f Hopkins et al. ( 2018a ). The turbulent diffusion of metal elements
etween gas particles is modelled as described in appendix F3 of
opkins et al. ( 2018a ); see also Hopkins ( 2017 ). 

.2 Non-equilibrium chemistry and cooling 

e follow the non-equilibrium evolution of 157 ions and molecules 
mportant for gas cooling using the CHIMES chemistry and cooling 

odule 2 (Richings et al. 2014a , b ). This includes all ionization states
f H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe; the ne gativ e ions H 

−,
 

−, and O 

−; and the molecules H 2 , H 

+ 

2 , H 

+ 

3 , OH, OH 

+ , H 2 O, H 2 O 

+ ,
 3 O 

+ , O 2 , O 

+ 

2 , C 2 , CH, CH 2 , CH 

+ 

3 , CH 

+ , CH 

+ 

2 , CO, CO 

+ , HCO 

+ ,
OC 

+ . 
Appendix B of Richings et al. ( 2014a ) contains a complete list

f the chemical reactions in CHIMES , which includes collisional 
onization, recombination (in the gas phase and on the surface 
f dust grains), charge transfer, photoionization (including Auger 
onization) and photodissociation, cosmic ray ionization and disso- 
iation, molecular hydrogen formation on dust grains, and gas-phase 
olecular creation and destruction channels. 
The photochemistry reactions require the total UV intensity, which 

e calculate using the redshift zero extragalactic UV background 
Faucher-Gigu ̀ere 2020 ) plus the local radiation from star particles in
he galaxy, along with a local treatment for self-shielding. The meth-
ds used to compute the UV fluxes are described in Section 2.2.1 . 
We assume a constant primary ionization rate of H I due to cosmic

ays of ζHI = 1 . 8 × 10 −16 s −1 , which corresponds to the value in the
ilky Way (MW) as inferred from observations of H 

+ 

3 (Indriolo &
cCall 2012 ). The ionization and dissociation rates of other species

ue to cosmic rays are then scaled relative to this value as described in
ection 2.3 of Richings et al. ( 2014a ). Since cosmic rays are produced
n sites of active star formation via acceleration in SN remnants, we
ight expect the cosmic ray rate to scale with the local SFR (e.g.
loeckinger & Schaye 2020 ). Ho we ver, depending on the cosmic ray

ransport mechanism, the cosmic rays may rapidly escape from dense 
egions and produce a smoother distribution than predicted by such 
 scaling. As the aim of this work is to explore the effects of local
tellar radiation, and given the uncertainties in how the cosmic ray
onization rates will depend on local properties, we therefore decided 
o use a constant, uniform rate, rather than coupling it to the stellar
uxes. With this approach, we can be confident that the effects of the
MNRAS 517, 1557–1583 (2022) 
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Figure 1. Stellar spectra in the eight stellar age bins used to track the 
fluxes from star particles, calculated using STARBURST99 stellar evolution 
models. These spectra are used to compute the average photoionization cross 
sections in each age bin. 
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ocal fluxes will be driven by the UV radiation and not by variations
n the cosmic ray rate. In a future work, we will explore coupling
he cosmic ray ionization rates in CHIMES to methods that follow
he production and transport of cosmic rays in galaxy formation
imulations (e.g. Chan et al. 2019 , 2022 ; Hopkins et al. 2021 ). 

The reactions on the surface of dust grains utilize a density- and
emperature-dependent dust abundance using an empirical model
ased on observed metal depletion factors. This model is also used
o deplete the elemental abundances of metals from the gas phase,
s any metals that are located in dust grains will be unavailable for
he gas phase chemical reactions. The dust model is described in
ection 2.2.2 . 
The resulting ion and molecule abundances are used to calculate

he radiative cooling and heating rates. The thermal processes
ncluded in CHIMES are summarized in table 1 of Richings et al.
 2014a ), although the rate of photoelectric heating from dust grains
as been updated to use equations (19) and (20) from Wolfire et al.
 2003 ). 

We, thus, obtain a set of coupled ordinary differential equa-
ions (ODEs) for the rate equations and the thermal energy equation,
hich we integrate for each particle o v er each hydrodynamic

ime-step. To accelerate the integration of these ODEs, we first
alculate the solution from the explicit forward Euler method. If
he relative change in the thermal energy and chemical abundances
s less than 0.05 (excluding species with an abundance below
0 −10 , which are negligible), then we take the explicit solution.
therwise, we integrate the ODEs using the implicit backward
ifference formula method and Newton iteration, as implemented
n the CVODE library from the SUNDIALS 3 suite of differential and
lgebraic equation solvers, with a relative tolerance of 10 −4 and an
bsolute tolerance of 10 −10 . We find that using the explicit solution
n this way does not affect our results, but allows us to a v oid the

ore e xpensiv e implicit solv er for particles that are either close to
quilibrium or are evolving very slowly. 

We also include the turbulent diffusion of ions and molecules
etween gas particles, using the same subgrid model described in
ppendix F3 of Hopkins et al. ( 2018a ) for the diffusion of elemental
b undances b ut applied to each species in the CHIMES network. 

.2.1 Local stellar fluxes 

e follow the propagation of radiation from star particles in the
imulation using an approximate radiative transport method based on
he LEBRON algorithm used to model stellar radiation pressure in FIRE

Hopkins et al. 2018a ; Hopkins & Grudi ́c 2019 ). This approximation
ssumes that the radiation is only absorbed locally around the star
article and the receiving gas particle. The subsequent transport of
adiation from the star to the gas particle is then treated in the optically
hin limit, which allows us to utilize the gravity solver to propagate
he radiation between particles. In this work, we implement radiation
ressure using the standard LEBRON method as in FIRE . Ho we ver,
hen coupling the radiation to CHIMES , we modify the method as

ollows. 
First, the standard LEBRON method for radiation pressure tracks

hree stellar fluxes from all star particles, in the infrared, optical, and
V bands. Ho we ver, for the photochemistry, we track the radiation in

ight separate stellar age bins, which allows us to accurately capture
he age-dependence of the UV spectra. The age bins are spaced
ogarithmically by 0.2 dex up to 10 Myr and by 1.0 dex above 10 Myr.
NRAS 517, 1557–1583 (2022) 
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tars with an age < 1 Myr are placed into a single bin, as are stars
ith an age > 100 Myr. We further divide the radiation from each

ge bin into the non-ionizing Far-UV band (FUV; 6 −13.6 eV) and
he ionizing Extreme-UV band (EUV; > 13.6 eV). This gives us 16
tellar fluxes in total for the photochemistry (the optical and infrared
ands are not required for the photochemical reactions). 
We calculate the average cross sections of the photochemical

eactions for each stellar age bin using spectra from STARBURST99
odels (Leitherer et al. 1999 ) with a Kroupa ( 2001 ) IMF, the Gene v a

tellar evolution tracks with a rotation velocity of 0.4 times the break-
p velocity, and a metallicity Z = 0.014. These are the same models
hat were used for the rates of type II SNe and mass-loss from
B and AGB winds in FIRE . By including only models at a fixed
etallicity, we do not account for the metallicity dependence of the

tellar spectra, as this would require us to track even more fluxes.
o we ver, this will only affect the dwarf galaxies in our sample, as

he galaxies at higher masses are close to solar 4 metallicity (see
ection 3.1 ). Fig. 1 shows the STARBURST99 spectra for each age bin.
The luminosity of each star particle in the FUV and EUV bands,

 i ( t ), are calculated as a function of stellar age, t , and current mass,
 ∗( t ) (accounting for mass-loss). We use an analytic fitting function,
hich we fit to the outputs from the STARBURST99 models with a

pacing of 0.01 Myr. This fitting function is given in equation ( 1 )
elow, and the fit parameters are shown in Table 1 . 

L i ( t) 

photon s −1 
= 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

(
M ∗( t) 
M �

)
exp 

[ 
p 1 +p 2 

(
t 

Myr 

)p 3 
] 

t <3 . 7 Myr 

p 4 

(
M ∗( t) 
M �

) (
p 5 
t 

)p 6 

×
[ 
1 + 

(
t 

p 5 

)p 7 
] p 8 

otherwise . 

(1) 

The stellar luminosities are then attenuated by local absorption
round the star particle. In the fiducial LEBRON method used in
IRE , the infrared, optical, and UV fluxes used for the radiation
ressure are shielded due to dust based on a local estimate of the
as column density around the star particle. Ho we ver, as the ionizing
adiation is also absorbed by H I , the FIRE model treats the effects of
onizing radiation separately based on a Str ̈omgren argument, where
iersma et al. ( 2009 ), where the total solar metallicity is Z � = 0 . 0129, unless 
tated otherwise. Ho we ver, the STARBURST99 models used the (Asplund et al. 
009 ) solar abundances. 

https://computing.llnl.gov/projects/sundials
art/stac2338_f1.eps
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Table 1. Best-fitting parameters for the fitting functions to the FUV and 
EUV luminosities (see equation 1 ). 

Parameter FUV EUV 

p 1 108.1 107.2 
p 2 0.17 0.11 
p 3 0.92 0.97 
p 4 6.4 × 10 37 3.3 × 10 21 

p 5 1.77 × 10 6 Myr 6.89 × 10 5 Myr 
p 6 1.67 4.79 
p 7 28.2 1.12 
p 8 1.65 −1.7 × 10 4 
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eighbouring gas particles are flagged as H II regions and ionized, 
tarting with the nearest neighbour, until the available ionizing 
hoton budget from the star particle is used up (see appendix E
f Hopkins et al. 2018a for details). H II region particles are then
revented from cooling below 10 4 K. 
This approach assumes that all ionizing radiation is confined 

ithin H II regions. Ho we ver for this work, we are also interested
n the diffuse ionizing radiation that escapes these regions, and the 
ffects it has on the interstellar chemistry. For the stellar fluxes 
sed in the photochemistry calculations, we therefore modify the 
ttenuation around star particles, in both the FUV and EUV bands, by
ntroducing two free parameters, f esc 

FUV and f esc 
EUV . These parameters 

epresent the escape fractions of radiation in the FUV and EUV 

ands, respectively, from H II regions. The stellar luminosities are 
hen reduced by these fractions, before being propagated in the 
ptically thin limit through the gravity tree to the receiving gas 
articles as described in appendix E of Hopkins et al. ( 2018a ). 
We also identify neighbouring gas particles in the H II region of

ach star particle, using the same Str ̈omgren method as in the fiducial
EBRON model. Ho we ver, rather than imposing a temperature floor
f 10 4 K, we instead disable shielding in H II region particles, so that
he y receiv e the full flux from the local star particle. This allows us
o follow the non-equilibrium chemistry and temperature evolution 
f the H II regions. 
To determine the values of the escape fraction parameters, we note 

hat, in our simulations, the median flux incident on each gas particle
cales linearly with the SFR surface density averaged over the galaxy 
isc, albeit with a scatter of ±0.5 dex (see Section 3.3 ), while the
ormalization of this scaling depends on the assumed escape fraction. 
e therefore calibrated these parameters so that the scaling relation 

etween the median stellar fluxes and disc-averaged SFR surface 
ensity reproduces the observed MW FUV and EUV fluxes from 

lack ( 1987 ) at the SFR surface density of the MW. We, thus, find
scape fractions of f esc 

FUV = 0 . 1 and f esc 
EUV = 0 . 05. The details of this

alibration can be found in Appendix A . 
Diemer et al. ( 2018 ) used a similar approach of calibrating the

scape fraction based on the relation between UV flux and SFR
urface density normalized to values in the MW, which they used 
o model the atomic to molecular transition in the ILLUSTRIS- 
NG cosmological simulations in post-processing. Based on this 
alibration, they found an escape fraction at a wavelength of 1000 Å
in the Lyman–Werner band) of 0.1, which agrees with our value in
he FUV band. 

There are many examples of numerical studies in the literature 
hat have modelled the escape fraction of ionizing and non-ionizing 
adiation from H II regions (e.g. Dale, Ercolano & Bonnell 2012 ;
oward, Pudritz & Klessen 2017 ; Rahner et al. 2017 ; Kim, Kim &
striker 2019 ). They find that the escape fractions vary widely, from

ero to nearly unity, depending on the age of the H II region and local
onditions such as density and the initial mass of the stellar birth
loud. While our model, using constant escape fractions, reproduces 
he observed strength of the diffuse FUV and EUV radiation field,
ased on constraints from the MW, we do not capture variations in the
scape fractions. In the future, this could be impro v ed by dev eloping
 subgrid model for the escape fractions as a function of resolved
roperties of the H II regions in the simulations. 
Finally, for gas particles that do not lie within an H II region,

he incident radiation is further attenuated due to shielding by the
ocal gas cloud. We calculate the shielding length, L sh , based on a
obolev-like approximation using the density gradient as follows 

 sh = 

1 

2 

(
ρ

∇ρ
+ h inter 

)
, (2) 

here ρ is the gas density and h inter is the mean inter-particle spacing.
he first term accounts for the size of the resolved gas cloud around

he particle, while the second term accounts for the size of the particle
tself. The local column density of a given species, i , is given by N i =
 i L sh , where n i is the density of species i . We then suppress the
hotochemical rates as a function of the local column densities of
 I , H 2 , He I , He II , CO, and dust, using the methods described in
ichings et al. ( 2014b ). 
Equation ( 2 ) treats the shielding using a single, average shielding

ength (and hence column density) for the local gas cloud. Ho we ver,
s the photochemical rates are typically dominated by the low 

olumn density sightlines through the cloud, we caution that this 
pproximation will tend to o v erestimate the shielding, which could
ead to higher molecular abundances. 

To study the impact of using a local treatment for stellar fluxes, we
lso repeat our simulations with a uniform interstellar radiation field 
ISRF). In these runs, we scale the normalization of the radiation
eld by the SFR o v er the preceding 10 Myr averaged over the disc
f the galaxy, � SFR , disc . Throughout this paper, we define the galaxy
isc as a cylinder with a radius of 6 R exp , where R exp is the initial
xponential scale radius of the stellar disc component, and extending 
o ±1.2 R exp (i.e. 20 per cent of the radius of the cylinder) above and
elow the mid-plane. 
The flux incident on each gas particle in the FUV and EUV bands

s then scaled from the MW values as follows 

 FUV , uniform 

= F FUV , MW 

� SFR , disc 

� SFR , MW 

, (3) 

 EUV , uniform 

= F EUV , MW 

� SFR , disc 

� SFR , MW 

, (4) 

here F FUV , MW 

= 1 . 7 × 10 8 photon cm 

−2 s −1 and F EUV , MW 

=
 . 1 × 10 7 photon cm 

−2 s −1 are the FUV and EUV fluxes in the local
olar neighbourhood of the MW, respectively (Black 1987 ), and 
 SFR , MW 

= 4 × 10 −3 M � kpc −2 is the SFR surface density in the
W (e.g. Robertson & Kravtsov 2008 ). 
This time-dependent radiation field is applied uniformly to all 

as particles. Local shielding around the receiving gas particles is 
mplemented using the Sobolev-like shielding length in equation ( 2 )
s before. The shape of the UV spectrum is obtained by averaging
he STARBURST99 spectra shown in Fig. 1 , assuming a constant SFR.

e also disable the H II region prescription in these runs, as this is a
ocal effect of the stellar fluxes. 

.2.2 Depletion of metals on to dust grains 

he non-equilibrium chemistry solver requires as input the gas-phase 
bundances of each element in the reaction network. The simulations 
rack the total elemental ab undances, b ut for some elements a fraction
MNRAS 517, 1557–1583 (2022) 
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Table 2. Linear fit coefficients used in equation ( 5 ) for the depletion of metals 
on to dust grains. 

Element A X B X z X Reference 

C − 0 .101 − 0 .193 0 .803 J09 
N 0 .0 − 0 .109 0 .55 J09 
O − 0 .101 − 0 .02 − 1 .50 DC16 
Mg − 0 .412 − 0 .03 − 1 .50 DC16 
Si − 0 .426 − 0 .03 − 1 .50 DC16 
S − 0 .189 − 0 .04 − 1 .50 DC16 
Fe − 0 .851 − 0 .01 − 1 .50 DC16 

Notes .References: J09 (Jenkins 2009 ); DC16 (De Cia et al. 2016 ). 

f  

1  

t  

i  

w  

t  

o  

F  

c  

C  

d  

a  

T  

f  

n  

g
 

a  

i  

J  

t  

(  

a  

h  

a  

o  

(  

2  

f
 

i  

t  

t  

d  

t  

(  

w  

c
 

i  

n  

g  

n  

2  

C  

o  

e  

o  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/517/2/1557/6678435 by U
niversity of H

ull user on 23 N
ovem

ber 2022
f the total abundance will be in dust grains and therefore will not
ontribute to the gas-phase chemistry. We therefore need to determine
he fraction of each element in dust grains, and reduce the gas-phase
bundances accordingly. 

Jenkins ( 2009 ) determined the fraction of metals that are depleted
n to dust grains in the solar neighbourhood on an element-by-
lement basis by measuring the column densities of 17 metals and
eutral hydrogen along 243 sightlines in the MW (although not all
ightlines include measurements for all elements). By assuming that
he total metal abundances in the solar neighbourhood are at their
olar values (for which they used the solar abundances from Lodders
003 ), they inferred that any discrepancies between the measured
nd solar abundances were due to depletion on to dust grains. They
arametrized the o v erall strength of dust depletion along a given
ightline according to a parameter F ∗, which was normalized such
hat, in this MW sample of sightlines, F ∗ varied between values of
 (the least depleted sightline, not including sightlines with neutral
ydrogen column densities < 10 19 . 5 cm 

−2 which they exclude due to
otential contamination from ionized hydrogen) and 1 (the ζ Oph
ightline). The fraction of each individual element that remains in
he gas phase can then be expressed as a linear function of F ∗ as
ollows, from equation (10) of Jenkins ( 2009 ) 

log 10 

[
M 

gas 
X /M 

tot 
X 

] = B X + A X ( F ∗ − z X ) , (5) 

here M 

gas 
X and M 

tot 
X are the gas-phase and total masses of element

 , respectively. The best-fitting linear coefficients A X , B X , and z X for
ach element are given in table 4 of Jenkins ( 2009 ). 

Jenkins ( 2009 ) also showed that F ∗ is closely correlated with the
verage neutral hydrogen density along the line of sight between the
bserver and the background source, 〈 n H 〉 (see the left-hand panel of
g. 16 in Jenkins 2009 ). They find the best-fitting relation is 

 ∗ = 0 . 772 + 0 . 461 log 10 〈 n H 〉 . (6) 

De Cia et al. ( 2016 ) expanded on the results of Jenkins ( 2009 ) by
dding a sample of 70 damped Lyman- α absorbers (DLAs) observed
n quasar spectra, in addition to the MW sightlines. This allowed
hem to extend the linear fits of the depletion factors to F ∗ < 0 (i.e.
ystems with weaker o v erall dust depletion than seen in the solar
eighbourhood). 
For our simulations, we implement an empirical model for the

epletion of metals on to dust grains based on these observations
s follows. We use equation ( 6 ) to calculate the o v erall strength of
ust depletion, F ∗, for each gas particle as a function of density.
e assume that the particle’s total hydrogen density, n H , tot , is

pproximately equal to 〈 n H 〉 in equation ( 6 ), which is the average
eutral hydrogen density along the line of sight to the background
ource in the observ ations. Ho we ver, this will overestimate the
trength of depletion because observationally the true density at
hich the depletion occurs will tend to be higher than the average
ensity along the line of sight. 
At high densities ( n H , tot >3 . 12 cm 

−3 ), we limit F ∗ to be no
reater than unity, corresponding to the strongest o v erall dust
epletion strength observed in the MW sightlines. It is possible
hat F ∗ may exceed unity in dense environments, ho we ver, it is
ncertain how to extrapolate the observed relations to this regime.
e also impose a temperature cut such that, abo v e 10 6 K, all metals

re in the gas phase, as we expect dust grains will be rapidly
estroyed via sputtering abo v e this temperature (e.g. Tsai & Mathews
995 ). 
We then obtain the depletion factors of individual elements

sing equation ( 5 ), with linear fit coefficients derived from the fits
f De Cia et al. ( 2016 ) where available. They fit the depletion
NRAS 517, 1557–1583 (2022) 
actors as a function of [Zn/Fe], which is related to F ∗ by F ∗ =
 . 48[ Zn / Fe ] − 1 . 50, so we convert the fit coefficients reported in
able 3 of De Cia et al. ( 2016 ) to the coefficients A X , B X , and z X used
n equation ( 5 ). For elements not included in De Cia et al. ( 2016 ),
e instead use the linear fits from Jenkins ( 2009 ). We summarize

he fit coefficients used in this work in Table 2 . The fits for some
f these elements are uncertain due to limited observational data.
 or e xample, the Jenkins ( 2009 ) sample contains only a handful of
arbon depletion measurements based on weak-line transitions of
 II . Ho we ver, Sofia et al. ( 2011 ) find that the gas-phase column
ensities of carbon measured from strong-line transitions of C II are
 factor ≈ 2 lower than those measured from weak-line transitions.
his would result in stronger depletion of carbon than expected

rom these fits by a factor ≈ 2. Some elements in the CHIMES

etwork do not appear in Table 2 as they are not depleted on to dust
rains. 
We use the resulting depletion factors to reduce the gas-phase

bundance of each element. We also sum the mass of each element
n dust grains, using all 17 elements in De Cia et al. ( 2016 ) and/or
enkins ( 2009 ), to determine the total dust abundance. We use this
o scale the rate of reactions that occur on the surface of dust grains
e.g. the formation of H 2 , and grain surface recombination reactions),
nd thermal processes involving dust grains, such as photoelectric
eating. Ho we ver, we only scale the rates by the total dust abundance
nd we do not consider varying the grain size distributions that were
riginally assumed in the calculation of the rates for these processes
which used either the Mathis et al. 1977 or the Weingartner & Draine
001 distributions; see Richings et al. 2014a and references therein
or details of how these rates were calculated). 

The top panel of Fig. 2 shows the mass fraction of each element
n the gas phase as a function of hydrogen density. We see that at
he highest densities carbon, nitrogen, and oxygen are reduced by up
o approximately a factor of two, while iron exhibits the strongest
epletion as it is reduced by more than two orders of magnitude. In
he bottom panel of Fig. 2, we show the total dust to metals mass ratio
 DTM ), normalized to the dust to metals ratio along the sightlines
ith the strongest dust depletion in the MW ( DTM MW 

= 0.485),
orresponding to F ∗ = 1. 

This empirical model for the depletion of metals on to dust grains
s based on observations in the MW and DLAs. However, it does
ot explicitly follow the formation and destruction mechanisms that
o v ern the abundance of dust grains. Other studies have developed
umerical models that capture these processes (e.g. Asano et al.
013 ; Bekki 2015 ; Hirashita et al. 2015 ; McKinnon et al. 2018 ;
hoban et al. 2022 ), which allows for a more complex evolution
f the dust grain population. In this work, we only consider the
mpirical model, as it is the simplest implementation that reproduces
bserved depletion factors. Ho we ver, in future, it would be interesting
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Figure 2. Top panel: Mass fraction of each element in the gas phase 
( M 

gas 
X /M 

tot 
X ) plotted as a function of hydrogen density ( n H ), using an empirical 

model based on the observed depletion factors of Jenkins ( 2009 ) and De Cia 
et al. ( 2016 ). Bottom panel: Dust to metals mass ratio ( DTM ) obtained by 
summing the depletion factors of all metals, relative to the maximum MW 

dust to metals ratio ( DTM MW 

= 0.485). 
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Figure 3. The ratio of bulge to total stellar mass ( B / T ) versus total stellar 
mass ( M ∗, tot ). The red data points show the median B / T ratio in bins of M ∗, 
along with the 10th to 9th percentiles, in a sample of galaxies from the SDSS 
surv e y (Benson et al. 2007 ). The black points show individual galaxies in the 
S 4 G surv e y (Salo et al. 2015 ), while the empty black circles show the median 
B / T ratio in bins of total stellar mass for the S 4 G sample. The blue curve 
shows the best-fitting power-law relation, given in equation ( 7 ). 
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o compare how the different approaches to modelling dust grains 
mpact the non-equilibrium interstellar chemistry. 

To study the effects of dust depletion on the non-equilibrium 

hemistry, we also repeat each simulation with a constant dust to 
etals ratio equal to the maximum MW value ( DTM MW 

), but without
educing the gas-phase element abundances by the corresponding 
epletion factor, so that the chemistry solver uses the total elemental 
bundances. This approach is inconsistent, as all metals are in the gas
hase but dust grains are also present, so some metals are counted
wice. Ho we ver, such an approach has been used in previous studies
e.g. Richings & Schaye 2016 ), so this will allow us to quantify the
ncertainties that are introduced if the depletion of metals on to dust
rains is not correctly accounted for. 

 SIMULATIONS  

.1 Initial conditions 

e simulate a series of isolated disc galaxies, with initial conditions 
reated using the MAKEDISK code (Springel, Di Matteo & Hernquist 
005 ) as follows. The model galaxies consist of a rotating disc of
as and stars along with a central stellar bulge, embedded within 
 live dark matter halo. The halo and stellar bulge are spherical,
ith a Hernquist ( 1990 ) radial density profile. The stellar and
aseous components follow an exponential radial profile. The vertical 
tructure of the stellar disc follows that of an isothermal sheet, with
 constant scale height that we set to 0.1 times the radial exponential
cale length. For the gas disc, the vertical profile is computed to be
n hydrostatic equilibrium for the given gravitational potential, at a 
emperature of 10 4 K. 

The parameters of the galaxy models are chosen according to 
edshift zero scaling relations, to represent typical disc galaxies in 
he nearby Universe. We consider galaxies with halo masses ranging 
rom dwarfs, with M 200 , crit = 10 10 M �, to MW-mass galaxies with
 200 , crit = 10 12 M �. The concentration parameter of the dark matter

alo is calculated as a function of M 200 , crit using the redshift zero
ass–concentration relation from Duffy et al. ( 2008 ), using their full

alo sample. The total stellar mass is calculated using the abundance 
atching model of Moster, Naab & White ( 2013 ), which we modify

ccording to Sawala et al. ( 2015 ) to account for the inefficiency of
alaxy formation at low halo masses. 

To divide the stellar mass between the bulge and disc components,
e need to determine the ratio of the bulge stellar mass to total stellar
ass ( B / T ). In Fig. 3 , the red data points show the median and 10th

o 9th percentiles of the B / T ratio in bins of total stellar mass from a
ample of galaxies in the Sloan Digital Sky Survey (SDSS; Benson
t al. 2007 ). The black data points show B / T for individual galaxies
n the Spitzer Surv e y of Stellar Structure in Galaxies (S 

4 G; Salo et al.
015 ), while the open black circles show the median B / T ratio in bins
f stellar mass for the S 

4 G sample. We fit a power-law function to the
edian B / T ratios versus total stellar mass, using the S 

4 G and SDSS
amples at stellar masses below and abo v e 10 9 M �, respectiv ely.
e enforce B / T = 0.0 at M ∗, tot <3 . 0 × 10 7 M �, and B / T = 1.0 at
 ∗, tot >8 . 0 × 10 10 M �. The resulting best-fitting power-law relation

black curve in Fig. 3 ) is 

/T = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

0 . 0 M ∗, tot 
M � <3 ×10 7 

0 . 424 
(

M ∗, tot 

10 10 M �

)0 . 3887 
3 ×10 7 ≤ M ∗, tot 

M � ≤8 ×10 10 

1 . 0 otherwise . 

(7) 

Lange et al. ( 2016 ) study the relation between the stellar half-light
adius and stellar mass of the bulge and disc components in galaxies
rom the Galaxy And Mass Assembly (GAMA) surv e y. We use their
est-fitting power-law relations for their final redshift zero disc and 
pheroid samples (see table 1 of Lange et al. 2016 ) to calculate the
MNRAS 517, 1557–1583 (2022) 
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M

Figure 4. The ratio of galaxy gas mass, M gas , to total galaxy baryonic 
mass, M gas + M ∗, tot , plotted against total stellar mass for the galaxies in 
the THINGS surv e y (Leroy et al. 2008 ; black points), a sample of low-mass 
isolated galaxies in SDSS (Bradford, Geha & Blanton 2015 ; red curve), and 
the xCOLD GASS surv e y (Saintonge et al. 2017 ; blue curv e). The black 
curve shows the best-fitting scaling relation fit to the Leroy et al. ( 2008 ) data 
(see equation 8 ). 
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tellar half-light radii of the disc and bulge, respectively, in our galaxy
odels. We assume that these are equal to the half-mass radii, R 1/2 .
rom the half-mass radius, we calculate the exponential scale length
f the disc as R exp = R 1/2 /1.68, and the scale radius of the Hernquist
 1990 ) profile as a = R 1 / 2 / (1 + 

√ 

2 ). Both the stellar and gaseous
iscs use the same scale length. 
To calculate the gas fractions for our model galaxies, we use

bserved galaxy H I and H 2 masses from The H I Nearby Galaxy
urv e y (THINGS; Leroy et al. 2008 ). The black data points in Fig. 4
how the gas fraction, f gas = M gas / ( M gas + M ∗, tot ), plotted against
otal stellar mass in the THINGS galaxies. The gas mass is the sum of
he atomic and molecular masses, M gas = M H I + M H2 , and includes
 factor 1.36 correction for helium. Using the Leroy et al. ( 2008 )
ata, we fit the following function to the gas fraction versus stellar
ass (black curve in Fig. 4 ) 

 gas = 

M gas 

M gas + M ∗, tot 
(8) 

= 

⎧ ⎪ ⎨ 

⎪ ⎩ 

0 . 9 M ∗, tot 
M � < 2 ×10 7 

0 . 524 −0 . 222 log 10 

(
M ∗, tot 

10 9 M �

)
2 ×10 7 < 

M ∗, tot 
M � <2 ×10 11 

0 . 0 otherwise . 

(9) 

e cap the gas fraction in the fitting function to be no greater than
.9, at stellar masses M ∗, tot < 2 × 10 7 M �, and by definition, it
an be no less than zero. We use this fitting function to determine
he gas fraction for our galaxy models, given the total stellar mass
alculated abo v e. F or the model with a halo mass M 200 , crit = 3 ×
0 11 M � (m3e11), we also run two additional models with a gas
raction reduced/increased by 20 per cent from the best-fitting scaling
elation (m3e11 lowGas and m3e11 hiGas, respectively). This will
llow us to explore the effects of different gas fractions at fixed halo
ass. 
For comparison, the red curve in Fig. 4 shows the best-fitting

caling relation for a sample of low-mass isolated galaxies in SDSS
rom Bradford et al. ( 2015 ), taken from the first two rows of their
able 3 (see also their fig. 5). The gas masses in this SDSS sample
ere determined from H I observations, including a correction for
NRAS 517, 1557–1583 (2022) 
elium, but do not include the molecular component. We also plot
he gas fractions in the xCOLD GASS sample (Saintonge et al. 2017 ;
lue curve), using the H I and H 2 masses in bins of stellar mass from
heir fig. 13. 

Finally, we set the initial metallicity of the gas and stars in our
odel galaxies according to the mass–metallicity relation of SDSS

alaxies from Andrews & Martini ( 2013 ). The relative abundances
etween different metal elements are assumed to be solar, with the
nitial Helium abundance scaled between primordial and solar ac-
ording to the total metallicity. Our simulations include the injection
f metals from winds and SNe (see Section 2.1 ), so the metallicity
n our model galaxies will increase o v er time. The idealized nature
f these model galaxies means that we do not include cosmological
ccretion of primordial or low-metallicity gas on to the galaxy. We
herefore might not expect the evolution to maintain the observed

ass–metallicity scaling relation. Ho we ver, we find that, as we only
volve each galaxy for 800 Myr in total (see below), the change in
etallicity is relatively small, and the galaxies do not evolve far from

his relation by the end of the simulation. 
The parameters of our seven galaxy models are summarized in

able 3 . As discussed in Sections 2.2.1 and 2.2.2 , we run each
alaxy model three times: first with the fiducial model, including
he prescriptions for local stellar fluxes and dust depletion; second
ith a uniform ISRF, in which a uniform radiation field is applied

o all gas particles; and third with no depletion, in which we use a
onstant dust to metals ratio and we do not reduce the gas phase
etal abundances to account for depletion on to dust grains. 
In these runs, we use a mass resolution of 400 M � per particle

or the gas and stars. The mass of dark matter particles is 1910 M �,
hich corresponds to ( �m 

− �b )/ �b times the baryonic particle
ass, where �m 

and �b are the cosmological density parameters for
he total matter and baryonic content of the Uni verse, respecti vely.

e use a constant gravitational softening length of 2.8 and 1.6 pc
or dark matter and star particles, respectively. The gas particles use
n adaptive gravitational softening length equal to the mean inter-
article spacing, down to a minimum gas softening of 0.08 pc. At the
tar formation density threshold of n H = 10 3 cm 

−3 , the gas softening
ength is 2.2 pc. 

To test the importance of numerical resolution on our results, we
lso repeat some of the galaxy models with eight times lower mass
esolution, and we repeat the m3e10 dwarf galaxy with eight times
igher mass resolution. In each case, the gravitational softening
engths are scaled with m 

1 / 3 
b , where m b is the baryonic particle mass.

e only run the resolution tests with the fiducial model. 
At the beginning of each simulation, the gas disc rapidly cools from

ts initial temperature of 10 4 K and starts to form stars. Ho we ver, there
s a delay before the onset of stellar feedback, which is needed to
egulate this process. This delay results in a strong initial burst of
tar formation, which disrupts the gas disc and in some cases can
estroy it altogether. To alleviate this disruption and allow the disc
o settle into a self-regulated steady state, we therefore modify the
ubgrid feedback models during the first 300 Myr of the simulation
s follows. For the initial 150 Myr, we reduce the time-scales for SN
eedback by a factor of 100, and renormalize the rates by the same
actor so that the total number of SNe per unit mass of stars formed
emains unchanged. This enables the stellar feedback to regulate
he initial burst of star formation more rapidly. Then from 150 to
00 Myr, we smoothly reduce the factor by which the SN time-scales
re suppressed, until they reach their fiducial value after 300 Myr. We
se the resulting snapshot at 300 Myr as our initial conditions for the
ain runs, which are then run for a further 500 Myr. For all of the

esults presented in this paper, we denote the time t = 0 as starting
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Table 3. Model galaxy parameters: total halo mass ( M 200 , crit ), dark matter halo concentration parameter ( c 200 ), total stellar mass 
( M ∗, tot ), bulge to total ratio ( B / T ), Hernquist ( 1990 ) scale radius of the bulge ( R bulge ), exponential scale length of the stellar and 
gaseous discs ( R disc ), total galaxy gas fraction ( f gas ), initial metallicity ( Z init ), and initial mass of gas and star particles ( m b ). 

Name M 200 , crit c 200 M ∗, tot B / T R bulge R disc f gas Z init m b 

(M �) (M �) (kpc) (kpc) (Z �) (M �) 

Fiducial, Uniform ISRF, and No depletion 

m1e10 10 10 9.9 6.6 × 10 6 0.0 N/A 0.41 0.90 0.06 400 
m3e10 3 × 10 10 8.9 8.9 × 10 7 0.07 0.12 0.82 0.77 0.3 400 
m1e11 10 11 7.9 1.4 × 10 9 0.20 0.33 1.68 0.49 0.8 400 
m3e11 3 × 10 11 7.1 1.1 × 10 10 0.43 0.70 2.66 0.30 1.1 400 
m3e11 lowGas 3 × 10 11 7.1 1.1 × 10 10 0.43 0.70 2.66 0.10 1.1 400 
m3e11 hiGas 3 × 10 11 7.1 1.1 × 10 10 0.43 0.70 2.66 0.50 1.1 400 
m1e12 10 12 6.4 3.1 × 10 10 0.66 1.03 3.10 0.19 1.2 400 

Resolution tests, Fiducial only 

m1e10 lowRes08 10 10 9.9 6.6 × 10 6 0.0 N/A 0.41 0.90 0.06 3200 
m3e10 lowRes08 3 × 10 10 8.9 8.9 × 10 7 0.07 0.12 0.82 0.77 0.3 3200 
m1e11 lowRes08 10 11 7.9 1.4 × 10 9 0.20 0.33 1.68 0.49 0.8 3200 
m3e11 lowRes08 3 × 10 11 7.1 1.1 × 10 10 0.43 0.70 2.66 0.30 1.1 3200 
m1e12 lowRes08 10 12 6.4 3.1 × 10 10 0.66 1.03 3.10 0.19 1.2 3200 
m3e10 hiRes08 3 × 10 10 8.9 8.9 × 10 7 0.07 0.12 0.82 0.77 0.3 50 

Figure 5. Left-hand panels: Mock Hubble images of the stellar light, 
attenuated by dust, observed in the F336W, F555W, and F814W filters, with 
H α emission superimposed in red, from the m1e12 fiducial simulation. Right- 
hand panels: Images of the gas distribution, with temperature indicated by the 
colour scale. The disc of the galaxy is viewed face-on (top panels) and edge-on 
(bottom panels). All panels show the galaxy at the end of the simulation after 
500 Myr. The dust lanes seen in the mock Hubble images coincide with cold, 
dense gas structures, while H α emission traces the young stellar components. 
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rom the snapshot at the end of the 300-Myr settling in period. We
o not include any of the snapshots prior to this point in our analysis.

.2 Galaxy morphology and evolution 

he MW-mass simulation (m1e12) using the fiducial model is shown 
t 500 Myr in Fig. 5 . The left-hand panels show mock Hubble
mages of the stellar light, including dust attenuation calculated 
sing dust abundances from our fiducial dust depletion model. These 
mages use the Hubble filters F336W, F555W, and F814W. We have
uperimposed images of the continuum-subtracted H α emission line 
n red. These mock observations were created in post-processing 
sing the publicly av ailable radiati ve transfer code RADMC-3D 

5 

Dullemond et al. 2012 ). We describe how we post-process the
imulation outputs with RADMC-3D in more detail in Section 5.1 . 

The H α emission generally coincides with regions containing 
oung, blue stars. These H α-emitting regions are somewhat more 
xtended at large galactic radii, due to the lower gas densities
ompared to the Galactic Centre, which results in larger Str ̈omgren
adii. We also see prominent dust lanes, particularly along the 
occulent spiral arm structures. 
The right-hand panels of Fig. 5 show the distribution of gas. The

rightness of each pixel indicates the gas density, while the gas
emperature is shown by the colour scale. The cold ( ∼100 K), dense
as, shown in dark blue, forms a thin ( ≈600 pc) disc, and is arranged
n flocculent spiral structures that coincide with the dust lanes seen
n the mock Hubble images. The warm (10 4 K), diffuse phase of
he ISM forms a somewhat thicker disc, with a vertical extent of

2 −3 kpc, while the outflows are heated to temperatures � 10 6 K. 
Fig. 6 shows mock Hubble images (left-hand panels) and the gas

istribution (right-hand panels) in the m3e10 dwarf galaxy after 
00 Myr, with the fiducial model. Compared to m1e12, the disc is
ess well-defined in the dwarf galaxy. In particular, the cold gas phase
s not confined to a thin disc, but instead exhibits strong, turbulent
otions that lead to a broader vertical structure. This is due to the
eaker gravitational potential of the dwarf galaxy, which makes it 
ore difficult to retain gas that is driven out by stellar feedback. 
The o v erall morphology of gas and stars in the simulations using

he fiducial model (Figs 5 and 6 ) are similar to the corresponding
uns using the uniform ISRF and no depletion models (not shown).
he only significant difference is in the H α emission, which is much
eaker and does not trace star-forming regions in the uniform ISRF
odel. We study the effects of the model variations on H α emission,

nd other emission line tracers of the SFR, in more detail in Section 5 .
To compare the evolution of the simulated galaxies with the three
odel variations, Fig. 7 shows the total SFR (top panel) and disc
MNRAS 517, 1557–1583 (2022) 
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Figure 6. As Fig. 5, but for the m3e10 fiducial simulation. Compared to 
m1e12, the disc in the dwarf galaxy is less well-defined, with a broader 
v ertical e xtent relativ e to the radial e xtent. 

Figure 7. Top panel: Evolution of the total SFR in the galaxy disc, averaged 
o v er the preceding 10 Myr. Bottom panel: Evolution of the gas mass fraction of 
the galaxy disc. The solid, dashed, and dotted line styles indicate simulations 
run with the fiducial, uniform ISRF, and no depletion models, while the line 
colours show the different galaxies. In the high-mass galaxies ( M 200 , crit ≥
10 11 M �), there is very little difference between the three model variations. 
Ho we ver, in the dwarf galaxies, the uniform ISRF model drives stronger 
outflows, resulting in lower disc gas fractions. 
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as fraction (bottom panel) versus time. We calculate the SFR
rom the total mass of stars in the galaxy disc that formed in the
receding 10 Myr, using the initial mass of each star particle (before
tellar mass-loss). See the final paragraph of Section 2.2.1 for the
efinition of the galaxy disc. The fiducial, uniform ISRF, and no
epletion models are shown by the solid, dashed and dotted curves,
espectively, while the line colours indicate the different galaxies. 

In the highest-mass galaxies, with halo masses ≥ 10 11 M �, the
FR and disc gas fraction are very similar in the three models.
o we ver, the dwarf galaxies exhibit deviations in disc gas fraction
etween different models. In particular, the dwarf galaxies run
ith the uniform ISRF model have lower gas fractions than the
ducial model by up to ≈30 per cent. The uniform ISRF model
oes not include H II regions, so this may suggest that removing
his early stellar feedback channel (which acts preferentially in star-
orming regions) leads to stronger outflows in dwarf galaxies, thereby
educing the disc gas fraction. Hopkins et al. ( 2020 ) also found that
he removal of radiative stellar feedback processes leads to more
iolent star formation histories, which would be consistent with the
rends that we see in our dwarf galaxies. Ho we ver, it is dif ficult to
raw strong conclusions as we only have two dwarf galaxies in our
ample. Nevertheless, this reduction in disc gas fraction in the dwarf
alaxies does not lead to a reduction in the SFR. The total mass of
tars formed o v er 500 Myr is actually higher with the Uniform IRSF
han the fiducial model, by 27 and 20 per cent in m1e10 and m3e10,
espectively. 

We therefore conclude that, apart from the lower gas fractions and
igher total mass of stars formed in dwarf galaxies with the uniform
SRF, the three model variations do not have a strong impact on the
 v erall evolution of the galaxy. 
We compare the evolution of SFR and disc gas fraction in

imulations at different numerical resolutions in Appendix B . While
he high-mass galaxies ( M 200 ≥ 10 11 M �) show good numerical
onvergence, the evolution in dwarf galaxies can vary significantly
etween runs at different resolutions. As we discuss further in
ppendix B , this may be due to stochastic variations between runs
ue to the bursty nature of star formation in the dwarf galaxy regime
e.g. Faucher-Gigu ̀ere 2018 ). 

.3 Stellar fluxes 

he images in Fig. 8 show mass-weighted projections of the stellar
ux es receiv ed by gas particles in the final snapshot of m1e12, after
00 Myr, calculated using our fiducial model. The left- and right-hand
anels show the total fluxes in the FUV and EUV bands, respectively,
ummed o v er all stellar age bins. These fluxes include attenuation
y the escape fraction from the H II region around the emitting
tar particle, but do not include self-shielding by the receiving gas
article. This represents the flux that would be incident at the edge
f a gas cloud, before the local self-shielding of the cloud itself has
een applied. 

We see that the stellar fluxes vary by more than three orders of
agnitude o v er the galaxy disc. The strongest fluxes are found in

mall regions ( ∼10 −100 pc across) that predominantly lie in the
piral arms. Unsurprisingly, these regions coincide with the locations
f young stars (see the top left-hand panel of Fig. 5 ). 
The simulations with a uniform ISRF do not capture these strong

patial variations. For comparison, we can calculate the fluxes that
ould have been used in the uniform ISRF model, using equations ( 3 )

nd ( 4 ). The SFR surface density o v er the whole disc, viewed face-
n, in m1e12 after 500 Myr is � SFR , disc = 1 . 2 × 10 −3 M � kpc −2 .
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Figure 8. Images of the incident stellar fluxes received by gas particles in the 
FUV (left-hand panel) and EUV (right-hand panel) bands summed o v er all 
stellar age bins, before self-shielding due to the local gas particle is applied. 
We show the final snapshot, after 500 Myr, from m1e12 using the fiducial 
model. The stellar fluxes vary by more than three orders of magnitude o v er 
the disc of the galaxy and, unsurprisingly, correlate with star-forming regions. 

Figure 9. Median stellar fluxes (solid curves) and 10th to 9th percentiles 
(shaded regions) received by gas particles in bins of SFR surface density 
av eraged o v er the galaxy disc ( � SFR , disc ). The left- and right-hand panels 
show the FUV and EUV bands, respectively. The different colours indicate 
different galaxy models. The dotted black line shows a linear scaling 
normalized to the MW values (equations 3 and 4 ). The median fluxes broadly 
follow a linear scaling, to within ≈ 0.5 dex. 
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Figure 10. As Fig. 9 , but for SFR surface densities av eraged o v er 1-kpc 
regions ( � SFR , 1 kpc ). The fluxes no longer follow a linear scaling, which 
suggests they are determined predominantly by star formation over the whole 
disc rather than just the local star-forming properties. 
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ence, the FUV and EUV fluxes in the uniform ISRF case would be
og 10 [ F ( photons cm 

−2 s −1 )] = 7 . 7 and 6.5, respectively. 
The uniform ISRF model assumes that the stellar fluxes scale 

inearly with � SFR , disc . Similar approaches have been used by other 
heoretical models, often using the local (rather than disc-averaged) 
FR surface density (e.g. Robertson & Kravtsov 2008 ; Lagos et al.
015 ). It is therefore interesting to explore the extent to which the
tellar fluxes in our fiducial model scale with the global and local
FR surface densities. 
Fig. 9 shows the FUV (left-hand panels) and EUV (right-hand 

anels) fluxes incident on gas particles (before local gas self- 
hielding) that lie within the galaxy disc, combining snapshots at 
0-Myr intervals. The solid curves show the median fluxes in bins of
 SFR , disc , while the shaded regions indicate the 10th to 9th percentile

ange. Different galaxy models are represented by different colours, 
rom the dwarf galaxy m1e10 (dark purple) to the MW-mass galaxy 
1e12 (light orange), as shown in the legend. The dotted black line
ndicates a linear scaling between the fluxes and � SFR , disc normalized 
o the MW values, as given by equations ( 3 ) and ( 4 ). 

We see that the median fluxes in all galaxy models broadly follow
he linear relation, spanning two orders of magnitude in � SFR , disc ,
lthough the dwarf galaxies are up to 0.5 dex below this relation.
he 10th to 9th percentile spread in each galaxy extends to ±0.5 dex
bout the median relation at fixed � SFR , disc . 

In Appendix A , we show that the normalization of the linear scaling
etween the median stellar fluxes and � SFR , disc is determined by the
scape fraction from H II regions in each band. We use this to calibrate
he escape fraction parameters in the fiducial model, such that the
edian fluxes in the simulations follow the same normalization as 

he linear relation normalized to the MW values (black dotted lines
n Fig. 9 ). For comparison, the FUV and EUV fluxes in the uniform
SRF model follow the linear MW scaling relations, with no scatter.

The strong linear scaling between stellar flux and � SFR , disc seen in
ig. 9 suggests that the fluxes are driven by star formation o v er the
hole disc of the galaxy. Ho we v er, we might e xpect that the strongest

ontribution to the stellar fluxes comes from star formation in the
ocal region. We therefore explored how the fluxes depend on the
ocal SFR surface density, � SFR , 1 kpc , calculated in two-dimensional 
ells 1 kpc across viewing the disc of the galaxy face-on. The median
nd 10th to 9th percentile fluxes in bins of � SFR , 1 kpc are shown in
ig. 10 . 
We see that the fluxes no longer follow a linear scaling with star

ormation surface density when averaged on 1-kpc scales. The slope 
f this relation flattens towards lower � SFR , 1 kpc . This suggests that, in
egions with relatively little star formation, additional contributions 
o the stellar fluxes from other regions of the galaxy with higher
FRs dominate, which increases the total flux beyond what we 
ould expect from local star formation alone. Thus, the fluxes in
ur simulations are driven by star formation o v er the whole disc of
he galaxy, and not just local star formation. 

This conclusion may, ho we ver, be a consequence of the assump-
ions in the approximate LEBRON radiative transfer method, which 
ssumes that radiation is only attenuated locally around the emitting 
tar particle and the receiving gas particle. It therefore neglects 
bsorption through the plane of the galaxy disc between widely 
eparate regions, which might otherwise shield a gas cloud from 

oung stars on the opposite side of the disc. We may therefore
MNRAS 517, 1557–1583 (2022) 
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M

Figure 11. The ratio of dust mass to stellar mass ( M dust / M ∗) versus stellar 
mass in our simulations with the fiducial model (grey symbols) and no 
depletion model (blue open symbols), compared to observations from the 
JINGLE (Saintonge et al. 2018 ; De Looze et al. 2020 ), KINGFISH (Kennicutt 
et al. 2011 ; De Looze et al. 2020 ), and HeViCS (Grossi et al. 2016 ) surv e ys. 
The total dust content of the simulated galaxies are in good agreement with 
observed galaxies at the same stellar mass. There is little difference in dust 
mass between the fiducial and no depletion models. 
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Figure 12. The ratio of dust mass to H I mass ( M dust / M H I ) plotted against gas- 
phase oxygen abundance (12 + log 10 [ O / H ]) in simulations with the fiducial 
model (grey symbols) and no depletion model (blue open symbols). The dark 
purple, light purple, and light orange data points show observations from the 
JINGLE (Saintonge et al. 2018 ; De Looze et al. 2020 ), KINGFISH (Kennicutt 
et al. 2011 ; De Looze et al. 2020 ) and HeViCS (Grossi et al. 2016 ) surv e ys, 
respectively. The simulations closely follow a linear scaling between dust 
to H I ratio and metallicity, whereas the observ ations follo w a superlinear 
relation with greater scatter. 
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nderestimate the spatial variations in the local stellar flux es o v er the
alaxy disc. To tackle this question more accurately would require
 full 3D radiative transfer method coupled to the non-equilibrium
hemistry network. 

.4 Dust properties 

he empirical model for the depletion of metals on to dust grains
escribed in Section 2.2.2 primarily aims to capture how the removal
f metals from the gas phase affects the cooling and observable
mission lines. Ho we ver, it may also af fect the total abundance of
ust, as the dust to metals ratio in the fiducial model depends on gas
ensity (see the bottom panel of Fig. 2 ). In contrast, the simulations
un with the no depletion model assume a constant dust to metals
atio. In this section, we compare the dust properties of our simulated
alaxies with the fiducial and no depletion models to observations. 

Fig. 11 compares the ratio of dust mass to stellar mass versus
tellar mass in simulations with the fiducial model (grey symbols)
nd no depletion model (blue open symbols), calculated within the
isc of the galaxy. For each simulation, we show five snapshots at
ntervals of 100 Myr. 

We also plot observations from three galaxy surv e ys in the nearby
niverse. The dark purple symbols show galaxies from the JINGLE

urv e y (Saintonge et al. 2018 ), with dust masses measured by De
ooze et al. ( 2020 ). The stellar masses reported by Saintonge et al.
 2018 ) assume a Chabrier ( 2003 ) IMF . W e convert these to a Kroupa
 2001 ) IMF, as used in the simulations, by multiplying by a factor
f 1.06 (see equation 2 of Speagle et al. 2014 ). Galaxies from the
INGFISH surv e y (Kennicutt et al. 2011 ) are shown by the light
urple symbols, with stellar masses from Hunt et al. ( 2019 ; also
onverted from a Chabrier 2003 to a Kroupa 2001 IMF as abo v e),
nd dust masses from De Looze et al. ( 2020 ). Finally, the light orange
ata points show a sample of 20 star-forming dwarf galaxies from
rossi et al. ( 2016 ), which were selected from the Herschel Virgo
luster Surv e y (HeViCS; Davies 2012 ). 
NRAS 517, 1557–1583 (2022) 
The dust to stellar mass ratios in the simulations o v erlap with
bservations at the same stellar mass, suggesting that we reproduce a
ealistic total abundance of dust. We also find little difference in the
ust mass predicted by the fiducial and no depletion models. From
he lower panel of Fig. 2 , we see that the dust to metals ratio ( DTM )
n the fiducial model only deviates significantly from the MW value
 DTM MW 

) at low densities. F or e xample, D T M/D T M MW 

> 0.5 at
ensities log 10 [ n H ( cm 

−3 )] > −3 . 3 in our simulations (although as
e note in Section 2.2.2 , our depletion model equates the particle
ensity in the simulations to the average line of sight density in the
bservations, so we will underestimate the true local density for a
i ven le vel of depletion). Ho we ver, most of the gas mass in the galaxy
isc is at much higher densities than this (see Section 4.1 ). Hence
he empirical dust depletion model has little impact on the total dust
bundance, although we will see in Section 5 that it does have a
ignificant effect on observable emission lines arising from metals in
he gas phase. 

Given that the dust depletion model does not have a strong effect on
he dust to metals ratio, the total dust mass is determined by the total
as mass and metallicity. Ho we ver, the scaling relations between
tellar mass, gas fraction and metallicity were set in the initial
onditions according to the redshift zero relations (see Section 3.1 ). It
ay therefore seem unsurprising that we can reproduce the observed

caling between dust and stellar masses in the simulations. 
In Fig. 12 , we plot the ratio of dust to H I mass ( M dust / M H I ) versus

he average gas-phase oxygen abundance (12 + log 10 [ O / H ]) o v er
he galaxy disc in simulations with the fiducial (grey symbols) and
o depletion (blue open symbols) models. We compare these to
bservations from JINGLE (dark purple symbols, with metallicities
rom Saintonge et al. 2018 and H I masses from Durbala et al. 2020 ),
INGFISH (light purple symbols, with metallicities from De Vis

t al. 2019 and H I masses from R ́emy-Ruyer et al. 2014 ), and HeViCS
light orange symbols, with metallicities and H I masses from Grossi
t al. 2016 ). The ratio M dust / M H I can be used as a proxy for the
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ust to gas ratio (e.g. De Looze et al. 2020 ), although it does not
nclude the molecular gas phase. Ne vertheless, it allo ws us to include
alaxies with no molecular observations, and it a v oids uncertainties 
n the conversion factors between observational tracers such as CO 

mission and total molecular mass (e.g. Chiang et al. 2021 ), although
here are still uncertainties in M dust which can differ by up to a factor
f 3 depending on the assumed dust emission model (e.g. Chastenet 
t al. 2021 ). 

The simulations with the fiducial model follow a tight linear 
elation between M dust / M H I and 12 + log 10 [ O / H ], which is expected
iven that the dust to metals ratio in this model is almost constant,
s discussed abo v e. The no-depletion model also follows a tight
inear relation, but offset to higher metallicity by a factor ≈ 2. This
ffset arises because the 12 + log 10 [ O / H ] abundance only includes 
xygen in the gas phase, and so is reduced in the fiducial model due
o depletion of oxygen on to dust grains. In the no-depletion model,
his is not accounted for, and so oxygen atoms in dust grains are also
ounted in the gas phase. 

At high metallicities, with 12 + log 10 [ O / H ] > 8.5, the dust to gas
atios predicted by the simulations o v erlap with the observed ratios.
o we ver, the simulations do not reproduce the observed scatter in
 dust / M H I at fixed metallicity. This may be due to the idealized

ature of our initial conditions, which we set according to redshift
ero scaling relations between galaxy properties. Apart from the gas 
raction, we do not consider the scatter in these scaling relations for
he initial conditions, which may reflect the lack of scatter in dust to
as ratio. 

Observational studies of the scaling between dust to gas ratio 
nd metallicity have also noted a strong dependence on the galaxy’s 
volutionary stage (e.g. R ́emy-Ruyer et al. 2014 ; De Looze et al.
020 ). Galaxies at an early stage of their ev olution, which ha ve not
ad time to process much of their gas reservoir into stars, have a
ower fraction of their metals in dust grains. As our simulations do
ot capture a range of evolutionary histories for each set of galaxy
arameters, this may also explain the lack of scatter in our results. 
De Looze et al. ( 2020 ) find the best-fitting relation between
 dust / M H I and 12 + log 10 [ O / H ] with a logarithmic slope of

.26 ± 0.07, which is steeper than the linear relation that we find in
ur simulations with a slope of 1. R ́emy-Ruyer et al. ( 2014 ) find that
 linear relation provides a good fit to their observational data at high
etallicities, 12 + log 10 [ O / H ] � 8, but they require a superlinear

elation, with a slope of 2.02 ± 0.28, at lower metallicities. De 
is et al. ( 2019 ) also find a superlinear relation, with a slope of
.15 ± 0.11, while Casasola et al. ( 2020 ) observe a linear scaling.
o we ver, apart from De Looze et al. ( 2020 ), these observational

esults include the molecular component in the dust to gas ratio. 
The shallower relation exhibited by our simulations compared to 

he JINGLE, KINGFISH, and HeViCS samples results in dust to gas 
atios that are up to an order of magnitude higher than observed at low
etallicities (i.e. in the dwarf galaxies). This may suggest that the 

mpirical dust model that we employed in our fiducial simulations, 
hich relies on the correlation between depletion strength ( F ∗) and
as density ( n H ), may not extrapolate well to the dwarf galaxy regime.
 or e xample, in our model, the dust to metals ratio saturates at

he MW value even in the dwarf galaxies. However, observations 
nd lower dust to metals ratios in low-metallicity galaxies, which 
ay be due to either less efficient growth of grains in the ISM or
ore efficient grain destruction in this regime (e.g. Galliano et al. 

021 ; Priestley, De Looze & Barlow 2022 ). This could explain the
iscrepancy in the M dust / M H I ratios that we find in our dwarf galaxy
imulations compared to the observational data. 
Resolving this discrepancy may require live dust evolution models 
e.g Choban et al. 2022 ). Ho we ver, McKinnon et al. ( 2017 ) also find
ensions between the predictions of their live dust evolution models 
or this relation and the observations (see their fig. 8). In their fiducial
odel, the slope of this relation is too flat, while their ‘M16’ model

eproduces the observed slope but with a normalization that is too
igh. 
It might appear surprising that our simulated dwarf galaxies can 

eproduce the dust to stellar mass ratios seen in observations (Fig. 11 )
hen the dust to gas ratio may be o v erestimated by an order of
agnitude (Fig. 12 ). If we instead plot M dust / M H I versus stellar mass

not shown), we find that the simulated dwarf galaxies lie near the
pper bound of the observed range in dust to gas ratio at fixed
tellar mass, although they again do not reproduce the scatter in this
elation. The discrepancy between the dwarf galaxy simulations and 
bservations is therefore less pronounced at fixed stellar mass than 
t fixed metallicity. 

 T H E  TRANSI TI ON  F RO M  ATO MIC  TO  

O L E C U L A R  G A S  

olecular gas is a vital component of the ISM that is typically found
o correlate with the SFR (e.g. Bigiel et al. 2011 ; Leroy et al. 2013 ;
acconi, Genzel & Sternberg 2020 ), although this correlation is not
ecessarily a causal relationship and may arise because molecules 
nd star formation both require the gas to be shielded (Glo v er & Clark
012 ). Nevertheless, the transition from atomic to molecular gas is
mportant for understanding the multiphase structure of the ISM 

nd how the different ISM phases fuel star formation, and has been
he topic of many studies both from an observational (e.g. Gillmon
t al. 2006 ; Shull, Danforth & Anderson 2021 ) and a theoretical
e.g. Krumholz, McKee & Tumlinson 2008 ; Sternberg et al. 2014 )
erspective. 
The interstellar chemistry that drives this transition is sensitive 

o the local UV radiation field, which destroys molecules via 
hotodissociation. Dust grains also play an important role as they 
an shield molecules from dissociating radiation, and can promote 
he formation of H 2 on grain surfaces. In this section, we explore
o w the v ariations in our models for local stellar radiation and dust
epletion affect the properties of the atomic and molecular ISM 

hases, and compare our simulation predictions to observations. 

.1 Thermodynamic properties of the interstellar gas 

e start by looking at the temperature and density distribution of in-
erstellar gas in our simulations. Fig. 13 shows the temperature versus
ensity for all gas in the disc of the galaxy in the simulation of m1e12
ith the fiducial model. We see that the gas forms different phases

n temperature–density space. At densities n H ∼0 . 01 −1 cm 

−3 , most
f the gas mass lies in a warm phase with temperatures close to
 ∼10 4 K. Thermal instabilities enable this warm phase to cool
tarting at n H ∼0 . 1 cm 

−3 , and by n H �1 cm 

−3 most of the gas mass is
n the cold phase ( T <10 3 K). As we go to higher densities the ISM
ontinues to cool, reaching temperatures � 100 K by n H � 10 cm 

−3 .
ince lines of constant pressure follow a power law with a slope of −1

n this plot, we see that the different ISM phases are approximately
n pressure equilibrium, albeit with a large scatter of more than 1 dex.
his picture is qualitatively similar to other theoretical models for the

hermodynamic structure of the multiphase ISM (e.g. Wolfire et al. 
003 ). 
MNRAS 517, 1557–1583 (2022) 
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M

Figure 13. Plot showing the distribution of gas mass as a function of 
temperature T and density n H in the simulation m1e12 using our fiducial 
model. We include all gas particles within the galaxy disc in the final snapshot 
of the simulation, after 500 Myr. To aid the discussion later in this section, 
we divide the gas into three temperature ranges: T ≤10 3 K, 10 3 < T ≤10 4 K, 
and T >10 4 K, as delineated by the horizontal dotted lines. 
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Figure 14. Top row: The fraction of total hydrogen mass in H I (left-hand 
panel) and H 2 (right-hand panel) as a function of temperature, T , and density, 
n H , in the disc of m1e12 using the fiducial model. Bottom row: The ratio 
of non-equilibrium to equilibrium H I (left-hand panel) and H 2 (right-hand 
panel) as a function of T and n H . Molecular hydrogen in particular shows 
strong non-equilibrium effects in certain regions of the T −n H space, with an 
enhancement of more than three orders of magnitude in non-equilibrium at 
low densities ( n H ∼0 . 1 cm 

−3 ) and temperatures T ∼10 3 K. 
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The horizontal branch at temperatures just below 10 4 K and
ensities �1 cm 

−3 is due to H II regions, where gas has been
dentified within the Str ̈omgren radius of a star particle and is
here photoionized and photoheated by the stellar radiation (see
ection 2.2.1 ). The hot phase ( T >10 4 K) is created by stellar
eedback in these simulations, as we do not include feedback from
GN, nor do we include a hot gaseous halo. 
At low temperatures ( � 30 K), the gas forms distinct tracks in

emperature–density space. We find that gas particles currently in
his re gion hav e recently undergone a period of rapid cooling within
he preceding few Myr, typically from temperatures of a few hundred
elvin or more. In Richings et al. ( 2014a ), we showed that non-

quilibrium effects can enhance the cooling rate below 10 4 K, which
llows gas to initially cool below the thermal equilibrium temperature
xpected at the given density, before heating back up towards
hermal (and chemical) equilibrium. The distinct tracks seen at low
emperatures in Fig. 13 are therefore likely due to particles piling
p at the minimum temperature in this non-equilibrium evolution.
ndeed, we will see below that the chemical abundances in this region
re out of equilibrium. 

We can now look at the distribution of atomic and molecular
ydrogen in the temperature–density phase space. The top row of
ig. 14 shows the fraction of the total hydrogen mass in each species
 M i /M H , tot ) as a function of temperature and density for m1e12 using
he fiducial model, including all gas within the galaxy disc. We see
hat H I (left-hand panel) dominates at densities n H ∼0 . 01 −10 cm 

−3 ,
o v ering a broad range of temperatures T ∼ 10 −10 4 K. Molecular
ydrogen (right-hand panel) dominates at high densities, n H �
0 cm 

−3 , and is mostly found at temperatures T �300 K. Ho we ver,
on-negligible H 2 fractions can also be found at lower densities and
igher temperatures than this. 
The species fractions in the top row of Fig. 14 use the non-

quilibrium chemical abundances from the simulations. Ho we ver,
s many simulations of galaxy formation assume that the species are
n chemical equilibrium, it is interesting to explore the impact of non-
quilibrium effects on our chemical predictions. We therefore ran the
HIMES chemistry solver on each gas particle from the simulation
NRAS 517, 1557–1583 (2022) 
napshots in post-processing to calculate the equilibrium chemical
bundances. 

The bottom row of Fig. 14 shows the ratio of non-equilibrium
o equilibrium species masses ( M i /M 

eqm 

i ) in m1e12 as a function
f temperature and density. Molecular hydrogen (right-hand panel)
hows particularly strong non-equilibrium effects. There is an en-
ancement of more than three orders of magnitude in the non-
quilibrium H 2 fraction at n H ∼0 . 1 cm 

−3 and T ∼10 3 K, which is
ue to colder, denser molecular gas that was recently heated for
xample by stellar feedback but has not yet had sufficient time for
he molecules to be fully destroyed. While H 2 does not dominate
he total hydrogen budget in this region of the T −n H space, the non-
quilibrium H 2 fraction still reaches ∼1 −10 per cent here. At this
emperature, the ro-vibrational transitions of the H 2 molecule can be
ollisionally excited, so this non-equilibrium enhancement may have
mportant consequences for observational predictions of the infrared
 2 emission lines. We will explore these predictions further in a

uture work. 
At higher densities, there are two distinct regions where the

on-equilibrium H 2 fraction is suppressed by up to an order of
agnitude, at n H ∼1 −10 cm 

−3 , T �100 K and n H ∼ 100 cm 

−3 , T ∼
00 −10 3 K. These regions also coincide with enhancements in the
on-equilibrium H I abundances (left-hand panel). These effects may
e due to gas that was previously at higher temperatures and has
ecently cooled but has not yet had sufficient time for molecules to
ully form. 

Gas in H II regions, with n H �1 cm 

−3 and temperatures just below
0 4 K, exhibits strongly suppressed H I and H 2 abundances in non-
quilibrium. This is perhaps unsurprising given that H II regions
 volve on relati vely short time-scales of a few Myr (e.g. Kim et al.
019 ). Ho we ver, e ven in equilibrium, the mean H I and H 2 fractions
n H II regions are low ( ≈0.05 and ≈2 × 10 −8 , respectively), since
he hydrogen is predominantly ionized. 
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Figure 15. Mass-weighted density distributions in low-temperature ( T ≤
10 3 K; blue), intermediate-temperature (10 3 < T ≤10 4 K; orange), and high- 
temperature ( T >10 4 K; red) gas in m1e12 for the fiducial (solid), uniform 

ISRF (dashed), and no depletion (dotted) models. The top panel shows 
the total gas distribution, while the middle and bottom panels show the 
distributions of H I and H 2 , respectively. Compared to the fiducial model, 
the uniform ISRF model contains less intermediate-temperature gas at 
n H �10 cm 

−3 and more intermediate-temperature H 2 at n H �10 cm 

−3 , while 
the no depletion model exhibits an enhancement in low-temperature H I gas 
at n H �10 cm 

−3 . 
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Other studies using galaxy simulations with time-dependent mod- 
ls for the H 2 chemistry have also found strong non-equilibrium 

ffects in the H 2 abundances (e.g. Dobbs et al. 2008 ; Pelupessy &
apadopoulos 2009 ; Richings & Schaye 2016 ), although Gnedin & 

ravtsov ( 2011 ) find that an equilibrium treatment is sufficient to
apture the atomic to molecular transition. 

Figs 13 and 14 focused on the m1e12 simulation using our fiducial
odel. To quantitatively compare the effects of local stellar radiation 

nd dust depletion, we show in Fig. 15 the one-dimensional density 
istributions in low-temperature ( T ≤10 3 K; blue), intermediate- 
emperature (10 3 < T ≤10 4 K; orange), and high-temperature ( T >
0 4 K; red) gas. These temperature ranges are also illustrated in 
ig. 13 , and were chosen as they highlight the different phases and

ransitionary stages that are rele v ant to the ISM. We compare the
ducial (solid), uniform ISRF (dashed), and no depletion (dotted) 
odels, using the final snapshot after 500 Myr from m1e12 in each
ase. The top, middle, and bottom panels show the total gas, H I and
 2 distributions, respectively. 
The o v erall gas distributions are fairly similar in the three models,

ith a few exceptions. In the uniform ISRF model, there is less
ntermediate-temperature gas at densities n H �10 cm 

−3 in the top 
anel of Fig. 15 . This is due to H II regions created by the photoion-
zation of gas within the Str ̈omgren radius around star particles, as
e do not include the subgrid H II region model in the uniform ISRF

uns (see Section 2.2.1 ). This difference is not seen in H I and H 2 

middle and bottom panels), as hydrogen is predominantly ionized 
n these regions. 

In the bottom panel of Fig. 15 , the distribution of intermediate-
emperature H 2 is enhanced in the uniform ISRF model compared 
o the other two models. Given that in this temperature range, the
otal available gas mass at these densities ( n H �10 cm 

−3 ) is similar
etween all three models, this suggests that the local treatment of
tellar fluxes is more efficient at dissociating molecules in this regime. 
his has little impact on the total H 2 mass, which is dominated
y low-temperature gas, but will be important for observational 
redictions of infrared H 2 emission, which arises from molecular 
as at these intermediate temperatures. 

Comparing the dotted and solid curves in the top and middle
anels, we see that the no depletion model enhances the low-
emperature H I component at n H �1 cm 

−3 . This is due to increased
etal cooling when we do not reduce metals in the gas phase to

ccount for depletion on to dust grains, which makes it easier for gas
rom the high- and intermediate-temperature phases to cool at these 
ntermediate densities. 

.2 Transition column density 

he formation of the molecular phase requires that the gas become
hielded from dissociating UV radiation. As the shielding is sensitive 
o the column density of the gas cloud, with higher column densities
ble to absorb a greater proportion of the incident radiation, it is
herefore useful to look at the transition from atomic to molecular
as as a function of column density. 

For each galaxy simulation, we create maps of the H I and H 2 

olumn densities with pixels 4 pc across, viewing the galaxy disc
ace-on. We then bin the pixels according to the total neutral hydrogen 
olumn density, N HI + 2 N H2 , combining five snapshots at 100-Myr
ntervals for each simulation, and calculate the median and 10th to
th percentile H 2 fraction, 2 N H2 /( N HI + 2 N H2 ), in each bin. Fig. 16
hows the median (solid curves) and 10th to 9th percentile range
shaded regions) of the H 2 fraction versus neutral hydrogen column 
ensity in simulations using the fiducial (top panel), uniform ISRF 

middle panel), and no depletion (bottom panel) models. Different 
alaxies are indicated by different colours, as shown in the legend. 

The data points in Fig. 16 show observed H I and H 2 column
ensities along lines of sight in the Small and Large Magellanic
louds (SMC and LMC; purple and blue, respectively) from 

umlinson et al. ( 2002 ), and in the MW at galactic latitudes
 b | > 20 ◦ (MW Halo; green) from Gillmon et al. ( 2006 ) and at
 b | < 10 ◦ (MW Disc; yellow) from Shull et al. ( 2021 ). These
bservational studies all measure H 2 column densities from far-UV 

bsorption lines in the Lyman Werner bands using the Far Ultraviolet
pectrographic Explorer (FUSE) telescope. The H I column densities 
sed in Shull et al. ( 2021 ) were obtained by fitting Ly α absorption,
hile Tumlinson et al. ( 2002 ) and Gillmon et al. ( 2006 ) derive H I

olumn densities from 21-cm emission. 
MNRAS 517, 1557–1583 (2022) 
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M

Figure 16. The H 2 fraction plotted against total neutral hydrogen column 
density. The solid curves show the median H 2 fraction in bins of total 
column density from the simulations, measured in pixels 4 pc across viewing 
the galaxy disc face-on, while the shaded regions indicate the 10th to 9th 
percentile range in each bin. Different simulations are represented by different 
colours as shown in the legend. The top, middle, and bottom panels show the 
fiducial, uniform ISRF, and no depletion models, respectively. The data points 
sho w observ ations from the Small Magellanic Cloud (SMC; Tumlinson et al. 
2002 ; purple), Large Magellanic Cloud (LMC; Tumlinson et al. 2002 ; blue), 
the MW at galactic latitudes | b | > 20 ◦ (MW Halo; Gillmon et al. 2006 ; 
green), and the MW at | b | < 10 ◦ (MW Disc; Shull et al. 2021 ; yellow). While 
the high-mass simulations broadly o v erlap the MW observations, the dwarfs 
only reproduce the highest H 2 fractions seen in the SMC or LMC. 
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In the galaxy simulations with the highest masses (m3e11 to
1e12), the molecular phase dominates at neutral column densities
10 22 cm 

−2 . The H 2 fraction declines steeply at lower column
ensities, reaching median fractions below 10 −6 at column densities
10 20 . 5 cm 

−2 . The median and 10th to 9th percentile range of
 2 fractions in these high-mass simulations broadly o v erlap the

wo observational samples in the MW (green and yellow points),
articularly at the higher column densities of the MW Disc sample. 
In the three simulations with a halo mass of 3 ×10 11 M �, the

ransition from H I to H 2 mo v es towards higher column densities as
he disc gas fraction increases. This may be due to the increasing SFR
ith increasing gas fraction, which increases the strength of the ISRF
NRAS 517, 1557–1583 (2022) 
n the galaxy disc and hence tends to increase the column density of
he atomic to molecular transition (e.g. Schaye 2004 ; Sternberg et al.
014 ). 
Compared to the high-mass galaxies, the simulations m3e10 and
1e11 exhibit larger H 2 fractions at column densities �10 20 . 5 cm 

−2 ,
esulting in a more gradual transition from atomic to molecular gas,
hilst in the lowest mass galaxy in our sample, m1e10, the H 2 

ractions are lower than the intermediate-mass galaxies at all column
ensities. We therefore do not see a monotonic trend in the H I to H 2 

ransition with halo mass. Ho we ver, we caution that, while the H 2 

ractions in m3e11 and m1e12 exhibit good numerical convergence,
hose in the lower mass galaxies show significant differences at
ow column densities ( < 10 21 cm 

−2 ) between runs with different
esolutions (see Appendix B ). In m1e11, the H 2 fractions at low
olumn densities increase from low to standard resolution, while in
3e10, they decrease from standard to high resolution. The low-

olumn density trends that we see for the dwarf galaxies in Fig. 16
re therefore not robust. 

The structural properties of the LMC are closest to our m1e11
imulated galaxy, while the SMC is nearest to m1e10. If we compare
hese simulations to the observational data from Tumlinson et al.
 2002 ) in Fig. 16 , the simulations lie close to the highest H 2 fractions
easured in the LMC and SMC. Ho we ver, there are many sightlines

n these two observational samples with much lower H 2 fractions
han are found in the simulations, by up to 4 orders of magnitude at
he same column density. 

This discrepancy suggests that our simulations do not correctly
apture the atomic to molecular transition in the dwarf galaxy regime.
o we ver, in the simulations, we calculate the column densities by
rojecting the gas on to a grid viewing the galaxy disc face on, rather
han modelling mock observations of H2 absorption spectra along
ines of sight. We therefore do not determine column densities in
he same way as the observations, and we do not capture the same
election effects that may be present in the observational samples.
he latter approach of using mock absorption spectra would allow for
 more direct comparison between the simulations and observations,
ut such an analysis is beyond the scope of this work. 

As noted abo v e, the low-column density H 2 fractions in dwarf
alaxies are not well-converged when we vary the numerical resolu-
ion. Ho we ver, running m3e10 at eight times higher mass resolution
id not impro v e the agreement with observational data at high
olumn densities ( � 10 21 cm 

−2 ; see Appendix B ). The discrepancies
etween our dwarf galaxies and observations of the LMC and SMC
re therefore unlikely to be caused by limited numerical resolution
lone. 

In Section 2.2.1 , we cautioned that our shielding model uses a
ingle, average column density for the local gas cloud, which will tend
o o v erestimate the strength of the shielding as the photochemical
ates are typically dominated by the lines of sight at low column
ensities. This would lead to higher molecular abundances, which
ould contribute to the discrepancy in the atomic to molecular
ransitions that we see between our model predictions for dwarf
alaxies and the observations of the LMC and SMC. 

In the top and middle panels of Fig. 16 , we see that the trends of H 2 

raction with column density are similar in the fiducial and uniform
SRF models. This suggests that the large local variations in stellar
ux seen in Fig. 8 with the fiducial model do not have a strong impact
n the atomic to molecular transition. This result is consistent with
he theoretical studies of Schaye ( 2004 ) and Krumholz, McKee &
umlinson ( 2009 ), who concluded that the transition from H I to H 2 

s driven primarily by column density and secondarily by metallicity,
ith a weaker dependence on the incident radiation field. 
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Figure 17. The H I to stellar mass ratio ( M H I / M ∗; left-hand column) and 
H 2 to stellar mass ratio ( M H2 / M ∗; right-hand column) plotted against stellar 
mass. The grey symbols show five snapshots from each simulated galaxy 
at 100-Myr intervals, using the fiducial (top row), uniform ISRF (middle 
row), and no depletion (bottom row) models. The solid curves show observed 
median relations from the xGASS (Catinella et al. 2018 ), MAGMA (Hunt 
et al. 2020 ), and xCOLD GASS (Saintonge et al. 2017 ) surv e ys. F or the 
MAGMA sample, we also show the ±1 σ deviations in each stellar mass bin, 
indicated by the corresponding shaded regions. The coloured data points show 

individual galaxies from the JINGLE (Saintonge et al. 2018 ), KINGFISH 

(Kennicutt et al. 2011 ), and HeViCS (Grossi et al. 2016 ) surv e ys. The 
simulations are in good agreement with observed H I ratios. While the high- 
mass simulations also reproduce the median H 2 ratios, the simulated dwarf 
galaxies underpredict the molecular fraction. 
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Comparing the top and bottom panels of Fig. 16 , we find that
he no-depletion model exhibits higher H 2 fractions at low column 
ensities ( �10 21 cm 

−2 ) in high-mass galaxies compared to the 
ducial model, resulting in a shallower transition between the atomic 
nd molecular phases. This is due to the increased dust abundance 
t low densities in the no depletion model. Ho we ver, at higher
olumn densities the H 2 fraction is similar in the two models, as
t is dominated by high-density gas for which the dust to metals ratio
s identical in both cases. 

.3 Global H I and H 2 properties 

n the previous section, we studied the H 2 fraction along individual 
ines of sight through each galaxy. We now consider how the total

ass of atomic and molecular hydrogen in each galaxy ( M H I and
 H2 , respecti vely) v ary with stellar mass. While the total gas mass in

he galaxy simulations was determined from the stellar mass in the 
nitial conditions according to observed redshift zero scaling relations 
see Section 3.1 ), the partitioning of the gas between atomic and
olecular phases remains a prediction of the chemical modelling. 
Fig. 17 shows the ratios M HI / M ∗ (left-hand column) and M H2 / M ∗

right-hand column) plotted against M ∗ in our simulated galaxies 
grey symbols). We include five snapshots from each galaxy at 
ntervals of 100 Myr. The top, middle, and bottom rows show the
ducial, uniform ISRF, and no depletion models, respectively. 
The scaling between H I , H 2 , and stellar components of galaxies

as also been the subject of many observational studies. The solid
urves in Fig. 17 show observed scaling relations from three low- 
edshift galaxy surv e ys. F or the xGASS surv e y, we plot the median
 I ratios in bins of stellar mass reported in table 1 of Catinella et al.

 2018 ). For the MAGMA survey, we show median H I and H 2 ratios
n stellar mass bins from fig. 6 of Hunt et al. ( 2020 ), together with the

1 σ deviations in each bin as indicated by the shaded re gion. F or the
COLD GASS surv e y, we show the median H 2 ratios for the whole
ample given in table 6 of Saintonge et al. ( 2017 ), where the error
ars denote the uncertainty in the median ratio for each bin. The H 2 

asses reported in Saintonge et al. ( 2017 ) include the contribution
rom helium, ho we ver, in our simulations we only show the H 2 

ass. We have therefore divided the H 2 masses from Saintonge et al.
 2017 ) by a factor of 1.36 to remo v e the helium correction. Finally,
he coloured data points in Fig. 17 show individual galaxies from the
INGLE (Saintonge et al. 2018 ), KINGFISH (Kennicutt et al. 2011 ;
unt et al. 2019 ), and HeViCS (Grossi et al. 2016 ) surv e ys. As noted

n Section 3.4 , we multiply the stellar masses from the JINGLE and
INGFISH surv e ys by 1.06 to convert from the Chabrier ( 2003 ) IMF

ssumed in the observations to the Kroupa ( 2001 ) IMF used in the
imulations (Speagle et al. 2014 ). We also applied this conversion 
o the stellar masses in the xGASS, xCOLD GASS, and MAGMA 

amples, which also assumed a Chabrier ( 2003 ) IMF. 
The simulated H I fractions in the left-hand column of Fig. 17 are

n good agreement with the observational data, lying well within 
he scatter of the observed relations. The simulations reproduce the 
rend of decreasing M HI / M ∗ with increasing stellar mass, with the H I

raction decreasing by approximately 1 dex from m1e10 to m1e12. 
In the right-hand column of Fig. 17 , the H 2 fractions of the high-
ass galaxy simulations ( M 200 , crit ≥3 × 10 11 M �, or M ∗�10 10 M �)

re close to the observed median relation from Saintonge et al. ( 2017 ),
xcept for m3e11 lowGas which exhibits lower H 2 masses due to the
ower total gas fraction. 

At lower masses, the simulations increasingly appear to under- 
redict the H 2 mass expected for their stellar mass, with the dwarf
alaxies generally lying below the ±1 σ scatter of the MAGMA 

ample. Ho we v er, as the observ ed molecular masses were derived
rom CO luminosities, the observational samples are more sensitive 
o high-H 2 fraction galaxies. For example, the MAGMA sample 
nly includes galaxies that have been detected in CO, while 9 out
f the 20 dwarfs in the HeViCS sample are upper limits. We do
ot account for these selection effects in our simulations, so it is
nclear whether these apparent discrepancies are a true failing of the
odel or arise simply because the handful of dwarf galaxies in our

imulated sample would not be included in the observed surveys. 
here are also uncertainties in converting CO luminosity to H 2 mass

e.g. Bolatto, Wolfire & Leroy 2013 ; Chiang et al. 2021 ), particularly
t low metallicities. As the CHIMES chemistry network includes CO, 
e will explore the relations between CO luminosity and H 2 mass

urther in a future work. 
MNRAS 517, 1557–1583 (2022) 
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The apparent discrepancy between simulations and observations in
he dwarf galaxies in the right-hand column of Fig. 17 may also seem
o contradict the results of Fig. 16 , in which we saw that the dwarf
alaxy simulations cannot reproduce the very low H 2 fractions seen
n many sightlines through the LMC and SMC. Ho we ver, the LMC
nd SMC observations from Tumlinson et al. ( 2002 ) measure H 2 in
bsorption rather than from CO emission, and so the observational
ata sets in Figs 16 and 17 are subject to different selection effects
nd may be probing different regimes. 

Comparing the three rows in Fig. 17 , we find that the total
tomic and molecular components are similar in the fiducial, uniform
SRF, and no depletion models. This agrees with our results from
ection 4.2 , in which we saw that the transition from atomic to
olecular hydrogen is not strongly affected by the treatment of local

ersus uniform stellar fluxes, while the inclusion of metal depletion
rom the gas phase on to dust grains only affects H 2 fractions at low
olumn densities ( � 10 21 cm 

−2 ) which do not dominate the total
olecular mass. 

 EMISSION  LINE  T R AC E R S  O F  T H E  STAR  

O R M A  T I O N  R A  TE  

here are a wide range of observational diagnostics that are com-
only used to determine the SFR (Kennicutt 1998 ; Kennicutt &
vans 2012 ; Davies et al. 2016 ). As young, massive stars emit
redominantly at UV wavelengths, observations of continuum UV
mission can measure recent star formation activity, although such
bservations are sensitive to dust. These can be supplemented with
bservations of the infrared continuum to account for UV radiation
hat has been absorbed by dust grains and re-emitted at longer
avelengths. The SFR can also be inferred from emission lines
roduced by species that are photoionized by massive stars. The H α

ine is perhaps the most famous example (e.g. Kennicutt, Tamblyn &
ongdon 1994 ), although as it lies at optical wavelengths, it is also
ffected by dust attenuation. Far infrared (FIR) lines from metal ions
ave also been shown to correlate with the SFR (De Looze et al.
014 ), and are less sensitive to dust effects. As these observational
racers probe star formation on different time-scales, they can also
epend on the recent star formation history in the galaxy (e.g. Sparre
t al. 2017 ; Flores Vel ́azquez et al. 2021 ). 

In this section, we study emission line predictions from our
imulations and how they correlate with the total SFR, which we
ompare to observed galaxy surveys. The detailed interstellar chem-
stry modelled in these simulations will be important for calculating
hese emission lines, as it determines the relative abundances of the
ons involved. As the SFR is inferred from the emission lines based
n how the young stars photoionize the surrounding gas, we would
xpect that the treatment of the stellar radiation will also play a vital
ole. 

Other studies have explored predictions for line emission from
osmological simulations based on subgrid models (e.g. Hirschmann
t al. 2017 ; Olsen et al. 2021 ). These approaches have the advantage
hat they do not need to explicitly resolve the regions that produce
he emission, as they are treated in a subgrid fashion, which is
articularly important for large-scale simulations of the Universe.
o we v er, the y rely on assumptions for the structure of the unresolved

omponents, and they do not capture effects of non-equilibrium
hemistry. Our simulation predictions in this work do account for
he non-equilibrium chemistry, but rely on explicitly resolving the
mitting regions, and so they offer a complementary approach to
hese subgrid models. 
NRAS 517, 1557–1583 (2022) 
.1 Modelling line emission in post-processing 

e calculate the emission lines from our simulations by post-
rocessing the simulation outputs with the publicly available radia-
ive transfer code RADMC-3D (Dullemond et al. 2012 ), which follows
he emission, propagation, and absorption of spectral lines together
ith stellar emission and the absorption, scattering, and thermal

mission from dust grains. 
As RADMC-3D operates on a grid, we first construct an Adaptive
esh Refinement (AMR) grid from the particle distribution in the

imulation. Each cell is refined until it contains no more than eight
as and/or star particles. The non-equilibrium ion and molecule
bundances of each gas particle, together with the ion-weighted
emperatures and velocities, are then projected on to the AMR grid,
sing the same smoothing kernel as the MFM hydro solver. The star
articles are also smoothed and projected on to the grid, split between
he eight stellar age bins with spectra shown in Fig. 1 . 

We include graphite and silicate grains in our RADMC-3D calcula-
ions. We take the abundance of graphite and silicate grains at solar
etallicity from the ‘ISM’ grain abundances in v13.01 of the CLOUDY

hotoionization (Mathis et al. 1977 ; Ferland et al. 2013 ), which are
ypical of the ISM in the MW. For each gas particle we scale these
rain abundances by the total metallicity relative to solar ( Z/ Z �).
e then scale these by the density-dependent dust to metals ratio

redicted by our empirical dust depletion model ( DTM / DTM MW 

, i.e.
he bottom panel of Fig. 2 ), except for simulations run with the no
epletion model for which we assume DTM / DTM MW 

= 1. We, thus,
btain a dust to gas ratio of 2 . 4 × 10 −3 ( D T M/D T M MW 

)( Z / Z �)
nd 4 . 0 × 10 −3 ( D T M/D T M MW 

)( Z / Z �) for graphite and silicate
rains, respectively. The dust temperature in each cell of the AMR
rid is calculated by RADMC-3D using the stellar radiation. 
The level populations of ions and molecules in each cell are

alculated in RADMC-3D from the gas properties and non-equilibrium
pecies abundances. We use the Local Velocity Gradient (LVG)
ethod to calculate the level populations, as this approximates the

ffects of non-Local Thermodynamic Equilibrium (non-LTE). We
se atomic data and collisional excitation rates from the LAMDA 

6 

Sch ̈oier et al. 2005 ) and CHIANTI 7 (Dere et al. 1997 ; Landi et al. 2013 )
atabases. The line emissivity in each cell can then be calculated from
he level populations. As H α emission is typically dominated by
ecombination (which is not accounted for in the calculation of level
opulations in RADMC-3D ), we instead calculate the H α emissivities
ue to recombination of H II and collisional excitation of H I for each
ell in the RADMC-3D AMR grid using rates from Raga et al. ( 2015 ).

For each emission line, we produce a 3D data cube in position–
osition–velocity space, with velocities spanning ±200 km s −1 about
he line centre at a spectral resolution of 2 km s −1 , and a spatial
esolution of 20 pc . We repeat the RADMC-3D calculation with
mission lines disabled to determine the continuum spectrum from
hermal dust emission and starlight, which we subtract from the total
mission to obtain the line emission. 

.2 Synthetic emission line predictions 

ig. 18 shows v elocity-inte grated maps of the continuum-subtracted
ine emission from the FIR lines [C II ] 158 μm 

and [O III ] 88 μm 

in the left-
nd right-hand columns, respectively. The three rows from top to
ottom show the m1e12 simulation using the fiducial, uniform ISRF,
nd no depletion models. 

https://home.strw.leidenuniv.nl/~moldata/
https://www.chiantidatabase.org
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Figure 18. Velocity-integrated maps of the continuum-subtracted FIR line 
emission from [C II ] 158 μm 

(left-hand column) and [O III ] 88 μm 

(right-hand 
column) in the m1e12 simulation run with the fiducial (top row), uniform 

ISRF (middle row), and no depletion (bottom row) models. These emission 
lines are noticeably weaker in the uniform ISRF model compared to the 
fiducial model, particularly for [O III ] 88 μm 

, as the uniform ISRF model misses 
the contribution from H II regions. 
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In the fiducial model, [C II ] 158 μm 

emission is strongest along the
piral arms, but there remains a significant diffuse component in 
etween. In contrast, [O III ] 88 μm 

is more strongly concentrated in 
mall, bright regions along the arms, with very little diffuse emission.
omparing these to the image of stellar light and H α emission in
ig. 5 , we find that [O III ] 88 μm 

predominantly arises from H II regions
round young stars in our simulations. This is unsurprising, as high- 
nergy photons produced by young stars are required to photoionize 
xygen to O III . 
The [C II ] 158 μm 

emission in the uniform ISRF model is somewhat
eaker and misses the brightest intensities seen along the spiral 

rms in the fiducial model, although there is still a significant diffuse
omponent. The difference is more dramatic in [O III ] 88 μm 

, which
s much weaker in the uniform ISRF model, due to the lack of H II

egions in this case. 
The [C II ] 158 μm 

and [O III ] 88 μm 

morphology in the no depletion
odel, which does include H II re gions, is v ery similar to the fiducial
odel. As we will see below, the total luminosity of these lines is
tronger with the no depletion model, as the gas-phase abundances 
f carbon and oxygen are higher when we do not account for the
epletion on to dust grains. 
To compare our simulation predictions to observations, we cal- 

ulate the total line luminosity, L line , inte grated o v er the disc of
he galaxy. We consider four fine-structure FIR metal lines that are
mportant for metal cooling and have been found observationally to 
orrelate with SFR: [C II ] 158 μm 

, [O I ] 63 μm 

, [O III ] 88 μm 

, and [N II ] 122 μm 

,
ogether with the optical line H α6563 Å. These are plotted in Fig. 19
ersus the total SFR. The grey symbols show the simulation predic-
ions for the fiducial (top row), uniform ISRF (middle row), and no
epletion (bottom row) models. We include five snapshots from each 
imulation, at intervals of 100 Myr. In the simulations, the SFR is
v eraged o v er the preceding 10 Myr. 

The coloured symbols in Fig. 19 show observed line luminosities, 
ith SFRs derived from continuum measurements, as detailed below. 
e include FIR emission line measurements from the Herschel 
warf Galaxy Surv e y (Cormier et al. 2015 ) and the galaxies in the
rauher et al. ( 2008 ) sample of ISO observations that are identified
s starbursts. We take the SFRs for these samples from De Looze
t al. ( 2014 ), which were derived from FUV and 24 μm emission
sing the calibrations of Kennicutt et al. ( 2009 ) and Hao et al.
 2011 ). Measurements of H α6563 Å emission in these galaxies are
aken from Gil de Paz, Madore & Pe vunov a ( 2003 ), Moustakas &
 ennicutt ( 2006 ), K ennicutt et al. ( 2008 ), and Östlin et al. ( 2009 ),
here available. 
We also show FIR observations of star-forming galaxies and 

uminous Infrared Galaxies (LIRGs) from the SHINING surv e y 
Herrera-Camus et al. 2018 ). We calculate the SFRs in this sample
rom the 63 μm continuum flux densities, based on the calibration 
etween the 70 μm luminosity and SFR from Calzetti et al. ( 2010 ).
t optical wavelengths, we also include H α6563 Å observations from 

alzetti et al. ( 2007 ) for galaxies selected from the SINGS surv e y,
ith SFRs derived from 24 μm continuum emission using the 

alibration from Rieke et al. ( 2009 ). Finally, we show the calibration
etween H α6563 Å luminosity and SFR from Kennicutt & Evans 
 2012 ) in the right-hand column (solid lines). 

For the observational data, we use continuum-derived SFRs as 
hey are independent from the emission line measurements. Ho we ver, 
imple estimators such as these might be subject to uncertainties, for
xample Utomo et al. ( 2014 ) find systematic differences between the
FRs from UV plus IR estimators compared to those derived from
odelling the composite spectral energy distributions with stellar 

opulation synthesis models. Any such uncertainties will affect our 
omparisons to the simulation data, for which we use the true SFR. 

In the top row of Fig. 19 , we see that the fiducial model broadly
eproduces the observed correlations between luminosity and SFR 

or these emission lines. There are some deviations between the 
imulation predictions and the observations though. Most notably, the 
imulations of the most massive galaxies overpredict the [O III ] 88 μm 

uminosity by up to a factor ≈ 2 compared to observations at the
ame SFR. Furthermore, the dwarf galaxy m1e10 exhibits greater 
catter in [O III ] 88 μm 

and [O I ] 63 μm 

, with some snapshots lying up to
n order of magnitude below the observations, while other snapshots 
rom m1e10 are close to the observed correlation. Nevertheless, the 
imulation predictions o v erall are in reasonably good agreement with
he observational data. 

In the uniform ISRF model, the [O III ] 88 μm 

and H α6563 Å lumi-
osities are up to an order of magnitude lower than in the fiducial
odel. As noted abo v e, this model does not include the subgrid

rescription for H II regions, which dominate the total emission of
hese lines in the fiducial model. The decrease in [C II ] 158 μm 

and
MNRAS 517, 1557–1583 (2022) 
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M

Figure 19. Total line luminosity ( L line ) versus total SFR over the whole galaxy for emission lines used as observational tracers of the SFR. The columns from 

left to right show [C II ] 158 μm 

, [O I ] 63 μm 

, [O III ] 88 μm 

, [N II ] 122 μm 

, and H α6563 Å. The simulations are shown by grey symbols, with five snapshots at intervals of 
100 Myr for each galaxy. The SFRs in the simulations are averaged over the preceding 10 Myr. The top, middle, and bottom rows show simulations with the 
fiducial, uniform ISRF, and no depletion models, respectively. The coloured symbols sho w observ ational data from the Her schel Dw arf Galaxy Surv e y (Cormier 
et al. 2015 ) and the starburst galaxies from Brauher, Dale & Helou ( 2008 ), with SFRs from De Looze et al. ( 2014 ) in both cases, together with star-forming 
galaxies and Luminous Infrared Galaxies (LIRGs) from the SHINING surv e y (Herrera-Camus et al. 2018 ) and galaxies from the SINGS surv e y (Calzetti et al. 
2007 ). We also show the calibration of H α luminosity versus SFR from Kennicutt & Evans ( 2012 ) in the right-hand panels (solid lines). The fiducial model 
broadly reproduces the observed correlations between emission line luminosity and SFR. 
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O I ] 63 μm 

luminosities in the uniform ISRF model is more modest.
s we saw in Fig. 18 , the [C II ] 158 μm 

emission includes a significant
iffuse component outside H II regions, which is still present in the
niform ISRF model. 
The no depletion model exhibits stronger FIR metal line luminosi-

ies, by up to a factor ≈ 2, compared to the fiducial model. This is
ue to the increased elemental abundances of carbon, oxygen, and
itrogen in the gas phase at fixed total metallicity when we do not
ccount for the depletion of these metals on to dust grains. This
eads to increased tension between the simulation predictions and
bservational data, particularly for the [O III ] 88 μm 

luminosity in the
ost massive galaxies. However, the H α6563 Å luminosity remains

naffected by the model for metal depletion. 
Other elements such as iron are depleted more strongly than carbon

r oxygen, with the gas phase abundance of iron reduced by 2 orders
f magnitude at high densities (see Fig. 2 ). We therefore expect
ust depletion could have an even greater effect on emission lines
rom species such as Fe II and Fe III (e.g. Osterbrock, Tran & Veilleux
992 ; Rodr ́ıguez 2002 ; Delgado Inglada et al. 2009 ). We will explore
NRAS 517, 1557–1583 (2022) 
mission from heavily depleted species such as this in a future
ork. 
In Appendix B , we compare the emission line luminosities in

he fiducial model from simulations run at different resolutions.
hile many of these luminosity predictions show good numerical

onvergence, there are some galaxies for which particular emission
ines differ significantly between resolution lev els. F or e xample,
n m3e10 the luminosities of [C II ] 158 μm 

, [O I ] 63 μm 

and [N II ] 122 μm 

ncrease by up to an order magnitude from standard to high reso-
ution, while the [C II ] 158 μm 

luminosity of m1e11 decreases by an
rder of magnitude from low to standard resolution. Ho we ver, we do
ot see any trends of particular emission lines al w ays increasing or
ecreasing systematically with resolution. It is unclear to what extent
hese differences may be due to stochastic variations between runs. 

The emission line luminosities shown in Fig. 19 were computed
sing the non-equilibrium ion abundances from the simulations. To
tudy the impact of non-equilibrium chemistry on the predicted
uminosities in the fiducial model, we also repeated the RADMC-
D calculations from the final snapshot at 500 Myr using ion

art/stac2338_f19.eps
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Table 4. Ratios of emission line luminosities calculated with non- 
equilibrium and equilibrium abundances, L noneq / L eqm 

, at 500 Myr using 
the fiducial model. Values highlighted in red and blue correspond to an 
enhancement and reduction, respectively, of the luminosity when non- 
equilibrium abundances are used. 

L noneq / L eqm 

Galaxy [C II ] [O I ] [O III ] [N II ] H α

158 μm 63 μm 88 μm 122 μm 6563 Å

m1e10 1.08 1.04 1.66 1.00 1.11 
m3e10 0.93 1.21 1.13 0.75 1.12 
m1e11 1.03 1.20 1.19 1.36 1.29 
m3e11 1.01 1.25 1.82 0.52 1.80 
m3e11 lowGas 1.01 0.78 2.38 0.49 1.24 
m3e11 hiGas 1.01 1.19 1.72 0.61 1.17 
m1e12 0.97 1.16 2.16 0.45 1.20 
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bundances in chemical equilibrium. The equilibrium abundances 
ere determined by integrating the CHIMES reaction network to 

quilibrium at constant density and temperature for each gas particle 
n the snapshot. 

Table 4 summarizes the ratios of luminosities calculated with non- 
quilibrium and equilibrium abundances, L noneq / L eqm 

, for each of the
ve emission lines that we considered in Fig. 19 . Values highlighted

n red indicate where non-equilibrium effects enhance the luminosity, 
hile blue values show where the luminosity is suppressed in non- 

quilibrium. The ratios in Table 4 were calculated from the final 
napshot of each simulation, ho we v er the y may also vary in time,
articularly in the dwarf galaxies which exhibit strong variations in 
he SFR (see Fig. 7 ). 

The luminosity of [O III ] 88 μm 

shows the greatest enhancement in 
on-equilibrium, by up to a factor of 2.38 in m3e11 lowGas. The
hotoionization of O II to O III requires the presence of high energy
hotons ( > 35 eV) produced by young, massive stars. This emission
ine is therefore particularly sensitive to short time-scale variations 
n the local SFR, which could drive these non-equilibrium effects. In
ontrast, [N II ] 122 μm 

typically exhibits a lower luminosity in most of
ur simulations when we use non-equilibrium abundances, by up to 
 factor of 0.45 in m1e12. The [C II ] 158 μm 

luminosity is least affected
y the non-equilibrium chemistry, differing by less than 10 per cent 
ompared to equilibrium in all of our simulations with the fiducial 
odel. 

 C O N C L U S I O N S  

e have presented a suite of simulations of isolated disc galaxies 
anging from dwarfs to MW-mass, with a mass resolution of 400 M �
er particle, and structural properties initially set according to ob- 
erved scaling relations at redshift zero. These simulations combine 
he FIRE-2 subgrid galaxy formation models with the CHIMES non- 
quilibrium chemistry and cooling module. 

In our fiducial model, we coupled the chemical reaction network 
o the local stellar fluxes computed from star particles using the 
pproximate LEBRON radiative transfer method. This method assumes 
hat the absorption of stellar radiation occurs locally around the star
article producing the radiation and around the receiving gas particle. 
e also implemented an empirical density-dependent model for the 

epletion of metals from the gas phase on to dust grains, based on
bserved depletion factors. We then repeated each simulation with 
wo model variations. First, we replaced the local stellar fluxes with 
 spatially uniform ISRF normalized according to the SFR surface 
ensity of the galaxy disc, which we averaged over the preceding 
0 Myr (the uniform ISRF model). Second, we applied a constant
ust to metals ratio and disabled the depletion of metals from the gas
hase due to dust grains (the no depletion model). 
By comparing these model variations to the fiducial runs, we 

xplored the impact of local stellar fluxes and metal depletion on the
on-equilibrium chemistry, and resulting observational diagnostics, 
f the ISM. We particularly focus on observations of the H I to H 2 

ransition and emission line tracers of the SFR. Our main results are
s follows 

(i) Dwarf galaxies run with the uniform ISRF model exhibit 
tronger outflows, resulting in disc gas fractions up to 30 per cent
ower than the fiducial model, which may be due to the lack of H II

egion feedback in the uniform ISRF runs, while the total mass of
tars formed o v er 500 Myr is up to 27 per cent higher with the uniform
SRF model. In contrast, the model variations have little effect on
he total SFRs and disc gas fractions in galaxies with halo masses
 200 , crit ≥10 11 M � (see Fig. 7 ). 
(ii) Non-equilibrium effects can lead to strong enhancement and 

uppression of H I and H 2 abundances in certain regions of density-
emperature space. At densities n H ∼0 . 1 cm 

−3 and temperatures T ∼
0 3 K, the H 2 abundance is enhanced by more than 3 orders of
agnitude compared to chemical equilibrium, due to recent heating 

f cold, dense gas that has had insufficient time to fully destroy the
olecules. This may have important consequences for predictions of 

nfrared emission lines produced by rovibrational transitions of H 2 

t these temperatures. In contrast, the non-equilibrium H 2 fraction is 
uppressed by up to an order of magnitude at n H ∼1 −10 cm 

−3 , T �
00 K and n H ∼ 100 cm 

−3 , T ∼100 −10 3 K, with a corresponding
nhancement in H I . This may be due to recently cooling gas that has
ad insufficient time to fully form molecules (Fig. 14 ). 

(iii) Compared to the fiducial model, the m1e12 simulation run 
ith a uniform ISRF produces less intermediate-temperature (10 3 < 

 ≤10 4 K) gas at n H �10 cm 

−3 , due to the lack of H II regions, and
ore intermediate-temperature H 2 gas at n H �10 cm 

−3 . Meanwhile, 
he no depletion model enhances the low-temperature ( T ≤10 3 K)
 I component at n H �10 cm 

−3 , due to an increase in metal cooling
Fig. 15 ). 

(iv) Our simulation predictions for the H 2 fraction versus total 
eutral hydrogen column density in high-mass galaxies ( M 200 , crit � 

 × 10 11 M �) broadly o v erlap with absorption line observations in
he MW (Gillmon et al. 2006 ; Shull et al. 2021 ). Ho we ver, our
warf galaxy simulations can only reproduce the highest H 2 fractions 
bserved by Tumlinson et al. ( 2002 ) in the LMC and SMC (Fig. 16 ).
(v) The ratio of total H I to total stellar mass as a function of stellar
ass in our simulations is in good agreement with observations. 
o we ver, while the simulated H 2 to stellar mass fractions agree
ith observations at high stellar masses ( M ∗�10 10 M �), our dwarf
alaxy simulations underpredict the observations by ∼1 −2 orders 
f magnitude (Fig. 17 ). This may be due to selection effects in the
bservational samples. 
(vi) In our fiducial model, [C II ] 158 μm 

emission in m1e12 is
rightest along the spiral arms, but with a significant diffuse com-
onent from inter-arm regions. The [O III ] 88 μm 

line is more strongly
oncentrated in compact regions along the spiral arms, with very 
ittle diffuse emission, as it is produced mostly within the Str ̈omgren
adii of young stars. The morphology of the [O III ] 88 μm 

emission
iffers dramatically in the uniform ISRF model, which lacks these 
 II regions, but the C II emission still retains the diffuse component

n this case (Fig. 18 ). 
(vii) The fiducial model broadly reproduces observed correlations 

etween line luminosity and SFR for the emission lines [C II ] 158 μm 

,
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O I ] 63 μm 

, [O III ] 88 μm 

, [N II ] 122 μm 

, and H α6563 Å (Fig. 19 ). The most
ignificant deviation between our simulation predictions and obser-
ations is for the [O III ] 88 μm 

line, which is o v erpredicted by up to
 factor ≈ 2 in the simulations of the most massive galaxies in our
ample. The line luminosities are lower in the uniform ISRF model,
y up to an order of magnitude for [O III ] 88 μm 

and H α6563 Å, due to the
ack of H II regions. The no depletion model predicts up to a factor ≈ 2
igher luminosities for the FIR metal lines due to the increase in gas-
hase metal ab undances, b ut H α6563 Å is unaffected. Non-equilibrium
ffects enhance the luminosity of [O III ] 88 μm 

in our fiducial model by
p to a factor of 2.38, while the [N II ] 122 μm 

luminosity is typically
uppressed by up to a factor of 0.45. In contrast, [C II ] 158 μm 

differs by
ess than 10 per cent when comparing luminosities calculated with
on-equilibrium and equilibrium abundances. 

We have, thus, shown that the treatment of local stellar fluxes
nd depletion of metals on to dust grains affects the synthetic
mission line predictions from our simulations, particularly for lines
ommonly used as SFR tracers. In the case of stellar radiation,
his is primarily because we need to capture the irradiation of H II

egions within the Str ̈omgren radius surrounding young stars, as these
egions contribute to, and in many cases dominate, the emission from
hese lines. Correctly accounting for metal depletion is important as
t reduces the gas-phase abundance of metal species available to
roduce line emission. 
Ho we ver, the local stellar fluxes and metal depletion generally have

ittle impact on the o v erall galaxy evolution, for example, in terms
f total SFR, except in the case of dwarf galaxies. In Richings &
chaye ( 2016 ), we compared simulations of isolated galaxies run
sing spatially uniform radiation fields with constant normalizations
f different strengths. We found that weaker radiation fields led to
igher SFRs and stronger galactic outflows, as they enabled more gas
o cool to the cold, star-forming ISM phase. We therefore conclude
hat the evolution of the galaxy depends on the average strength of
he ISRF throughout the galactic disc, but is not sensitive to local
ariations of stellar fluxes within the disc, although this conclusion
ay depend on the subgrid treatment of star formation and stellar

eedback employed in the simulation. It may also depend on the
reatment of radiative transfer, as the assumption of local extinction
n the LEBRON method may lead to an o v erestimate of the importance
f distant sources as the interv ening e xtinction is not fully accounted
or. 

While we have only focused on a handful of comparisons between
he simulations and observations in this paper, the detailed chemical

odelling in this simulation suite will enable us to make predictions
or many additional observational diagnostics, such as FIR line
eficits, nebular emission line ratios from individual star-forming
egions, and emission line tracers of molecular gas. We will explore
hese aspects further in future works. 
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Figure A1. Flux of diffuse stellar radiation in the FUV (left-hand panel) and 
EUV (right-hand panel) bands versus the SFR surface density averaged over 
the disc of the galaxy ( � SFR , disc ) in m3e11 lowRes08. The solid curves show 

the median flux of all gas particles in the galaxy disc that lie outside H II 

regions, in bins of � SFR , disc , and the shaded regions indicate the 10th to 90th 
percentiles. The colours denote different escape fractions from H II regions 
in the FUV and EUV bands. The black dotted lines show a linear scaling 
between the flux and � SFR , disc normalized to MW values. In both panels, we 
see that the strength of the stellar radiation increases with increasing escape 
fraction. We therefore choose escape fractions of 0.1 and 0.05 in the FUV 

and EUV bands, respectively, to match the MW scaling. 
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s discussed in Section 2.2.1 , our model for local stellar fluxes
ontains two free parameters, the escape fractions of FUV and EUV
adiation from H II regions. These parameters determine how much
adiation from star particles can propogate beyond the surrounding
tr ̈omgren radius around the star and contribute to the diffuse ISRF.
o understand how the resulting stellar fluxes depend on these
arameters, we repeated the m3e11 lowRes08 galaxy simulations
ith FUV and EUV escape fractions varied independently between
.005 and 0.5. 
Fig. A1 shows the median (solid curves) and 10th to 9th percentile

shaded re gions) flux es in the FUV (left-hand panel) and EUV (right-
and panel) bands, plotted against the SFR surface density averaged
 v er the whole disc in the preceding 10 Myr ( � SFR , disc ). As we
aw in Fig. 9 , the fluxes scale linearly with � SFR , disc . Ho we ver,
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Figure B1. SFR in the galaxy disc averaged over the preceding 10 Myr (top 
panel) and gas mass fraction in the galaxy disc (bottom panel), plotted versus 
time. The dashed, solid, and dotted line styles show simulations run at low, 
standard, and high resolution, respectively, while the line colours indicate the 
different galaxies. The dwarf galaxies exhibit dif ferent e volutions of SFR and 
gas fraction particularly between low and standard resolution, although this 
may simply reflect stochastic variations between runs due to the bursty nature 
of star formation in this regime. 
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he normalization increases with increasing escape fraction, as more 
adiation propagates into the diffuse component. 

The dotted lines in Fig. A1 indicate a linear scaling normalized 
o the flux of the ISRF of the MW in the local solar neighbour-
ood (Black 1987 ) at � SFR , MW 

= 4 × 10 −3 M � kpc −2 (Robertson &
ravtso v 2008 ). F or our fiducial model, we therefore chose escape

ractions of 0.1 and 0.05 in the FUV and EUV bands, respectively, as
hese best reproduce the normalization expected from observations 
f the radiation field in the MW. 

PPENDIX  B:  VA R I AT I O N S  IN  N U M E R I C A L  

ESOLUTION  

o test the numerical convergence of our results, we repeated some 
f our simulations with different resolutions. Our main runs use 
aryonic and dark matter particle masses of m b = 400 M � and
 DM 

= 1910 M �, respectively. The gravitational softening of gas 
articles is adaptive and set to the mean inter-particle spacing at 
he particle’s density, with a minimum of 0.08 pc. This results in
 softening length of 2.2 pc at the star formation density threshold
 H = 10 3 cm 

−3 . The star and dark matter particles use constant grav-
tational softenings of 1.6 and 2.8 pc, respectively. We then repeated 
he five galaxy models with varying halo mass using eight times lower 

ass resolution and gravitational softenings increased by a factor of 
. We also repeated the m3e10 dwarf galaxy with eight times higher
ass resolution and gravitational softenings reduced by a factor of 

. See Table 3 for a summary of the simulation parameters. The
imulations at lower and higher resolution were only run using the 
ducial model. 
Fig. B1 shows the evolution of SFR (top panel) and disc gas
ass fraction (bottom panel), calculated as in Fig. 7 , comparing 

imulations run at low (dashed lines), standard (solid lines), and 
igh (dotted lines) resolution. In the dwarf galaxies (m1e10 and 
3e10), we see large differences in the gas fraction between the 

ow and standard resolution runs. This might be due to the bursty
ature of star formation in this regime (e.g. Faucher-Gigu ̀ere 2018 ),
s dwarf galaxies can easily lose a significant proportion of their gas
ontent via outflows driven by stellar feedback after periods of intense 
tar formation, which must then be re-accreted before further star 
ormation can continue. The differences we see here may therefore 
imply reflect stochastic variations between runs. The m1e10 dwarf 
alaxy, in particular, has relati vely fe w baryonic particles at lo w
esolution (initially 1.9 × 10 4 gas and 2.1 × 10 3 star particles), and 
o the timing of individual feedback events can be somewhat random 

ue to poor sampling. 
These differences in the gas evolution of dwarf galaxies between 

ow and standard resolution may also be caused by the difficulty in
etting up the initial conditions in a stable disc configuration. As
escribed in Section 3.1 , we first run each galaxy model for an initial
00-Myr settling in period, during which the SN feedback time- 
cales have been reduced. This enables the gas to settle into a stable
isc, without an initial burst of star formation destroying the gas disc
ltogether. The simulation snapshot after 300 Myr is then used as the
nitial conditions for the main run with the full CHIMES chemistry 

odel, and so the e volution sho wn in Fig. B1 starts from this point
nd does not include the initial settling in period. Ho we ver, we see
hat the gas fraction at time t = 0 Myr in m1e10 at low resolution
10 per cent) is much less than at standard resolution (60 per cent).
his indicates that the initial gas disc in m1e10 at low resolution was
isrupted during the initial settling in phase, and then re-accretes on 
o the galaxy o v er the following 200 Myr. 
At high resolution, the evolution of SFR and disc gas fraction in
3e10 is much closer to those at standard resolution, although the

igh resolution run retains higher gas fractions by up to ≈10 per cent.
o we ver, for the high resolution run, we used the snapshot from the

tandard resolution simulation after the 300-Myr settling in period 
nd increased the resolution by splitting each particle into eight, to
 v oid the computational expense of re-running the initial 300-Myr
eriod again at higher resolution. This is why the high resolution run
tarts from the same gas fraction at t = 0 Myr , which also reduces
ncertainties in how we set up the initial conditions. 
The galaxy models at higher masses ( M 200 ≥ 10 11 M �) show
uch closer agreement in the SFRs and disc gas fraction between

ow and standard resolution. 
Fig. B2 compares the H 2 fraction versus neutral hydrogen column 

ensity, calculated as in Fig. 16 , from simulations at low (top panel),
tandard (middle panel), and high (bottom panel) resolution. The 
olid lines and shaded regions show the median and 10th to 9th
ercentile range of the H 2 fraction, respectively, from the simulations, 
hile the data points show the observational data as described in
ection 4.2 . 
The H 2 fractions in the high-mass galaxies (m3e11 and m1e12) 

re in good agreement between the low and standard resolution 
uns. Ho we ver, in the m1e11 galaxy the H 2 fraction decreases
ore strongly towards low column densities ( < 10 21 cm 

−2 ) at low
esolution than at standard resolution. The dwarf galaxies m1e10 
MNRAS 517, 1557–1583 (2022) 
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M

Figure B2. H 2 fraction versus total neutral hydrogen column density. The 
median H 2 fractions in bins of total column density from the simulations are 
shown by the solid lines, and the 10th to 9th percentile ranges in each bin are 
indicated by the shaded regions. Different colours represent different galaxy 
models as shown in the legend. The top, middle, and bottom panels show 

simulations run at low, standard, and high resolution, respectively. The data 
points show observations from the Small Magellanic Cloud (SMC; Tumlinson 
et al. 2002 ; purple), Large Magellanic Cloud (LMC; Tumlinson et al. 2002 ; 
blue), the MW at galactic latitudes | b | > 20 ◦ (MW Halo; Gillmon et al. 2006 ; 
green), and the MW at | b | < 10 ◦ (MW Disc; Shull et al. 2021 ; yellow). While 
the high-mass galaxies show good agreement between low and standard 
resolution, the H 2 fractions at low column densities ( < 10 21 cm 

−2 ) in dwarf 
galaxies are not well-converged. 
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Figure B3. The ratios of H I to stellar mass ( M H I / M ∗; left-hand column) 
and H 2 to stellar mass ( M H2 / M ∗; right-hand column) versus stellar mass. 
The simulations at low, standard, and high resolution are shown by the blue, 
grey, and pink symbols, respectiv ely. Observ ed median relations from the 
xGASS (Catinella et al. 2018 ), MAGMA (Hunt et al. 2020 ), and xCOLD 

GASS (Saintonge et al. 2017 ) surv e ys are shown by the solid curves. We also 
show the ±1 σ deviations in each stellar mass bin for the MAGMA sample, 
indicated by the corresponding shaded regions. Individual galaxies from the 
JINGLE (Saintonge et al. 2018 ), KINGFISH (Kennicutt et al. 2011 ), and 
HeViCS (Grossi et al. 2016 ) surv e ys are indicated by the remaining data 
points. The dwarf galaxies show a large spread of up 1 dex in H I and H 2 

masses between resolution levels, broadly reflecting the differences in total 
disc gas fraction. Convergence between low and standard resolution is better 
in the high-mass galaxies, although the H 2 masses are still slightly higher at 
standard resolution. 
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nd m3e10 exhibit similar behaviour between the low and standard
esolution runs. Ho we ver, at high resolution, the H 2 fraction in m3e10
s lower at low column densities ( < 10 21 cm 

−2 ) than at standard
esolution. 

These trends suggest that at lower galaxy masses (and with lower
etallicities), we require higher resolution to correctly capture the
 2 fractions at low column densities. 
Fig. B3 shows the H I to stellar mass and H 2 to stellar mass ratios

n the left- and right-hand columns, respectively, as calculated in
ig. 17 . The blue, grey, and pink symbols show simulations run at low,
tandard, and high resolution, respectively, while the solid curves,
NRAS 517, 1557–1583 (2022) 
haded regions, and remaining data points indicate the observational
ata as described in Section 4.3 . 
The H I and H 2 masses in the dwarf galaxies, m1e10 and m3e10,

how large spreads of up to an order of magnitude between
ifferent resolutions, and also between different snapshots of the
ame resolution run. This broadly reflects the differences in the
otal disc gas fractions of the dwarf galaxies, as discussed abo v e.
n the high-mass galaxies m3e11 and m1e12, the H I masses are
imilar between the low and standard resolution. The H 2 masses of
hese galaxies are slightly higher at standard resolution than at low
esolution, suggesting that the total molecular content may not be
ully converged, ho we ver, these dif ferences are smaller than those
een in the dwarf galaxies. 

In Fig. B4 , we compare the emission line luminosity versus SFR
elation, as in Fig. 19 , for simulations run at low (blue symbols),
tandard (grey symbols), and high (pink symbols) resolution. The
bserv ational data, sho wn by the remaining symbols, are described
n Section 5.2 . 

In many cases the emission line predictions show good agreement
etween the dif ferent resolutions. Ho we ver, there are se v eral e x-
mples where this is not the case. In m3e10, the high resolution
un exhibits luminosities of [C II ] 158 μm 

, [O I ] 63 μm 

and [N II ] 122 μm 

hat are up to an order of magnitude higher than those at low and
tandard resolution. While the SFR in the high resolution run is
lso somewhat higher, this does not fully account for the increased
uminosities of these three lines as the high resolution predictions
ie abo v e the observational data, in contrast to the low and standard
esolution runs which are broadly in agreement with observations.
he H α6563 Å luminosity is also higher in the high resolution run of
3e10, ho we ver, this appears to be primarily due to the increased

tar formation run, as the high resolution predictions still follow the
elation expected from observations in this case. 
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Figure B4. Emission line luminosity ( L line ) plotted against SFR. From left to right the panels show [C II ] 158 μm 

, [O I ] 63 μm 

, [O III ] 88 μm 

, [N II ] 122 μm 

and H α6563 Å. 
The blue, grey and pink symbols show the simulations at low, standard and high resolution, respectively. The remaining symbols show observational data from 

the Her schel Dw arf Galaxy Surv e y (Cormier et al. 2015 ) and the starburst galaxies from Brauher et al. ( 2008 ), with SFRs from De Looze et al. ( 2014 ) in both 
cases, together with star-forming galaxies and Luminous Infrared Galaxies (LIRGs) from the SHINING surv e y (Herrera-Camus et al. 2018 ) and galaxies from 

the SINGS surv e y (Calzetti et al. 2007 ). The right-hand panel also shows the calibration of H α luminosity versus SFR from Kennicutt & Evans ( 2012 ) as a 
solid line. 
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In the high-mass galaxies, m3e11 and m1e12, the largest discrep- 
ncies can be seen in the [C II ] 158 μm 

luminosity, which is up to a factor
4 times higher at standard resolution than at low resolution, despite 

he SFR being unchanged. In contrast, the [C II ] 158 μm 

luminosity in
1e11 decreases by an order of magnitude from low to standard 

esolution. The luminosities of the other emission lines show better 
greement between the low and standard resolution runs in the high- 
ass galaxies. 
Thus, while some galaxies do exhibit significant differences 

n some of the emission lines between resolution levels, there 
s no systematic trend of particular emission lines increasing or 
ecreasing in luminosity with numerical resolution for all galaxies. 
t is therefore unclear to what extent these differences might be
riven, at least partially, by stochastic variations between runs. 
xtending our sample of galaxy models would help reduce these 
ncertainties. 
MNRAS 517, 1557–1583 (2022) 
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