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Abstract 

Title of Dissertation: IMPACT OF BIG DATA ANALYTICS ON THE 

PRIVACY RIGHTS OF SEAFARERS 

Degree:                       Masters of Science 

 

This research evaluated the impact of big data analytics on the privacy rights of 

seafarers and how security and privacy infringement issues can be linked to the 

collection, storing, analysis, processing, destruction, reuse and sharing of data. The 

research further analysed the relation that exists between big data characteristics and 

privacy infringement from the standpoints of data collection, storage, processing, 

sharing and accessibility. 

The research employed an exploratory mixed method design. The qualitative 

exploratory part consisted of semi-structured interviews and the choice of 

participants for these interviews consisted of a ship-owner, a data controller and two 

seafarers working on board ships engaged in international and domestic voyages. 

Responses from the interviews assisted in the design of the questionnaire and the 

formulation of the research hypothesis. In the quantitative data analysis, 

questionnaires were distributed which elicited responses from 125 seafarers working 

on board vessels of shipping companies in 4 different continents (Africa, Europe, 

Asia, North America, and the United Kingdom) and this questionnaire was 

reconstructed and its validity and reliability was tested using Exploratory Factor 

Analysis of the SPSS tool (SPSS 26) including other statistical tests and analyses 

such as a correlation analysis. This analysis resulted in the extraction of three (3) 

factors: top management commitment to data safety, consent for the use of personal 

data and duration of personal data. 

The study found that top management commitment is a factor that enables the 

infringement of seafarer’s privacy rights. The study further found that Big data 

analytics in shipping companies negatively impacts on the privacy rights of seafarers 

whose consent is not sought and obtained before the use of their personal data. This 
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study recommended that shipping companies adopt a Privacy by Design model as it 

is crucial for setting boundaries for big data processing and also it incorporates the 

proper data safety measures at the very centre of the analytics value chain in order to 

enable all the benefits of analytics without breaching seafarer’s privacy. 

  

KEYWORDS: Data, Big Data, Analytics, Privacy, Infringement, Consent.  
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CHAPTER ONE: INRODUCTION 

1.1. Background of Study  

In a fast-paced world such as ours, the use of data-driven technologies is steadily on 

the increase, the evolution of data-driven technologies and its impact in modern life 

is unquantifiable (Cukier and Mayer choenberger, 2013; Neff and Nafus, 2016). 

Datafication has continually advanced into all spheres of human life, from education 

to healthcare and more recently, the shipping industry. These advancements in data-

driven technologies and the associated reductions in cost have led to the availability 

of data which can be both in a structured and an unstructured form (Bhatia & Mittal, 

2019). 

The current trends and technological advancement is shaping a future with 

ubiquitous connectivity. The penetration of smartphones has been estimated to be 

approximately 80% in almost all developed countries (Atas and Çelik, 2019), and it 

is further estimated that approximately 3.2 billion people use mobile internet globally 

(GSMA, 2017). Finally, it is estimated that the number of Internet of Things (IoT) 

connections will increase in 3 folds between 2017 and 2025, thereby reaching 25 

billion, driven by a proliferation of use cases for smart homes and smart cities (Khan 

et al, 2020). 

Despite the popularity of big data in modern life and its widespread use, the meaning 

of this concept is still shrouded by conceptual vagueness as there is currently no 

universally accepted definition of big data (Favaretto et al., 2020). Einav and Levin 

(2014) defined big data as involving the availability of data in real time, at larger 

scale, with less structure, and on different types of variables than previously used. 

Big Data can also be commonly used to describe a plethora of different concepts; 

from the collection of data to processing of huge amounts of data to other advanced 

digital techniques which are designed to show patterns related to human behaviour 

(Favaretto et al., 2020). Big data is also defined as the amount of data which cannot 

be managed by conventional methods (Jan et al, 2019). According to De Mauro et al 

(2015), big data involves a range of different concepts; the technological ability to 
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collect, store, aggregate data. The lack of a universally accepted definition has led to 

existing ambiguity and research into this subject has evolved into multiple, different 

and inconsistent paths. 

The transport industry is one of the industries where quantities of data are generated 

on a daily basis through transactions, sensors and location services (Zhu et al, 2018). 

The industry provides an enormous opportunity for the collection of data and the 

subsequent conversion of these data into valuable insights. The location services 

used by the transport industry are built on location-sensing data which are extracted 

from location-relevant signals like Wi-Fi positioning (Shi et al, 2020). This has been 

adopted by the transport industry for navigational purposes and also the 

identification of nearby transport options and services. Location services are 

becoming extremely accurate and this accuracy is supplemented by the ever growing 

location sensing technologies and the satellite positioning systems (Grejner-

Brzezinska et al, 2016). Sensors are more and more embedded in devices and ships, 

the use of face scanners, radars and cameras with adapted algorithms which are able 

to detect users and make sense of their environment are increasingly in use (Berman 

& Stern, 2011). 

In the shipping industry, data capturing as well as its analysis are part of the industry 

(Osekowska et al., 2017). This is evident in the captain’s log and engine log book 

where the captured data in these logs are carefully analysed in the investigation of 

accidents. More recently, the shipbuilding industry has become more technology-

reliant which has led to the adoption of automatic control systems on vessels wherein 

data is collected, analysed and processed in order to create more efficient ships as 

well as achieve an optimized workflow and environment-friendly engines (Latifov, 

2019). 

 

Similarly, with recent technological advancement, high bunker prices and the need 

for cost cutting measures to reduce the high operational cost associated with shipping 

came the new hope for the giant companies – autonomous ships (Burmeister et al., 

2014). Remote-controlled and autonomous vessels are currently the biggest 

development in the shipping industry, this new technology-driven way of operating 
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ships makes use of data analytics. The introduction of MASS to the shipping industry 

will undoubtedly increase the level of data transmission as the collection, analysis 

and management of huge volume of unstructured data for example data on voyage 

performance, machinery, ship structure, cargo, traffic, fuel consumption as well as 

the weather condition will most certainly be used in providing valuable insights on 

ship operations, uncover hidden navigation pattern and market trends (Du et al, 

2019).   

The analysis of this big data will enable ship-owners to predict the likely outcomes 

of certain voyages. Furthermore, this may result in cost reduction as the shipping 

industry and ship-owners will most likely be able to identify better and more 

efficient ways of doing business which will help in making real time decisions on 

ship safety and efficiency. 

 

1.2. Problem Statement 

As the use of data-driven technologies in the shipping industry continues to grow, it 

is generating a vast amount of data which is also growing at an exponential rate 

therefore, creating huge opportunities as well as raising new and different challenges. 

There are considerable uncertainties and lots of unanswered questions, for example, 

what will be the effect of big data on the privacy rights of seafarers? Will the 

collection of data infringe on the privacy protection principle? Will the use of big 

data provoke a backlash from seafarers which will ultimately harm a range of safety 

use cases? Are there policies in place to protect seafarers from data exploitation? Are 

the policies adequate to protect seafarer’s privacy along the entire data continuum - 

from data sensing to its extraction, storage, aggregation, transcription, retention, 

analysis and destruction? Are there insurance policies in place for seafarers to 

provide a nudge to ship-owners to adopt safer behaviours? It is without doubt that the 

very nature of data collection is changing, the access to as well as the use of this data 

can result in dangerous outcomes especially as it relates to the unwanted and 

unintended erosion of privacy rights. 

The shipping industry generates quantities of data on a daily basis through 

transactions, sensors and location services. The location services are used by the 
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shipping companies for navigational purposes and also the identification of nearby 

transport options and services. However, location data has the capability of revealing 

a seafarer’s religion, health status and political affiliations through keeping a log of a 

seafarer’s repeated visits to a worship place, hospital or political gathering. 

Therefore, the use of big data in the shipping industry has the capacity of revealing 

seafarer’s sensitive information, the question to be asked at this juncture is, are there 

adequate policies in place to protect seafarer’s privacy rights? 

Big data has become a key element of a firm's competitiveness as the overall annual 

economic gains from big data is estimated to be approximately US$610 billion in 

productivity and cost savings (Manyika et al, 2011)). However, these gains have 

come at a cost as big data characteristics have been closely linked to certain privacy 

and security effects on its users as an unethical collection of huge amount of data can 

lead to privacy violations and security breaches which will likely lead to an 

amplified technical impact which can be legal liability, reputational damage and 

other ethical harms (ISACA, 2014). 

The privacy and security risks associated with high volume data collected from 

different sources as well as complex data sharing and accessibility are some of the 

issues that arise in a big data environment (Kshetri, 2014). Undoubtedly, the existing 

non-big data solution currently in use in the shipping industry is not designed in such 

a way that it can handle the scale, variety, speed and complexity of big data in 

autonomous vessels. Most shipping companies also lack systematic approaches 

which are important in ensuring appropriate data access mechanisms. Similarly, the 

time-variant nature of data flow in the shipping industry implies that some of the 

aforementioned issues will be significant during the peak data traffic, and where the 

shipping companies lack the capability to securely store and process this collected 

data during this peak data traffic, the peak data flow will require the shipping 

company to outsource to cloud service providers (CSPs) thereby compromising the 

data privacy of the seafarers. According to Trustwave, approximately 64% of data 

privacy violations and security breaches in 2012 involved the use of outsourcing 

providers for data collection and processing (Kshetri, 2014). This was because many 

firms were not capable of building a complete in-house big data environment 
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(Andrejevic & Gates, 2014), which will be the case with most shipping companies 

when autonomous vessels will be in full operation thereby placing much reliance on 

CSPs for storage, processing and analysis needs.   

Another issue related to outsourcing is that most CSPs are bigger than the shipping 

companies and also deal with higher volumes of data which are stored in the cloud, 

information stored in the cloud are often times potential targets for cybercriminals 

and secondly, these CSPs might use seafarer’s data for their personal benefits 

thereby compromising seafarer’s privacy. For example, circa 2013, the Swedish data 

protection authority, Datainspektionen directed an organization named Salem 

Municipality to stop the use of Google Apps, calendar services and e-mail. The 

reason given for this directive was that Google writes the contract of engagement and 

also sets the rules for handling information which gives them plenty of room to use 

data for purposes which are inconsistent with the purpose specified by the 

municipality (Chander & Le, 2014). Datainspektionen was concerned that the 

agreement provided Google with too much power to process personal data for its 

own potential benefit. 

Furthermore, the introduction of MASS to the shipping industry will undoubtedly 

increase the level of data transmission as well as require shipping companies to store 

all the extracted data in a cloud or place to facilitate analysis, the bigger volume and 

the higher concentration of this data will most definitely create an opportunity and an 

appealing target for cybercriminals and hackers. Similarly, the higher volume and 

concentration of data will likely increase the possibility that data files containing 

personal, valuable and sensitive information of seafarers will be stored and if used 

inappropriately will lead to psychological, economic, emotional and social harm to 

seafarers. For example, big data predictive analysis will most likely result in an 

accurate prediction of a seafarer’s preferences thereby leading to unpleasant, creepy 

and frightening experiences for seafarers. The above phenomenon can also be known 

as predictive privacy (Crawford & Schultz, 2013). 
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1.3. Aims and Objectives 

The aim of this research is to critically evaluate the impact of big data analytics on 

the privacy rights of seafarers as well as the relation that exists between big data 

characteristics and privacy infringement from the standpoints of data collection, 

storage, processing, sharing and accessibility. 

The above aim will be researched using the case study of ships engaged in both 

international and domestic voyages. These characteristics will allow the researcher to 

investigate whether security and privacy infringement issues can be linked to the 

collection, storing, analysis, processing, destruction, reuse and sharing of data. 

In order to achieve the research aim, the study will progress according to the 

following objectives:  

a. Assessing top management commitment to seafarer’s data safety as a factor 

that enable data privacy infringement. 

b. Ascertaining whether the consent of seafarers is sought and obtained before 

their data are used by their companies. 

c. Highlighting the costs, benefits as well as the externalities which are 

associated with the use of big data by shipping companies. 

d.  Investigating how the inherent characteristics of big data are linked to 

security and privacy infringements. 

e. Recommending the adoption of Privacy by Design Strategy as a solution for 

Data Privacy issues in shipping companies. 

The research objectives will be investigated through the following questions; 

a.      Does the top management of shipping companies prioritize profit making over 

data safety? 

b.      Is the consent of seafarers sought and obtained before their data are used by 

their companies? 
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1.4. Research scope 

This research evaluated the impact of big data analytics on the privacy rights of 

seafarers and how security and privacy infringement issues can be linked to the 

collection, storing, analysis, processing, destruction, reuse and sharing of data. The 

research further analysed the relation that exists between big data characteristics and 

privacy infringement from the standpoints of data collection, storage, processing, 

sharing and accessibility. Although this study evaluated the impact of big data 

analytics on the privacy rights of seafarers, the study did not discuss the enforcement 

of these privacy rights as well as the integration of big data analytics in the public 

policy pedagogy as this falls outside the scope of the research. 

The study discussed the failure of shipping companies to create insurance policies to 

cover for data infringements, however, the research stopped short of discussing the 

role of big data in maritime insurance as well as the societal and economic 

advantages of using big data analytics in maritime insurance. The study also did not 

discuss the regulatory debate on maritime insurance trade-offs and the major issues 

that have come up in the public and regulatory discourse as all these are beyond the 

scope of the research. 

 

 

1.5.  Dissertation Structure 

The dissertation is structured into five chapters, as shown in Figure 2:  

 Chapter one contains the background of study, the problem statement, the 

aim and objectives, research scope, and the dissertation structure.  

 Chapter two focuses on the literature review, mainly on the inherent 

characteristics of big data, how big data analytics are linked to security and 

privacy infringements and the costs, benefits as well as the externalities 

which are associated with the use of big data by shipping companies. 
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 Chapter three explains the methodology employed in this research and the 

processes for the personal interviews and survey questionnaire.  

 Chapter four contains the analysis of the interviews and questionnaires as 

well as recommendation of Privacy by design strategy as a solution to privacy 

rights infringement in shipping companies.  

 Chapter five provides the conclusions and limitation of the research including 

recommendations for further study. 

   Figure 1: Structure of dissertation (Source: Researcher) 
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CHAPTER TWO: LITERATURE REVIEW 

2.1. General Background of the Concept “Big Data” 
 
The waning level of physical efficiency gains and the quest for a modest economic  

shipping climate which currently defines the shipping industry explains the current 

optimization technologies of “soft” assets such as information and data and its 

increased use in the shipping industry.  

The reduced cost of data storage has led to the increased retention of data that would 

have previously been discarded. This point was further buttressed by science 

historian George Dyson who asserted that “Big Data is what happened when the cost 

of storing information became less than the cost of making the decision to throw it 

away." (Dyson, 2013).  

 

The term “Big Data” was first coined by Michael Cox and David Ellsworth (NASA 

Researchers) in their paper published in 1970 titled “Application-controlled paging 

for out-of-core visualization” (Sekkesaeter, 2017). The term was used in the paper to 

describe the problems associated with having too-large datasets over and beyond the 

storage memory capacity of the main computer.  

 

While there is no broadly agreed definition that exists for big data however, Big Data 

can be broadly defined as exceptionally large datasets that cannot be acquired, stored 

and interpreted by traditional data processing software or a typical personal computer 

or the analytical capacity of commonly used spreadsheet application but through 

modern technology (Silva et al., 2019).  

 

A well-known definition of Big Data was presented by Doug Laney (2001) who 

explained the concept of Big Data using the 3Vs model, the 3Vs represents Volume 

(the amount of data), Velocity (the speed at which data is collected and processed) 

and Variety (the range of structured and unstructured elements that comprise the data 

sets) (Laney, 2001). More recently two more Vs have emerged as key characteristics 

of Big Data and they are Veracity (uncertainty of data) and Value (huge value with a 

very low density) (Hariri et al., 2019). These characteristics of Big Data are typically 
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used in differentiating Big Data from other data. It is also important to stress that Big 

Data is not a singular construct; rather, it is a process spanning data acquisition, 

processing and interpretation (Laney, 2001). Therefore, the lifecycle of Big Data will 

be described in the following sub-headings. (See Figure 2) 

 

Figure 2: Big Data Collection and Analysis Lifecycle (Crist et al., 2015) 
The cycle is iterative to represent the big data lifecycle. The lifecycle represents the step-by-step 

stages involved in performing analysis on Big Data. 

 

2.2. Big Data Analytics 
 
Big Data Analytics involves the extraction of new and valuable insight from the 

stored large collection of data (Silva et al., 2019). The ultimate aim of this analytics 

is to provide data for decision makers using mathematical and statistical methods to 

enable them understand data, simulate scenarios, validate hypotheses and make 

predictive forecasts for future incidents (Sarker, 2021).  

 

According to Bendre and Thool (2016) and Burmester et al. (2018), big data 

analytics circles around five stages namely:  
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 Data generation or integration: This is the first stage where large amounts 

of data are gathered from several datasets like search engine pages, 

publishing factual data, world events, social media graphs, analysis of natural 

language content etc., for future analytics (Sikos, 2015).  

 Data acquisition or management: This stage of data analytics involves the 

process of gathering, filtering and cleaning large amounts of data (Lyko et al., 

2016).  

 Data storage: This is the stage where a platform with a clustered network of 

servers and community hardware are used to store the data (Bendre and 

Thool, 2016).  

 Data analytics: this is the stage where useful information are examined from 

the huge data storage using complicated machine learning and data mining 

techniques (Chen et al., 2014).  

 Data visualization or presentation: The graphical format representation of 

data can easily be understood and represented in a simple way (Bendre and 

Thool, 2016) 

 

A variety of techniques have been developed over the years to manipulate, aggregate 

and visualize big data and these techniques for data analytics can be grouped into, 

although not limited to, the following categories; Data mining, data fusion, and 

optimization and visualization techniques (McKinsey Global Institute, 2011) 

 

 Data mining is one of the key concept in Big Data Analytics. This technique 

involves the application of data science techniques in the analysis and 

exploration of large datasets in order to find useful patterns in those data 

(Sowmya & Suneetha, 2017), for example extracting data from a large dataset 

in order to find the relationships between discrete nodes in a transportation 

network. Data mining involves the use of certain sophisticated algorithms and 

complex statistical models to perform two types of analytics (the Descriptive 

and Predictive analytics) (Oatley, 2021). The Descriptive analytics basically 

means turning collected data into useful insights for monitoring, reporting as 

well as visualization purposes while the Predictive analytics involves the use 
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of those data to make future predictions and support decisions (Saggi & Jain, 

2018). 

 As the name implies, Data fusion is an analytic technique used in the 

consolidation of data produced from numerous sources in order to produce a 

more consistent, useful and accurate insight more than what will ordinarily be 

provided by a single data source (Khan et al., 2021). An example is the use of 

location data produced by mobile phones as well as such GPS-enabled 

vehicles. 

 Optimization is a technique used in the reorganization of complex systems 

and processes in order to improve performance using one or more parameters 

(Roy et al., 2018) for example travel time or fuel efficiency. While 

Visualization is a techniques used for generating images, animations and 

diagrams in order to better communicate the results of data analysis (Ajibade 

& Adediran, 2016). Visualization is an important technique for identifying a 

qualitative understanding which will aid to explore datasets, extract dataset as 

well as help in the identification of patterns, outliers and corrupt data. This 

technique can be used during and after data analytics to make sense of the 

information.  

 

2.3. The Background of Big Data in the Maritime Industry    

                    
It is beyond doubt that seaborne trade accounts for an estimated 90 percent of world 

trade in terms of volume (Matekenya & Ncwadi, 2022). Although, the maritime 

industry is traditionally not an information intensive industry as a result of the 

limitations associated with ship-to-shore communication. However, the quest to 

ensure safety, minimize cost and improve productivity as well as the recent 

advancement in technology (development of navigation systems, tracking systems 

and sensors), the maritime industry is beginning to open up to digitalization. The 

growing amount of available data regarding ship navigation and performance results 

in a broad spectrum of possibilities, ranging from real-time monitoring of ships to the 

extraction of knowledge through data analytics.  
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Few years back, the traditional practice was for merchant ships to totally disconnect 

from broadband communications at the time of leaving the ports, however, in recent 

times there is an ever increasing availability of VSAT (Very Small Aperture 

Terminal) which allows merchant ships to remain connected even after disembarking 

from the ports. This connectivity helps in providing the ship with high-speed internet 

and phone access, data on weather, ship reporting, bunker consumption analysis as 

well as aiding the ship to make order for supplies while at sea with resultant time 

savings. 

A study conducted by COMSYS (2015) revealed that from 2008 to 2014, the number 

of active maritime VSAT installations quadrupled from about 6000 to approximately 

22,000 and the study further predicted that these number of active maritime VSAT 

installations will most definitely exceed 40,000 by 2018 and expects most classed 

ships to be broadband capable in 2020 (Sekkesaeter, 2017).   

Figure 3: Maritime VSAT Installations on board Vessels (VSAT Terminals) 

(Sekkesaeter, 2017).   
Showing the growth of Maritime VSAT installations on board vessels from the year 2002 to 2018 
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According to DNV GL (2015), Big Data revolution is beginning to take place in the 

maritime industry as a broad range of communication technologies is being deployed 

across the industry. Maritime connectivity is beginning to improve both in coverage 

and bandwidth, for example VDES (VHF Data Exchange System) and cellular 

networks are now present in some coastal areas, there are now Wi-Fi networks in 

ports and satellite communications like VSAT (Very Small Aperture Terminals) 

equipment are now installed on board ships.to transmit audio, text, and video data 

using satellite broadband services, thus indicating traffic stream of maritime big data.  
 

According to the European Commission (EU) the existence of big data in the 

maritime industry is evidenced by the fact that there are approximately 150,000 ships 

globally that carry transponders and each one of these transponders have the capacity 

of sending over 10,000 messages on a daily basis (European Union, 2016) about 

their position to avoid collision. Similarly, the research agency Futurenautics’ (2016) 

survey on ship operators revealed that more than half of these ship operators had at 

one time or the other undertaken some form of data analytics of data collected either 

from the on-board sensors or other ship applications. The survey further found that 

the main areas where big data analytics was undertaken was the operations and 

IT/Network areas of deployment.  
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 Figure 4: Applications in which Data Analytics are currently performed in the 

Maritime Industry (Sekkesaeter, 2017) 

 

 

2.4. Use of Big Data in the Maritime Industry 
 
Despite the digital transformation going on in the transport and logistics industry, 

currently, there is limited research into the concept of big data in the context of 

maritime shipping, this basically explains the non-existence of a universal 

framework for maritime big data. According to Koga (2015) there is currently no 

internationally established convention/rule book on maritime big data, and this can 

only be explained by the fact that there are a wide range of stakeholders in the 

maritime industry with different data needs. While the Ship owners will most likely 

be interested in exploring the extent to which all their ships can provide continual 

performance reporting the fuel consumption for each ship, sea and weather 

conditions, and external port congestion, the Charterers will most likely be interested 

in how Big Data can be utilized for predictive analytics in estimating ship traffic and 

commodity flows in order to better predict the best time to charter a ship. Below is a 

non-exhaustive list of private and public stakeholders in the maritime industry and 

their various Big Data needs.  
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Table 1: Private Stakeholders in the Maritime Industry and their Big Data Needs 

(Sekkesaeter, 2017) 
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Table 2: Public Stakeholders in the Maritime Industry and their Big Data Needs  

(Sekkesaeter, 2017)  

 

2.4.1. Voyage Data Recorder (VDR) 
 
The VDR is akin to the ‘Black Box’ which are installed on airplanes for accident 

investigation. A VDR is an equipment that is fitted on board a ship which records the 

various data on a ship which can be used for reconstruction of the ship’s voyage 

details and vital information during an accident investigation. 

 

The Voyage Data Recorder is a complete system which can store information or data 

in a secure and retrievable form and this data relates to the position, movement, 

physical status, command and control of a ship over the period and following an 

incident. This stored and retrievable information is then used for accident or safety 

investigation in order to identify the cause(s) of the accident. Other than its use in 

accident investigations, VDRs can also be used for preventive maintenance, heavy 

weather damage analysis, performance efficiency monitoring, accident avoidance as 

well as training purposes to improve safety and reduce running costs. 
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According to the Japanese Big Data Centre, MITI of NYK Group, there are 

fundamentally 5 examples of maritime data (Monohakobi Technology Insitute, NYK 

Group, 2016) and they are: 

a. AIS Data (Satellite AIS and Shore AIS) 

b. Voyage data (automatically collected data; noon report)  

c. Weather data (forecast/past data) 

d. Machinery data (automatically collected data, manual report data, 

maintenance data and trouble data 

e. Business data (container transport data)  

 

From the above examples of the types of maritime big data, it is clear that apart from 

voyage data recorders, the other main sources of ship reporting data are in the form 

of AIS (Automatic Identification System) or LRIT (Long Range Identification and 

Tracking). These types of ship reporting data are shown in Figure 5 and will be 

discussed broadly below. 

Figure 5: Main types of Ship Reporting Data (European Union, 2016) 
Showing the two main types of ship reporting data (Automatic Identification System and the Long 

Range Identification and Tracking System) and the types of data it reports. These two systems 

enable the ship to transmit emergency/distress signals as communication to both ships and actors 

on shore, and has been very instrumental in saving thousands of lives at sea 
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2.4.2. Automatic Identification Systems (AIS) Data 
 
AIS (Automatic Identification Systems) was introduced in the year 2002 as a 

transponder system designed in a ship to exchange navigational marine data with 

other ships as well as control stations and coastal authorities on shore. Traditionally, 

the fundamental purpose of the AIS was to increase the possibility of detecting other 

ships even when those ships are out of visual range or have navigational obstruction 

in their sea path. By the use of GPS technology and VHF (Very High Frequency) 

radio, AIS displays live ship traffic through RADAR, PC Charting software or 

ECDIS etc. (Sekkesaeter, 2017). 

 

According to IMO, AIS (Automatic Identification Systems) are transponders that are 

specifically designed with the capability of providing position, identification and 

other information about a ship automatically to other ships and coastal authorities. 

AIS is regulated by SOLAS (International Convention for the Safety of Life at Sea) 

and in 2000, IMO adopted a new requirement as part of a revised new chapter V of 

SOLAS and this new provision requires all ships of 300 gross tonnage and above 

engaged in international voyage, all passenger ships irrespective of size be fitted 

aboard an AIS and this requirement became effective by 31 December, 2004 (IMO, 

2016). These ships shall ensure AIS is in operation at all times except where there 

are international agreements, rules or standard which provides for the protection of 

navigational information (IMO, 2016). 
 

The AIS can transmit a broad variety of information but generally this information 

can be categorized into voyage information, static information, and dynamic 

(kinematic) Information (ITU, 2011). These aspects of information all come with 

different reporting intervals, and some data is also dependent on the AIS transponder 

type.  
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        Figure 6: AIS Message Data and Reporting Intervals (Sekkesaeter, 2017). 
  Showing AIS Message Data and Reporting Intervals, including Rates Vessel's Position and   

Details that are Transmitted 

 

2.4.3. Long Range Tracking and Identification System (LRIT) Data 
 
LRIT which means (Long Range Identification and Tracking) is a system that 

provides for global tracking and identification of ships for the primary purpose of 

enhancing security of ships as well the safety of ship and protection of the marine 

environment.  This LRIT system makes use of satellite technology as the method of 

transmission for authorities to track and monitor vessels over a bigger geographical 

area than what the shore-based AIS can cover.  The obligation for ships to transmit 

LRIT information is embedded in Regulation V/19-1 of the 1974 SOLAS 

Convention, LRIT requires merchant ships engaged in international voyage of 

300GT and above to report their ship identity (IMO number and MMSI), position 
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(GPS coordinates) and date/time of position to their flag state a minimum of 4 times 

each day (IMO, 2017), and these data can only be accessible to governmental actors 

such as the flag state, coastal state and port state.  

 

 

2.5. Analysis of Maritime Big Data 
 

A well-known definition of Big Data was presented by Doug Laney (2001) who 

explained the characteristics of Big Data using the 3Vs model. In the analysis of big 

data to show its application in the maritime industry, the Laney’s 3V-model and the 

subsequent extensions to the model as earlier discussed in this study will be used.  

 

 

 

 

Figure 7: A Representation of the 3Vs Characteristics of Big Data (Yu & Wang, 2020) 
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2.5.1. Variety  
 
Simply put Variety in big data refers to the diversity of data types. Here an 

organization may obtain its data from a number of different data sources that might 

vary in value. Messages (data) from the AIS (Automatic Identification Systems) can 

be generally divided into 3 categories with regards to the information it contains 

(Sekkesaeter, 2017):  

a. Static (includes vessel’s name, IMO number etc.)  

b. Dynamic (includes vessel’s position, speed over ground, course over ground 

etc.)  

c. Voyage specific (includes destination, ETA, draught etc0)  

 

It is crystal clear from the above that the “Variety” of AIS data is significant as this 

fact is duly established by the wide range of purposes for which ships globally report 

such data.  There are approximately a total number of 27 AIS messages types, out of 

which “AIS position report message type” is adjudged to be the most frequently used 

and this is as a result of its relevance for purpose of navigation and data analytics (Tu 

et al., 2016).   
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       Figure 8: Most common AIS message types (PWC, 2013)  
Showing the most common AIS message types, the description and its relevance to navigation and 

data analytics 

 

Notably, in addition to this high variety of AIS data is also the broad range of 

different types of ships that sail the oceans. This is ranging from minor tugs to larger 

merchant ships to cruise Ships to oil & LNG tankers to container ships to vehicle 

carriers to offshore vessels and dry bulk carriers, each transmitting a variety of data.  

 

  

 

Figure 9: AIS message display of tug boat (Sekkesaeter, 2017) 

 

A cursory look at Figure 10 shows the AIS data from the tug boat “TEXAN”, 

displayed data that shows that this is the specific data relevant to tug boats. This data 

might be entirely different from the data on other different types of ships. For 

example, an oil tanker may display Category X (A) instead of ‘’N/A’’ under 

‘’Hazardous Cargo’’ (IMO, 2022).  Additionally, most data entries contain text 

representing a significant portion of AIS data sources therefore corresponding to the 

widely held notion that unstructured data are abundant in Big Data. 

 

2.5.2. Volume  
 
Volume simply put refers to the amount of data that exists. Where the volume of 

collected data is big enough, it is considered as big data. AIS data have earlier be 

been defined as Big Data as a result of its volume. In a study conducted in 2015 
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analysing a 4 months’ worth of global S-AIS data revealed that raw AIS data 

amounted to approximately 35 Gigabytes, which was equated to be Big Data 

(Smestad, 2015). Similarly, in a study in the United States revealed that real world 

AIS data covering the vicinity of Los Angeles Harbour and Long Beach between the 

year 2009-2010 amounted to a data size of 58.8 Gigabytes (Wijaya & Nakamura, 

2013). Additionally, it has been reported that the amount of AIS messages 

significantly increased from approximately 90 million in September 2007 to about 

670 million in September 2012 (Cimino et al., 2014). This is as a result of the 

growing number of global merchant fleet as well as heavy compliance with the 

installation of AIS transponders by ships. Although, it is a challenging task to 

quantify the exact amount of AIS data that circulates globally, however, an attempt 

will be made in this regard.  

 

Notably, an AIS message type 5 approximately amounts to about 424 bits (Fluit, 

2011), and this encompasses both static and voyage related data which relays 

information on the ship itself including its current voyage. In a similar vein, the 

maritime ship database, Equasis (2015), estimates that the global merchant fleet of 

ships over 500GT stood at 87,233 in 2015 (it is important to also bear in mind that 

not all these ships may be installed with an AIS transponder), similarly, another 

study conducted in 2015 stated that approximately 85,108 of the world merchant 

fleet is installed with an AIS transponder and this number was arrived at by 

deciphering unique MMSI numbers across all AIS message types received by 

satellite AIS stations(Smestad, 2015).  

 

The United States Coast Guard has stated that AIS message type 5 is transmitted 

every 6 minutes from ships (Sekkesaeter, 2017). Therefore, it can be safely argued 

that a merchant ship with a class A AIS transponder will most likely transmit 

approximately 87,600 AIS type 5 messages annually and this equates to about 

4,642,800 bytes, or 4.64 Megabytes of data annually. Consequently, if the world fleet 

of merchant ships is estimated at 85,000 ships, it can be safely argued that AIS 

message type 5 alone reaches an estimated 394,638 Megabytes, or 394.6 Gigabytes 

of data on annual basis. The above analysis did not include data connected with the 
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transmission of other common AIS message types such as type 1, type 3 and type 4, 

which is obviously known to be the most widely used AIS message type. This goes 

to show the volume of data that exist in the maritime industry.    

 

 

2.5.3. Velocity  

 
Velocity simply put refers to how quickly the data is generated as well as how 

quickly the data moves. Generally, the speed at which AIS data is transmitted is 

dependent on the type of AIS message that is been transmitted because they have 

differing reporting intervals. It is common knowledge that both voyage and static 

AIS data has a reporting interval of 6 minutes while dynamic AIS data has a shorter 

reporting interval which obviously depends on the speed and course alteration of the 

vessel (ITU, 2014).  

 

     

 

Figure 10: Class A shipborne mobile equipment reporting intervals (ITU, 2014) 
Showing a Class A shipborne mobile equipment reporting interval. The following can be noted: 

(1) When a mobile station determines that it is the semaphore, the reporting interval should 

decrease to 2 s  

(2) 1 Nautical mile= 1,852 metres. 1 knot= 1,852 m/h. 3 knots= 5,556 m/h. 14 knots= 25,928 m/h. 

23 knots= 42,596 m/h 

 

With regards to band frequency, most AIS stations operate on the VHF maritime 

mobile band, and this generally includes a bandwidth of 25 kHz. Further, there have 

been 4 international channels that have been designed for the use of AIS namely; 
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AIS 1, AIS 2 as well as 2 other channels namely; channel 75 and 76 for long range 

AIS (see Annex 4). The AIS channel 1 and 2 have a default setting of 161.975 MHz 

and 162.025 MHz respectively, this implies that all AIS transponders and receivers 

are to be set to this default setting when transmitting data except otherwise specified 

to be a channel management command (87B or 88B). In a study conducted by 

EMSA (European Maritime Safety Agency) a body that oversees the European 

Union SafeSeaNet VTS system, revealed that Europe’s network of over 700 AIS data 

stations process 100,000,000 AIS positions on a monthly basis (EMSA, 2017).  

Similarly, the Norwegian Coastal Administration reported in the year 2016, the 

country’s network of about 58 data across their coastline received about 6.7 billion 

AIS messages and notably this figure excluded automatic duplicates, the above 

figure would have been significantly higher (about 40% higher) ships (Sekkesaeter, 

2017).  

 

2.5.4. Other V’s of Relevance 
 
More recently two more Vs have emerged as key characteristics of Big Data and they 

are Variability and Value which are typically used in differentiating Big Data from 

other data and are relevant to AIS data. 

 

 

 



 

 27 

 

 

  Figure 11: showing the 5Vs Characteristics of Big Data (Moura & Serrao, 2019) 

 

 

Variability basically refers to the data that keeps changing constantly and Variability 

as it relates to AIS data is an important topic in view of the changing ship traffic 

(seen through the rate of AIS message transmissions by vessels trafficking through a 

given area). In a study conducted in the year 2011 by the Norwegian Costal 

Authorities in order to assess the viability of a proposed sea tunnel through the 

peninsula of Stad (Lampe, 2011) revealed that in Big Data visualization of how the 

ship traffic changed according to varying wind speeds proficiently proved that ships 

are inclined to sail nearer towards the coast when wind speeds increased. As the 

name implies, Value refers to the usefulness of the collected data and the Value 
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dimension of AIS data is also a model example that is in agreement with the theory 

of Big Data. Typically, the Value of AIS data rises logarithmically in accordance 

with the volume of AIS data as it increases the scope for ‘’data capture, analytics and 

conversion into actionable insights’’ (Gudivada et al., 2017). 

 

 

2.6. Big Data, Personal Data and Privacy 
 
The continued and ever increasing growth of data production and storage has 

undoubtedly been accompanied by growing concerns about the adequacy of the 

regulatory framework ensuring privacy. These ever growing concerns is triggered by 

the personally identifiable nature of most of these collected data bearing in mind that 

oftentimes this data are collected without the express consent and full knowledge of 

the data object (Hajli et al., 2021). It can be argued that even “anonymous” data” 

whose intent is privacy protection – for example unencrypted transmissions from tire 

pressure monitoring systems is now easily cross-referenced with various other 

sources of contextual data in a bid to link individuals to locations and trajectories 

(Schneier, 2015). This situation without doubt can compromise reasonable 

expectations of personal privacy most especially location-based data which is 

particularly vulnerable to privacy breaches. 

 

In as much as big data analytics raises generic privacy threats, however, it is 

pertinent to note that this threat is quite different from threats which pertains to 

cyber-security breaches. Privacy and cyber-security are two distinct but related 

concepts as both concepts tend to define and enforce policies that relates to the use of 

computer and electronic communications, however, privacy basically refers to “the 

claim by individuals, groups or institutions to determine for themselves when, how 

and to what extent information about them is communicated to others, and the right 

to control information about oneself even after divulgating it” (Steenbruggen et al., 

2013), while cybersecurity intends to assess the following (PCAST, 2014): 

 

 Identity and authentication: Are you who you say you are? 

 Authorization: What are you allowed to do to which part of the system? 
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 Availability: Can attackers interfere with authorized functions? 

 Confidentiality: Can data communications be passively copied by someone 

not authorized to do so? 

 Integrity: Can data or communications be actively manipulated by someone 

not authorized to do so? 

 Non-repudiation, auditability: Can actions later be shown to have occurred? 

 

The increased use of connected services as well as network-based information in the 

shipping industry undoubtedly poses significant privacy and cybersecurity risks 

(Ervural & Ervural, 2018). Although, poor cyber-security practices will ultimately 

result to exposure, gathering and malicious use of personal data, however, privacy 

risks occurs even in fully secured systems as the misuse or inappropriate use of 

personal data in a fully secured system by an authorized operator can lead to a 

violation of privacy policy other than a security policy (Churi et al., 2021). Also, data 

fusion may lead to privacy violation across multiple and secured systems (Tawalbeh 

et al., 2020). It is important to make this distinction in order to demonstrate that 

focusing solely on cybersecurity as a means to ensure personal data protection is not 

enough as the misuse of personal data by authorized data operators can also lead to 

equal privacy risks (PCAST, 2014) 

 

 

 

2.7. Privacy and Location-based Data 
 
As earlier discussed, it is without doubt that personal data includes information like 

name, address, Gender, marital status, religion, employment history, finances, and 

unique identifiers such as passport or identity card numbers revealing information 

about an individual that such individual may ordinarily not want to share. It is 

evident that all privacy frameworks which will be discussed subsequently are 

particularly concerned about this type of data, it is however important to point out 

that location data can also be seen as very personal. 
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The application of sensor technology is rapidly growing and advances in sensor 

platform architectures in the shipping industry are likely to increase the amount of 

location-tagged data produced (Dabiri & Heaslip, 2018). In the shipping industry, it 

is no longer necessary to visit certain remote locations in a bid to upload data or 

collect data samples for analysis because currently remote sensing technologies 

collects this data autonomously by deploying a network of remote sensors capable of 

communicating as well as transmission of data in real time. Although, what is 

tracked is not data directly linked to a specific individual but sensor based platform, 

however, the geo-spatial data collected by these devices has the capability of 

revealing a lot about individuals (Bradlow et al., 2017). These platforms such as the 

ship-based navigation system are linked to an individual’s pattern of activities. These 

pattern of daily activity can be extremely repetitive and predictable thereby capable 

of revealing an individual’s religion (repeated visits to a place of worship), their 

political affiliation (visits to political gatherings) as well as other information that 

can be inferred from where they go and where they spend time. This location data 

can, in conjunction with similar data on other individual reveal an individual’s 

network of friends, colleagues and acquaintances particularly when cross-referenced 

with volunteered data on social media and networking sites thereby compromising an 

individual’s privacy (Graupner et al., 2012).   

 

Currently, there exist a dilemma between the value and contribution of large-scale 

flows of non-anonymized data to individuals and society and the privacy risk 

associated with it, this is coupled with the fear that regulatory backlash that may 

occur against the collection and use of big data may hinder the tremendous value in 

it, this may as well curb innovation (Crist et al., 2015). This is also partly as a result 

of the fact that uses for this data may emerge only after the data has been collected or 

combined with other data, rendering notification of intent silent (Data, 2015). 

Similarly, there is also a realization that the existing regulatory framework governing 

the collection and use of data (especially mobility-related data) is poorly adapted to 

current changes in the volume and velocity of data collection.  
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2.8. Personal Data Protection Frameworks 

 

2.8.1. Organization Economic Cooperation and Development 

(OECD) Personal Data Protection Framework and Guidelines 
 
The OECD adopted the first internationally- agreed “non-binding” privacy principle 

in 1980 (updated in 2013) issued with the intent to strike a balance between the 

benefit of international flow of information and associated privacy concerns 

(Mosquera, 2017). The guideline provided rules that “personal data is processed in a 

transparent manner for legitimate purposes to deliver the relevant mission and work 

programme. Personal data are to be adequate, relevant, kept up to date, limited to 

what is needed and retained for no longer than necessary” (OECD, 2013) 
 

Although, this guideline is not law, it has over the years served as the underlying 

framework for data protection and privacy laws in many jurisdictions albeit without 

uniformity in their adoption into national law and implementation. The OECD 

guidelines provides for 8 principles addressing the collection and use of data. These 

principles are (OECD, 2013):  

 

 Limitations to data collection. 

 Data accuracy and relevance to stated use. 

 Communication of the purpose for data collection and limitations of data use 

to that purpose. 

 Restrictions on data disclosure. 

 Data safeguard and security measures. 

 Transparency regarding the use, and changes in use, of personal data. 

 The right of individuals to have access to or control the use of their data. 

 Accountability of data controllers regarding the above principles. 

 

Although, the OECD guiding principles has relatively been useful over the last 

decades, however, its continued implementation has become problematic as a result 

of the following factors in (OECD, 2013): 

 

 The growing ubiquity of data collection across multiple platforms. 
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 The volume and velocity of data produced and collected. 

 Data fusion and aggregation efforts that potentially de-anonymize data. 

 The range of analytical methods and techniques that reveal information 

regarding individuals, their behaviour and associations and their interests. 

 Ex-post data mining and re-use of data in ways that were not originally 

intended. 

 The growing range of threats to the privacy of personal data. 

 The number of actors that can either compromise personal data privacy or act 

to protect it. 

 Citizens’ insufficient or ill-informed knowledge regarding the complexity of 

interactions relating to the collection and use of personal data. 

 The ease of access to and global availability of personal data. 

 

Other challenges of the OECD guidelines include the fact that personal data that has 

been de-identified, removed or modified fall outside the scope of the guidelines, the 

guideline only provided for personal data that identifies an individual’s name, 

registration number and address. This challenges were re-assessed and a revised set 

of principles were adopted in 2013 and this revised guideline notably maintained the 

original 8 principles of data privacy. There have also been a number of subsequent 

national and international data privacy protection guidelines that modelled the OECD 

principles while emphasizing or de-emphasizing certain aspects. (Cate, 2006). 

 

2.8.2. European Union Personal Data Protection Frameworks 
 
The European Union has over the years adopted a set of data privacy principles 

which basically incorporated the principles in the OECD guidelines. The 1995 EU 

Data Protection Directive (Directive 95/46/EC) further incorporated two additional 

principles namely: independent oversight of data controllers and processors; and an 

outline of the legally enforceable rights of individuals against data collectors and 

processors (Bygrave, 2017). 

 

There is also The ePrivacy Directive of 2002 (and revised in 2009), this is an EU 
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directive on data protection and privacy and inculcated more principles on location 

data. The ePrivacy Directive of 2002 defined location data as “The latitude, 

longitude and altitude of the user’s terminal equipment, to the direction of travel, to 

the level of accuracy of the location information, to the identification of the network 

cell in which the terminal equipment is located at a certain point in time and to the 

time the location information was recorded.” (Directive 2009/136/EC). One 

significant shortcoming of the ePrivacy Directive is that it only considers location 

data in the context of binding rules for telecoms operators (Cheung, 2014) thereby 

failing to consider other collectors, aggregators and users of location data for 

example the shipping industry. 

 

Circa 2012, the EU adopted a new directive to replace the ePrivacy directive of 1995. 

The new directive named – the General Data Protection Directive – incorporated 

most of the text in the 1995 directive but however, added several enhanced privacy 

protections which include (Hoofnagle et al., 2019): 

 

 The “right to be forgotten” to help manage online data privacy risks. 

Individuals can request that data pertaining to them be deleted if there are no 

legitimate grounds for keeping it. 

 Improved visibility and access to one’s personal data and the right to transfer 

one’s personal data from one service provider to another. 

 Requirements for clear and explicit consent to collect and use personal data. 

 Improved administrative and judicial remedies in cases of violation of data 

protection rights. 

 More robust responsibility and accountability for those collecting and 

processing personal data – e.g. through data protection risk assessments, data 

protection officers, and the principles of “Privacy by Design” and “Privacy 

by Default”. (European Commission, 2012) 

 

Notably, the General Data Protection Directive took a step further in simplifying the 

definition of personal data to mean “any information related to a data subject”, this in 

itself clearly includes location data. Similarly, this directive upheld the need for a 
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robust notice and an express consent before the collection and processing of personal 

data from data sets while also providing that the collection of data must be within its 

stated purpose as well as robust enforcement mechanisms for transgressions 

regarding personal data rules (as inscribed in national laws).  

 

2.8.3. Asia-Pacific Economic Cooperation and Other Asian Personal 

Data Protection Frameworks 
 
The APEC forum in 2005 adopted the APEC Privacy Framework which is a 

framework that promotes a very flexible approach to data privacy protection from all 

APEC member states while ensuring there is a seamless flow of information devoid 

of unnecessary barriers. The APEC framework builds on the OECD Guidelines 

however, the framework extends the principle of robust notice and express consent to 

include a call for “clear and easily accessible” statements, accompanied with a call 

for practical steps be taken to provide consent either before or at the time of 

collection – or soon thereafter (Barth et al., 2022). It is important to note that this 

concession was made because of the difficulty in putting out notice and obtaining 

consent in certain situations particularly situations which involves real-time or 

machine-to-machine digital data collection. The APEC Privacy Framework further 

added another principle dealing with the prevention of harm – this principle stresses 

the need for efforts in data protection to be commensurate with the potential for harm 

from personal data release or discovery (Kessler et al., 2014). This is basically 

because all personal data does not pose the same risk for creating negative outcomes 

for data subjects therefore, efforts in data protection put this into consideration 

(APEC, 2004) 

 

2.8.4. United States’ Personal Data Protection Frameworks 
 
There is no single principal data protection legislation in the US, rather, there are 

over a hundred federal and state legislations enacted with the aim of protecting the 

personal data privacy of the citizens.  

In response to the need for data privacy protection in the United States, the US 

Federal Trade Commission (FTC) in 1998 and 2000 formulated and transmitted to 
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the US Congress the principles the Commission believes should the US data 

protection policy. These principles relate to (Cate, 2006): 

 

 Notice given to citizens regarding data collection and intended uses 

 The choice framework offered to citizens relating to personal data collection 

and use and the need to obtain consent 

 The possibility for citizens to access data about themselves and to contest this 

data on grounds of inaccuracy or incompleteness 

 The responsibility for data controllers to keep personal data secure and 

accurate, and 

 The need for enforcement and redress mechanisms to secure the above.7 

 

Generally, it is clear that there is a difference in approach employed by the EU and 

the United States in the protection of personal data. While the European Union 

employs a single framework for addressing personal data protection, the United 

States prefers the sectoral approach thereby distinguishing between the private and 

public sector when making rules governing the collection, processing and use of 

data. 

 

 

 

2.8.5. The General Data Protection Regulation (GDPR) 

The GDPR is arguably the toughest security and privacy law globally. The law was 

drafted and passed by the EU in 2018 to impose strict obligations on organizations 

globally with respect to the collection of data of persons in the EU. The GDPR 

includes harsh fines for persons and organizations who violates the privacy and 

security standards (Gruschka, 2018). 

 

Article 5.1-2 of the GDPR outlines 7 protection and accountability principles and 

they are (Sharma, 2019): 
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 Lawfulness, Fairness and Transparency: This principle provides that, 

processing of data must be fair, lawful and transparent to the data subjects. 

 Limitation of Purpose: this principle provides that data must be processed 

for the legitimate and specific purpose which was expressly specified to the 

data subject when it was collected 

 Data Minimization: This principle provides that data collected and 

processed must be the amount absolutely necessary for the specified purpose 

 Accuracy: This principle provides that personal data must be accurately kept 

and up to data 

 Storage Limitation: This principle provides that personal data can only be 

stored for as long as necessary and for the purpose specified. 

 Integrity and Confidentiality: This principle provides that data processing 

must be done in a way as to ensure the security, confidentiality and integrity 

(this can be done by the use of encryption) 

 Accountability: This principle provides that the data controller is responsible 

for ensuring that there is GDPR compliance in the collection and processing 

of data. 
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CHAPTER THREE: RESEARCH METHODOLOGY 

3.1. Introduction 
 
A Research Methodology is a strategy to systematically tackle the research problem 

(Kothari, 2004) and different research methodologies are offered by the associated 

science. However, the ability of a method to fulfil the goals and objectives of the 

research plays a major role in the selection of a suitable approach (Gray, 2013). This 

chapter discusses the research's recommended methodology, including the research 

plan, ethical concerns, data collecting, data analysis, validity and reliability, and the 

research's limitations. 

 

3.2. Research Outline 

The Illustration below in Figure 12 shows the research outline 

 

Figure 12: Research Outline (Source: Researcher) 
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3.3. Research Strategy 
 

This study investigated the impact of big data analytics in the shipping industry and 

its role in the infringement of seafarer’s privacy rights in shipping companies. In 

order to achieve this, a case study of maritime companies engaging in both domestic 

and international voyages is used and a qualitative method based on the use of 

interviews and survey questionnaires has been chosen because it provides a thorough 

understanding of the participant's personal experience, perceptions, and knowledge 

on the relation between big data characteristics and privacy infringement in maritime 

sector. 

 

This study was carried out using an "exploratory mixed technique." First, a 

qualitative exploratory study using semi-structured individual interviews was carried 

out to generally examine the variations between the organizational data safety and 

privacy practices. The exploratory part attempted to pinpoint how security and 

privacy infringement issues can be linked to data collection, storage, analysis, 

processing, sharing and accessibility. Also, the relation that exist between big data 

characteristics and privacy infringement that needed to be investigated further in the 

study. In fact, in addition to the related literatures, the study has explored the 

findings of the exploratory survey to assist in the creation of a quantitative data 

privacy questionnaire. 

Following the research design approach shown in Figure 14, the data collected—both 

qualitatively and quantitatively—served to address the study's aim and objectives. 
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 Figure 13: Research Design – Exploratory mixed method (Researcher) 

 

3.4. Ethical consideration 
 
Following the involvement of persons in interviews and questionnaires in this study, 

Ethical considerations were adopted. Research Ethics Committee had to thoroughly 

review and approve the survey's questionnaire and interview questions. Additionally, 

the research took into account concerns like confidentiality, anonymity, data 

protection, and the option to withdraw from the study in addition to safeguarding the 

participants' rights and privacy. There were no payments involved with the 

participants' participation in the study, and their contributions were purely voluntary. 

Last but not least, no alterations or additions to the data obtained were made, and all 

data will be erased after the dissertation's submission.  

 

 

3.5. Data Collection  
 
The data collection process began by interviews and survey questionnaires on 9 July 

2022 and 15 July 2022 respectively, the process was finalized on the 15 August 
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2022. The data collection process using questionnaires and interviews is then 

thoroughly discussed. 

 

3.5.1. Qualitative Method: Personal Interview  
 
Both primary and secondary qualitative sources of data were used in this study to 

gather information. Semi-structured interviews were the primary sources 

while previous research from the other sector such as aviation as well as international 

publications and journals were the secondary sources. 

Semi-structured interviews were conducted to gather information about various 

aspects of big data privacy infringement issues in shipping companies involved in 

both domestic and international voyages. Given the chance to speak freely, the 

participants provided relevant information for the study because of their experience 

and expertise in the field. Both direct and open-ended questions were used in the 

interviews (shown in Appendix A: Personal Interviews and Appendix B: Big 

data Survey Questionnaire). The precise and consistent phrasing of the interview 

questions, the careful selection of knowledgeable participants, and the ethical 

consideration all served to maximize the benefits and the gathering of data that could 

best answer the research questions. 

Four relevant participants were involved in the research question- Two seafarers, one 

ship owner, one data controller. Amongst the seafarers is a chief engineer with 

considerable experience of more than 15 years serving in both international and 

domestic shipping companies. Having selected the relevant participants, they 

were contacted through email to describe the research's aim and objective and to seek 

for their participation in the research. Further information about the ethical concerns 

was provided to those who consented to participate, and a date for the interview was 

then set. The interviews were done in English language. 
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             Figure 14: Composition of the interview participants (Researcher) 

 

3.5.2. Quantitative Method: Survey Questionnaire 
 

The seafarers employed by shipping firms that operate both domestic and 

oceangoing ships were the focus of the survey. However, due to the challenge of 

directly targeting the sample of interest using an online survey, the questionnaire was 

first made available to any seafarers regardless of operation of their shipping 

companies and their years of experience. 

In the data analysis process, the targeted sample were then filtered using their 

background information provided. There were four samples that made up the survey 

population as shown in the figure 15. 

- Sample A: Seafarers from shipping companies within the African continent. 

- Sample B: Seafarers from shipping companies within the European continent. 

- Sample C: Seafarers from shipping companies within the Asian continent. 

- Sample D:  Seafarers from shipping companies within the North American 

continent. 

- Sample D:  Seafarers from shipping companies within the United Kingdom 

 

 

 

All having work 
experience of a 

minimum of 5 years 
with International 

and domestic 
shipping companies 

SAMPLE A

Seafarers

-1 Chief Engineer

- Other seafarer

SAMPLE B

Ship-owner

SAMPLE C

Data controller
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Figure 15: Survey Questionnaire's Targeted Samples (Researcher) 

 

The survey questionnaire was developed on the following basis: the initial 

exploratory study and literature review from previous studies of shipping and other 

sectors.  In actuality, both new and old survey items were employed in the 

development of this questionnaire. and the questions were well phrased so that 

seafarers of all ranks could comprehend the meaning. The initial draft of the survey 

questionnaire had 41 questions that covered a variety of topics related to the data 

privacy infringement issues. The number of questions were reduced with the aid of 

the exploratory study analysis leaving the final draft with 32 questions composed in 

4 sections including the background information section as shown in Appendix B: 

Big Data Survey Questionnaires.  

The distribution of the questionnaire was to quantitatively gather information from 

seafarers, its purpose was to get opinions on several data privacy infringement issues 

related to seafarers. Thus, a series of statements, such as "Consents of seafarers are 

not sought for or obtained before the use of their data by my company," were 

included in the questionnaire. Participants were asked to indicate their agreement 

with each statement using a Likert scale that ranged from "strongly disagree" to 

"strongly agree." A seven-point Likert scale (Strongly disagree, Disagree, slightly 

disagree, Neutral, Agree, slightly-agree, Strongly Agree) was employed in the pilot 

survey. The length of the question phrases was reduced by the researcher in light of 
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comments from the pilot study and the fact that the questionnaire was administered 

online. Additionally, the length of the Likert scale was shortened to 5 points 

(Strongly disagree, Disagree, Neutral, Agree, strongly agree). 

 

3.6. Data Analysis 
 
The phase of personal interviews was primarily designed to act as an exploratory 

survey. It was meant to aid in the development of hypotheses, the construction of 

questionnaire parts, and the discussion section. Two research questions aided the 

direction of the research interviews: 

 

RQ1: Is Top management commitment to data safety a factor that contributes to data 

privacy rights infringement in the context of big data analytics (the entire data 

continuum from collection of their data to storage, aggregation, transcription, 

retention, analysis and destruction). 

 

RQ2: Are the consent of seafarers sought for and obtained before their data are used 

by their companies (Both domestic and international shipping companies). 

 

Both content analysis and manual coding were used to analyse the interview data. 

SPSS was used to analyse the quantitative questionnaire's data. 

 

3.7. Validity and Reliability 
 
The mixed-method approach adopted in this research provided substantial insights 

and information about the research's purpose and goals. The semi-structured 

interview questions were thoughtfully crafted with regard to both structure and 

content and they were approved by the supervising professor with in-depth expertise 

in the marine industry. 

Due to the questionnaire's mix of old and new items, which no prior study has 

examined for validity or reliability, the validity and reliability assessment of the 

questionnaire was carried out in the data analysis for the quantitative phase. 

Additionally, by including key stakeholder like the Ship owner, Chief Engineers as 
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well as a sizable number of seafarers (163 in total) in the study has helped to provide 

a reliable and valid research outcome. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 



 

 45 

CHAPTER FOUR: DATA ANALYSIS AND DISCUSSION 

 

This study in chapter 3 above has succeeded in providing a theoretical framework as 

well as the methodology which will be used in the conduct of this research. Therefore, 

this study will take a step further to discuss and analyse the result from the data 

analysis. This analysis will be divided into two parts; the first part will consist of 

qualitative data analysis while the second part of this chapter will analyse the 

quantitative data. 

 

4.1. Qualitative Data Analysis 
 
Generally, a qualitative data analysis involves the gathering, structuring and 

interpretation of qualitative (non-numerical and unstructured data) to understand what 

it represents. These data include text, interviews or open ended responses to survey 

questions. The survey conducted for this study was primarily to explore the topic of 

this research as well as help in the formulation of possible hypotheses. Four interviews 

were conducted for this study and the four respondents are all stakeholders in the 

maritime industry. The interview was conducted in order to garner in-depth 

information on the impact of big data analytics on the privacy rights of seafarers and 

whether the consent of seafarers is sought and obtained along the entire data continuum 

from data extraction, storage, aggregation, transcription, retention and analysis. The 

duration of each recorded interview took between 20 to 30 minutes, after which the 

interview findings were categorized with identifiable themes which helped the 

researcher in developing the measurement tool and hypothesis. 

 

4.1.1. Analysis of the Interviews 
 
There exist different steps in qualitative data analysis and these steps were thoroughly 

followed in the analysis of the interviews conducted for this study. The first step 

employed by the researcher was to prepare and organize the data, this was done by 

transcribing the interviews, printing out transcripts. This was followed by reading, 

listening to the recordings, reviewing and exploring the data to ensure accuracy 
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between information provided by the respondents and the transcript. The next step was 

to create initial codes and labels to identify themes. These codes were then reviewed 

and combined into themes and the last step was to present these identified themes in a 

cohesive manner. 

 

4.1.2. Qualitative Results 
 
The researcher carefully selected the interviewee to provide as much in-depth 

information on the impact of big data analytics on the privacy rights of seafarers and 

whether the consent of seafarers is sought and obtained along the entire data continuum 

from data extraction, storage, aggregation, transcription, retention and analysis. In 

total, 4 interviews were conducted and analysed, the interviewee consisted of two 

seafarers with over 10 years working on board vessels sailing on international waters. 

Furthermore, a data controller was interviewed based on the fact the data controller is 

the person who oversees how data is used, controls and supervises the duties of the 

data processor, and ensures that data is used, stored, and processed by the guidelines 

of the GDPR (Rustad & Koenig, 2019) and finally, a ship-owner was interviewed to 

garner information on whether privacy rights of seafarers is a priority for shipping 

companies. In the course of these interviews, 3 categories were identified with 10 

related themes to the topic of this research. These categories include: organizational 

data management, impact of big data analytics on the privacy rights and consent for 

the use of data along data continuum. These 3 categorization, their description and 

associated themes are discussed below: 

 

                 Category 1: Organizational data Management 

 

This category was developed from the response of the interviewees discussing the data 

policy of the company and the manner in which their organization manages these data 

to ensure the safeguard of seafarers rights. From the discussion in this category, 3 

themes were extracted: (1) Non-effectiveness of data policy (2) prioritization of profit 

making over data safety (3) mechanism in place to guard against data theft and cyber-

attacks. 
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                Category 2: Impact of big data analytics on the privacy rights 

 

This category arose from the interviewee discussing how big data analytics by the 

organization impacts on the privacy rights of seafarers and how personal information 

is used for online profiling, tracking and for ads. From the discussion in this category, 

8 themes were extracted: (1) unlimited data hunger (2) data exploitation (3) extensive 

use beyond legitimate purpose (4) abuse of personal information (5) personal profiling 

(6) personalized information for online tracking (7) inadequate data safety training (8) 

No use of data encryption 

 

               Category 3: consent for the use of data along data continuum 

 

This category arose from the interviewee discussions on the failure of the organization 

to seek and obtain the consent of seafarers before their personal data is used and how 

there are no insurance policies to guard against such breach. From the discussion in 

this category, 5 themes were extracted: (1) right to privacy (2) lack of consent to use 

personal data (3) lack of insurance policies (4) no knowledge of the data controller (5) 

extensive use of data beyond the realms of consent. 

 

4.1.3. Development of Main Hypothesis 
 
Flowing from the interviews conducted, it was crystal clear that the 4 interviewees 

were of the unanimous view that big data analytics in their organizations have an 

impact on the privacy rights of seafarers, it was further unanimously agreed that the 

requisite consent is not usually sought and obtained before seafarer’s personal data are 

used by the organizations. Therefore, to better address the research aim, the researcher 

has formulated a hypothesis and this hypothesis is tagged H1 and formulated as 

follows: 
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Hypothesis (H1): “Big data analytics in the shipping companies negatively impacts 

on the privacy rights of seafarers.”   

 

4.2. Quantitative Data Analysis 
 
As previously mentioned, a survey questionnaire was developed by the researcher in 

order to assess top management commitment to seafarer’s data safety as a factor that 

enable data privacy infringement and also to determine whether the consent of these 

seafarers are sought and obtained before their personal data are used. In the 

quantitative data analysis, the validity and reliability of these survey questionnaires 

were tested. The quantitative data analysis is divided into 2 sections, the first section 

was the preliminary analysis, including data collection and preparation for analysis as 

well as demographic characteristics, reliability and validity while the second section 

include the results of analysis and other statistical tests. This section specifically 

follows the sequence of the research objective and the supporting analytical methods, 

as shown in Figure 16. 

 

 

Figure 16: The Analytical Methods employed in the Quantitative Data Analysis 

(Source: Researcher) 

 

4.2.1. Data Collection and Preparation for Analysis 
 
The survey questionnaire was distributed to respondents who consist of seafarers 

working on board vessels sailing on international waters and the survey questionnaire 

was launched online using QuestionPro Survey software between the 15th of July to 

the 15th of August, 2022. The survey questionnaire was viewed by 163 respondents, 

for which 38 respondents partially completed the survey and a total number of 125 

respondents fully completed the survey. For accuracy of the analysis, the researcher 
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filtered the result using time spent in answering the survey as a yardstick to determine 

accuracy of the response, hence, surveys completed under 3 minutes were filtered out. 

After these invalid questionnaires were filtered out, a total number of 125 responses 

was assumed as valid and therefore analyzed. The valid data was then organized and 

prepared for analysis and coded into SPSS 26.0 file. The researcher then performed 

different descriptive analyses using the SPSS software to ensure that data was entered 

correctly and respondents’ demographic characteristics were extracted.  

 

4.2.2. Respondents Demographic Data 
 
A total of 125 valid responses from 125 respondents were analysed and the 

demography of the respondents were grouped according to the continent for which 

their companies belonged. The result showed that 53 respondents representing 42.4% 

are from shipping companies within the African continent, 29 respondents 

representing 23.2% are from shipping companies within the European continent, 20 

respondents representing 16% are from shipping companies within the Asian 

continent, 15 respondents representing 12% are from shipping companies within North 

America and 8 respondents representing 6.4% are from shipping companies in the 

United Kingdom (see figure. 17)  

 

 

Figure 17: Graphical representation of Respondent’s Continents for which the 

shipping companies belong to. (Source: Researcher) 
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The respondents were further sampled according to their personal profiles which 

showed essential and relevant characteristics. The personal profile showing ranks of 

the respondents showed that 9 respondents representing 7.2% were captains of their 

vessels, 15 respondents representing 12% were Chief engineers, 10 respondents 

representing 8% were ship engineers, 12 respondents representing 9.6% were second 

engineers, 10 respondents Representing 8% were third engineers, 26 respondents 

representing 20.8% were deck officers, 10 respondents representing 3.2% were 

Cadets, 12 respondents representing 9.6% were officers, 1 respondent representing 

0.8% was Nautical surveyor, 26 respondents representing 20.8% were Seamen. (see 

figure. 18).   

 

 

Figure 18: Graphical representation of respondent’s position/rank  

(Source: Researcher) 

 

Furthermore, the respondents’ profile showed meaningful characteristics such as years 

of experience as 10 respondents representing 8% had seafaring experience below 5 

years, 90 respondents representing 72% have 5-10 years’ experience while 25 

respondents representing 20% have above 15 years’ experience (see figure 19). 

Similarly, 24 respondents representing 19.2% have worked in their current company 

for less than 5 years, 93 respondents representing 74.4% have worked in their current 

company between 5-10 years while 8 respondents representing 6.4% have worked in 

their current company for more than 15 years.  (see figure 20).  The demography of 
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the respondents shows that there is a representation of both current and the future 

leaders of the maritime industry thus giving more credence to this study. 

 

 

 

Figure 19: Graphical representation of the respondent’s years of service with current 

company (Source: Researcher) 

 

 

 

Figure 20: Graphical representation of respondent’s seafaring experience (Source: 

Researcher) 
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Table 3: General characteristics of Respondents (Source: Researcher) 

 

 

 

4.3. Reliability and Validity 
 

4.3.1.  Exploratory Factor Analysis (EFA) 
 
The whole essence of a survey questionnaire is to gather all relevant information from 

the respondents, however, the validity and reliability of these measurement tools is of 

paramount importance when designing questionnaires and performing statistical 

analysis. While validity is important to confirm the accuracy of the survey 

questionnaire, reliability is essential to show the consistency of the survey 

tool.  Hence, where a measurement tool is shown not to be reliable, it cannot be said 

to be valid. 

 

The researcher performed an exploratory factor analysis (EFA) using SPSS 26. In 

order to explore underlying factors as well as structure the dataset. Firstly, the Bartlett 

test of sphericity and Kaiser-Mayer Olkin (KMO) test were performed by the 

researcher in order to determine the data suitability to conduct an EFA.  
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The obtained values for both tests were satisfactory (i.e., more than 0.8 for KMO’s test 

and less than 0.01 for the Bartlett test of sphericity), as shown in Table 4. 

 

Table 4: KMO and Bartlett Tests Result (Source: Researcher) 

 
 

This study used SPSS’s component extraction and Varimax rotation in the analysis 

of the data and also considered the below criteria: (1) Pairwise deletion (2) a 

minimum of 3 items in the factor with minimum loading of 0.5 and (3) Eigenvalue 

more than 1.0 proposed by Awang (2014) who stated that for the established items, 

the factor loading for every item must exceed 0.5. 

The result of the exploratory analysis showed the extraction of 3 factors which 

cumulated in 72.939 of the entire variances with factor 1 ,2, and 3 having %variance 

of 36.773, 29.074 and 7.092 respectively. Also, the items were further categorized 

based on their inter-correlation and relationships and the result is shown in table 6 

below. Therefore, the 3 extracted factors which represents all aspects relating to big 

data analytics and its impact on seafarer’s privacy rights are as follows: 

 

Factor 1: Top management commitment to data safety – this reflects the perception 

of seafarers on the commitment of the top management towards privacy rights 

protection and this reflects the perception of seafarers on the existing data 

management policies in place aimed at protecting seafarer’s privacy rights along the 

entire data continuum – from data sensing to its extraction, storage, aggregation, 

transcription, retention, analysis and retention. 

Factor 2: Consent for the use of personal data - this reflects the perception of 

seafarers on whether their consent is sought and obtained by the organization before 

their personal data is used and if their personal data can be used without consent. 
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Factor 3: Duration of personal data collection –this reflects the perception of 

seafarers on the number of years their personal data has been collected, analyze and 

processed by the shipping companies. This period takes into account the number of 

years their personal data has been kept and retained by the company without their 

consent. 

 

4.3.2.  Reliability and Validity Test 
 
Reliability test estimates the internal consistency of items combined in the same 

factor using the Cronbach Alpha value, a scale is reliable if the Cronbach alpha value 

is greater than 0.70 (Hair et al., 2013). The result of reliability test as shown in table 

6 revealed that the Top management commitment to data safety scale with six items 

(Alpha = 0.84), Consent for the use of personal data scale with seven items (Alpha = 

0.95) and Duration of personal data collection scale with three items (Alpha = 0.75) 

were found reliable. In carrying out the Exploratory factor analysis six items were 

removed due to failure to produce result for the KMO and Bartlett test of sphericity. 

Similarly, two items were removed in the reliability test step due to failure to 

produce an alpha value of a minimum of 0.7 as required for reliability. In total, eight 

items were removed and a re-run of the test confirmed that all other 17 items 

satisfied the reliability requirement with a Cronbach alpha value of 0.854. Also, the 

rule for minimum loading of items in each factor that says the factor loading for 

every item must exceed 0.5 (Awang ,2014) was followed, as shown in Table 6. 
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Table 5: Reliability Statistics (Source: Researcher) 

 

 

 

 

Table 6: Exploratory Factor Analysis and Reliability Test Result (Source: Researcher) 
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4.3.3.  Normality Test 
 
Statistical tests are usually used when testing hypothesis. These tests are used in 

determining if a predictor variable maintains a statistically significant relationship with 

an outcome variable and also to determine the difference between two or more groups. 

 

In conducting this statistical analyses, there may be a need to use different statistical 

test in order to achieve a correct result and the nature of the distribution of data 

determines the choice of test to be utilized.  

 

Clearly, these various tests utilized to check the normal distribution of data are 

provided for in various literatures and they include methods like graphical assessment 

of normality, Kolmogorov-Smirnov test, Shapiro-Wilk test, Lilliefors corrected K-S 

test, D’Agostino skewness test, and Jarque-Bera test (Kahlouche, 2021). However, the 

Kolmogorov Smirnov test seems to be the most popular among the aforementioned 

tests and the method of doing this is that a p-value is greater than 0.05 (Kahlouche, 

2021). So, in order to determine if the sample comes from a population with a specific 

distribution the Kolmogorov Smirnov test for independent samples was used in 

addition to visual observation. 
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The Kolmogorov Smirnov test for independent samples that was performed using 

SPSS to test that the null hypothesis formulated from the data flows from a normal 

distribution. The result showed that there was no notable violation of normality. Thus, 

a parametric test was used in the following data analysis rather than a non-parametric 

tests. The figure 21 below shows sample of the normally distributed data. 

Figure 21: Normally distributed samples (Source: Researcher) 

 

4.4. Analysis of the Questionnaire Data 
 
The questionnaire data was analysed in such a way that the findings addresses the 

research objectives as described in Figure 16. The first research objective was to 

assess top management commitment to data safety as a factor that enables data 

privacy infringement. Exploratory factor analysis resulted in extracting two other 

factors alongside top management commitment to data safety as factors that enable 

data privacy infringement in the context of big data analytics. Afterwards a 

correlation analysis was carried out to assess the degree of correlation of the 
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extracted data privacy factors and also to identify the most influential factors on data 

privacy.  

 

4.4.1.  Correlation Analysis of the Data Privacy (DP) factors 
 
Using the SPSS, the Bivariate correlation analysis was carried out in order to assess 

the relationships amongst the three data privacy factors. The data used in this 

analysis were those collected from 125 seafarers represented in samples A, B, C, D, 

E and the result of the analysis is interpreted in terms of the value of Pearson 

correlation coefficient such that the closer the value is to ±1, the higher the 

correlation, the closer it is to 0, the lower the correlation of the factors (Field, 2005). 

Table 7 shows the result of the correlation analysis.  

 

              Table 7: Correlation analysis results (Source: Researcher) 

 

 

From the analysis, the correlation between the overall data privacy (ODP) and its 

three factors showed that the highest positive correlation was with the Top 

Management Commitment (TMC) at .923 and with consent for the Use of Personal 

data (CUP) at .636 while the lowest was Duration of Personal Data Collection (DPC) 

at .247. 
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Also, by comparing the correlation of the three data privacy factors amongst 

themselves, the analysis showed that there is no significant correlation between TMC 

and CUP as well as DPC while the CUP and DPC has a very low positive correlation 

at .224.  The figure 22 and 23 summarizes the results. 

 

 

Figure 22: Correlation between the overall data privacy and Its factors (Source: 

Researcher) 

 

 

       Figure 23: Correlation between the Data Privacy factors (Source: Researcher) 

 

In conclusion, the correlation analysis gave the study a better comprehension of how 

much the three factors affects the data privacy score as a whole. Particularly, the 

analysis showed that two factors (TMC and CUP) are highly positively correlated 

with the overall data privacy implying that the Top management commitment (TMC) 
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and the consent of use of Personal data (CUP) are believed to be the most important 

aspects that affects the Data Privacy of seafarers in their various shipping companies. 

 

 

4.4.2. Main Hypothesis Testing-  Hypothesis H1  
 
This section aimed to validate the hypothesis H1 developed in the data analysis 

section (section 4.1.3). To ascertain whether there is statistical evidence that the 

mean score of consent for use personal data (CUP) factor of the related samples are 

substantially different from the mean score of the respondents, a one sample t-test 

was conducted using SPSS. To support hypotheses, a "p-value" of less than 0.05 and 

a t-test absolute value greater than 1 were required as suggested by (Kahlouche, 

2021). The result as shown in Table 8 and 9, showed that the requirement to support 

the hypotheses were met as p =.000 and t = 38.959. In addition, the result indicated 

the sample mean score of 9.88 which is higher than the test value of 5, this implies 

that all the respondents strongly agree that consent is not sought and obtained before 

the use of their personal data. Thus, supporting the main hypothesis H1- “Big data 

analytics in the shipping companies negatively impacts on the privacy rights of 

seafarers.” 

Table 8: Result of One-sample test (Source: Researcher) 
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Table 9: Summary of test result (Source: Researcher) 

 

 

4.5. Discussion of Findings 
 
The research evaluated the impact of big data analytics on the privacy rights of 

seafarers and how security and privacy infringement issues can be linked to the 

collection, storing, analysis, processing, destruction, reuse and sharing of data. The 

research further analysed the relation that exists between big data characteristics and 

privacy infringement from the standpoints of data collection, storage, processing, 

sharing and accessibility. The study focused on ships engaged in both international 

and domestic voyages in order to achieve this aim.  

 

The results of the research findings are summarized as follows: 

1. Results from the Exploratory Research: 

An exploratory survey was conducted for this research and this survey includes 4 

interviews with various maritime stakeholders i.e. ship-owner, a data controller and 

two seafarers with over 10 years working on board vessels sailing on both 

International and domestic waters. The interview was conducted in order to ascertain 

how seafarer’s data are stored and processed as well as whether the consent of 

seafarers is sought and obtained before their personal data are used. In the course of 

these interviews, 3 categories were identified with 10 related themes to the topic of 

this research. These categories include: organizational data management, impact of 

big data analytics on the privacy rights and consent for the use of data along data 

continuum. Also, one hypothesis was formulated (tagged H1), this hypothesis was 

formulated to address the research objectives. 

Hypothesis (H1): “Big data analytics in the shipping companies negatively impacts 

on the privacy rights of seafarers” 
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2. Result of the Survey Questionnaire: 

The survey questionnaire was developed by the researcher in order to assess the 

impact of big data analytics on the privacy rights of seafarers and to determine 

whether the consent of these seafarers are sought and obtained before their personal 

data are used. In the quantitative data analysis, the survey questionnaire was tested 

for validity and reliability, then reconstructed using Exploratory Factor Analysis of 

the SPSS tool (SPSS 26).  

This analysis resulted in the extraction of three (3) factors: top management 

commitment to data safety, consent for the use of personal data and duration of 

personal data. Furthermore, a correlation analysis was done and the result showed 

that the top management commitment to data safety and consent for the use of 

personal data are highly and positively correlated with the overall data privacy rights 

infringement, that is to say the failure of the top management to commit to the data 

safety of seafarers and no seeking of consent for the use of personal data are key 

element encouraging infringement of privacy rights. Therefore, this can be assumed 

to represent reliable predictors and indicators thereby supporting the main 

hypothesis. 

 

Five research objectives were part of the study, as was already indicated. Answering 

research question one addresses the first research objective, while confirming a 

research hypothesis addresses the second research objective, the third and fourth 

Objectives were achieved through the review of existing literatures on the impact of 

big data analytics on privacy rights and the fifth objective was addressed through 

review of existing literature on privacy by design as a solution for privacy issues. 

Research Objective One 

“Assessing top management commitment to seafarer’s data safety as a factor that 

enable data privacy rights infringement” 

Research question (Q1):  

Whether the top management of shipping companies prioritize profit making over 

data safety? 
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One of the premise of this research is that the adoption of data safety measure is a 

strategic decision of an organization (Brous et al., 2017), hence, it requires top 

management commitment and leadership to create a data safety culture in the 

organization which will promote the employees trust in the ability of the organization 

to ensure safety of their personal information. The essence of this question was to 

investigate the perception of seafarers on the commitment of the top management 

towards privacy rights protection and also the perception of seafarers on the existing 

data management policies in place aimed at protecting seafarer’s privacy rights along 

the entire data continuum – from data sensing to its extraction, storage, aggregation, 

transcription, retention, analysis and retention 

In order to answer this research question one, the study employed both qualitative and 

quantitative data analysis and a cursory look at the result of the analysis shows that the 

interviews conducted by the researcher yielded a classification of the factors related to 

the impact of big data analytics on seafarer’s privacy rights into three main categories. 

While the category of organizational data management included three themes, impact 

of big data analytics on the privacy rights included eight themes and consent for the 

use of data along data continuum included five themes (See section 4.1.2). 

 

Flowing from the details of this interview and the analysis of the themes, a 

questionnaire detailing questions related to the analyzed themes were developed, the 

questionnaire detailed all core questions related to the research topic and questions 

alike. The questionnaire was tested for validity and reliability, then reconstructed 

using Exploratory Factor Analysis of the SPSS tool (SPSS 26). This analysis resulted 

in the extraction of three (3) factors: top management commitment to data safety, 

consent for the use of personal data and duration of personal data. 

The survey questionnaire was viewed by 163 respondents, for which 37 respondents 

partially completed the survey and a total number of 125 respondents fully 

completed the survey. For accuracy of the analysis, the researcher filtered the result 

using time spent in answering the survey as a yardstick to determine accuracy of the 

response, hence, surveys completed under 3 minutes were filtered out. After these 

invalid questionnaires were filtered out, a total number of 125 responses was 
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assumed as valid and therefore analysed. The valid data was then organized and 

prepared for analysis and coded into SPSS 26.0 software.  

Firstly, a Bartlett test of sphericity and Kaiser Mayer Olkin (KMO) tests were 

performed to determine the data sustainability to conduct an exploratory factor 

analysis (EFA) and the obtained values for the test were satisfactorily as shown in 

Table 4. Then, the exploratory factor analysis was performed which resulted in the 

extraction of three factors (as shown in Table 6) on which a validity and reliability 

test was carried out to estimate the internal consistency of items combined in the 

factors using Cronbach Alpha value, the result shown in Table 5 and 6 showed that 

the scale is reliable as it satisfied the rule of thumb that says a scale is reliable if the 

Cronbach alpha value is greater than 0.70 (Hair et al., 2013) and the factor loading 

for every item must exceed 0.5 (Awang ,2014). 

Furthermore, a correlation analysis was carried out to assess the relationship amongst 

the three factors related to data privacy right infringement in the context of big data 

analytics and to identify which factors contribute most to the privacy rights 

infringement, the result of the analysis shown in Table 7 interpreted in terms of the 

value of Pearson correlation coefficient such that the closer the value is to ±1, the 

higher the correlation, the closer it is to 0, the lower the correlation of the factors 

(Field, 2005) showed that the top management commitment to data safety (TMC) is 

highly and positively correlated to the overall data privacy rights infringement 

factors which implies that the failure of the top management to commit to the data 

safety of seafarers or the prioritization of profit making over data safety by the top 

management of shipping companies are key element encouraging infringement of 

seafarer’s privacy rights. 

 

In addition, the feedback from the questionnaire generally shows that majority of the 

respondents representing 72.79% are of the perception that the top management of 

their companies somewhat prioritize profit making over their data safety. Similarly, 

majority of the respondents representing 74.27% agree that they do not get clear 

information from the top management on how their personal data are managed.  

Also, 83 number of respondents representing 66.18% believes that there are no 

adequate data privacy policy in their company to protect them along the entire data 
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continuum, 66.91% of seafarers agree that there is no insurance policy in place in 

their company to protect them against privacy breach while 64.71% representing 

majority agree that they are not compensated for personal data privacy infringement. 

It is important to stress that this position was confirmed from the interviews 

conducted. 

 

It is beyond doubt that the main corporate governance issue challenging 

organizations is that of accountability. Corporate governance obviously relates to the 

exercise of power over and responsibility for the organization and its employees 

(Blackwell Publishers, 2000). A corporate governance is expected at its barest 

minimum to provide an assurance of the organization’s capacity to support 

accountability to its employees (Brooks, 1997). Accountability in this context is one 

of the 4 pillars of corporate governance which also include responsibility, 

transparency and fairness (King Report, 2001). However, one of the main challenges 

facing the convergence of corporate governance is that of information or data 

security. It has become an onerous task to convince the top management of 

organizations to be responsible and accountable and therefore prioritize the safety of 

employee’s data and information over profit making and this is the same in the 

shipping industry where a majority of the respondents representing 72.79% agreed 

that their top management prioritize profit making over their data safety. 

 

This finding is reinforced in the decade old information security breaches survey 

conducted by PriceWaterhouseCoopers (PWC) in 2002 wherein they found that “… 

the root cause is that data security is treated as an overhead rather than an 

investment’’ (PriceWaterhouseCoopers, 2002). Similarly, data security can be argued 

to begin and end with good corporate policies (Whitman & Mattord, 2003). 

Therefore, it is pertinent that the top management of organizations makes policies 

that protects the entities within an organization and further ensure that their privacy 

rights are protected. However, from the responses of the survey questionnaire it is 

crystal clear that an overwhelming majority representing 66.91% agree that their 

company does not have an adequate insurance policy to protect them along the entire 

data continuum. Furthermore, majority of the respondents representing 64.71% agree 
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that there is no compensation mechanism in place to compensate them for privacy 

breaches. This shows that the organizations have failed two pillars of corporate 

governance (accountability and responsibility) and for fairness and transparency, it is 

shown from the result of the survey that 55.9% of respondents agree that they are not 

aware how their personal data is managed and processed. These findings regarding 

the failure of the top management to commit to the data safety of seafarers as a key 

element encouraging infringement of privacy rights is aligned and also replicated in 

previous studies.  

 

Research Objective Two 

“Ascertaining whether the consent of seafarers is sought and obtained before their 

data are used by their companies’” 

Hypothesis (H1): “Big data analysis in the shipping companies negatively impacts 

on the privacy rights of seafarers.”  

The above research objective of this study was mainly addressed through statistical 

analysis of the quantitative data although a part of it was also achieved through 

qualitative analysis. The researcher conducted interviews to ascertain whether the 

consent of seafarers is sought and obtained before their data are used by their 

companies. The analysis of the result of the interviews showed that majority of the 

shipping companies fail to seek the consent of seafarers before their personal data are 

used. 

In order to properly address this research objective, the researcher formulated the 

aforementioned hypothesis (H1) for statistical analysis. To ascertain whether there is 

statistical evidence that the mean score of consent for use personal data (CUP) factor 

of the related samples are substantially different from the mean score of the 

respondents, a one sample t-test was conducted using SPSS. To support hypotheses, 

a "p-value" of less than 0.05 and a t-test absolute value greater than 1 were required 

as suggested by (Kahlouche, 2021). The result as shown in Table 7, showed that the 

requirement to support the hypotheses were met as p =.000 and t = 38.959. In 

addition, the result indicated the sample mean score of 9.88 which is higher than the 

test value of 5, this implies that all the respondents strongly agree that consent is not 

sought and obtained before the use of their personal data. Thus, supporting the main 
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hypothesis H1- “Big data analytics in the shipping companies negatively impacts on 

the privacy rights of seafarers” 

From the above analysis and the result of the interview, it can be shown that the 

results validates the formulated hypothesis and confirms that the consent of seafarers 

is not sought and obtained before their personal data are used. This finding tallies 

with the findings in existing literatures. These findings are embedded in recent high 

profile cases where the behaviours of some big companies were called into question 

regarding their use of datasets. Circa 2018, a revelation by Christopher Wylie 

revealed that British consulting firm Cambridge Analytica in collaboration with 

Facebook harvested the personal data of about 80 million (eighty million) of the app 

users without their consent (Isaac & Singer, 2019). Similarly, according to Singer & 

Conger (2019), YouTube which is a platform owned by Google were fined about 

$US170 million for the use of personal information of its users that are minors 

without parental consent for advertisements. Finally, in 2019, Bounty were fined 

about £400,000 for extracting users personal data and sharing them with a third 

parties for marketing purposes (Postelnicu, 2019). 

The above cases have brought to the fore a number of questions regarding privacy 

protection and has shown that in most cases express consent of data subjects is not 

always sought and obtained before their personal data are used by the companies 

thereby raising serious privacy issues and this is the obvious case in the shipping 

industry as shown by the result of analysis.  

 

Research Objective Three 

“Highlighting the costs, benefits as well as the externalities which are associated 

with the use of big data by shipping companies” 

“This is addressed in the literature review section 2.5.1” 

Research Objective Four 

“Investigating how the inherent characteristics of big data are linked to security and 

privacy infringements.” 

“This is addressed in the literature review section 2.6” 
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Research Objective Five 

“Recommending the adoption Privacy by Design strategy as a solution data privacy 

issues in shipping companies” 

“This is addressed through review of literature on Privacy by Design Strategies” 

Big data analytics undoubtedly involves enormous data gathering and the subsequent 

processing of this personal data has obviously raised very serious privacy issues, 

particularly in relation to widespread electronic surveillance, profiling, and 

publication of sensitive information. It is therefore very crucial to set boundaries for 

big data processing and incorporate the proper data safety measures at the very 

centre of the analytics value chain in order to enable all the benefits of analytics 

without breaching people's privacy. In order to achieve this, this study will therefore 

examine why it is necessary to change the conversation from "big data vs privacy" to 

"big data with privacy," accepting the privacy and data protection principles as a 

fundamental value of big data. Understanding the concept of privacy by design is 

essential in order to identify the privacy requirements earlier in the big data analytics 

value chain and also in the subsequent implementation of the required technical and 

organizational safeguards in place. 

According to Ann Cavoukian (2013), the idea of privacy by design 

involves integrating privacy safeguards and privacy-enhancing technologies (PETs) 

directly into the architecture of information technologies and systems. Privacy by 

design cannot be limited to the use of PETs or to a list of merely broad rules. In 

actuality, it is a process that incorporates numerous organizational and technological 

elements that uphold privacy and data protection standards. The European Union 

Agency for Network and Information Security (ENISA) in its 2014 study, 

investigated the idea of privacy by design using pertinent research in the area and 

provided eight privacy by design techniques, both data- and process-oriented, with 

the intention of retaining certain privacy goals. A quick summary of the suggested 

design strategies is given in Table 10 
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Table 10: Summary of design strategies (Cavoukian, 2013) 

 

In the value chain of big data analytics, it is crucial to consider the goal of each stage 

of the big data analytics value chain as well as the perspectives of all parties involved 

(data subjects, various data controllers and processors, third parties). The exact 

privacy requirements as well as the necessary implementation steps for each phase 

may be different for each phase. Therefore, it is pertinent to note that in addition to 

the requirements of each specific phase, it is crucial to adopt a cogent strategy for 

protecting big data privacy, taking into account the entire lifecycle of the analytics. 

This means that the issue is not simply one technology or another, but rather the 

effective synthesis of numerous technologies to meet all of the needs of the various 

data processing nodes. Therefore, Table 11 below shows the privacy by design 

strategies in the big data value chain. 
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Table 11: Strategies for Data Acquisition 

 

Table 12: Strategies for Data Analysis and Curation, Storage and Use (Cavoukian, 

2013). 
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Building on the privacy by design strategies discussed above, this study will now 

take a step forward to present an overview of some identified technologies that can 

be implemented and/or developed by shipping companies in the specific context of 

big data. it is also important to stress that some of these technologies are readily 

available and used by some shipping companies in the traditional data processing 

(Carr et al, 2004). However, it all boils down to the scale for which it is in use, 

therefore, this study seeks to discuss the peculiarities and adoption of specific 

innovations in big analytics, taking into account the volume, velocity, diversity, and 

validity which is the hallmark of big data as discussed in previous chapters. 

Firstly, this study will discuss the concept of anonymization which is obviously in 

use currently in most companies as a conventional approach in data analytics but 

facing huge challenge in this era of big data, this study will proceed to examine the 

new developments in encryption which ensures privacy preserving data analytics 

with no disclosure of private data of seafarers. The study will also discuss the 

concept of privacy by security which is an overall security framework for data safety 

particularly as it relates to access control policies and its effective enforcement. The 

study will conclude with a discussion on some transparency and control mechanisms 

such as consent and notice and other user privacy preferences. 

 Anonymization: This basically modifying a data or removal of identifying 

information from a data so that the original source will remain unknown 

neither can they be re-identified. In anonymization, the privacy of seafarers 

can be compromised by either an identity disclosure or an attribute 

disclosure. In order to curb these challenges, there is a need to develop 

privacy measures like k-anonymity and its extensions (p-sensitive k-

anonymity, l-diversity, t-closeness, (n,t)-closeness) and ε-differential privacy 

models (crowd-blending privacy or BlowFish) (D'Acquisto et al., 2015). The 

k-anonymity model classifies data attributes into several non-disjoint types 

such as identifiers, quasi-identifiers and confidential attributes while the 

differential privacy model seeks to ultimately limit the main impact of each 

individual subject’s contribution to the analysis outcome by not anonymizing 

the data set but rather anonymizing answers to interactive queries sent to the 

database (Domingo-Ferrer et al.,2016).   
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 Encryption: This is basically a security technique used in transforming data 

so that only authorized persons can use or read the data set. This can be 

essential for big data so far it is performed with the appropriate encryption 

algorithms and key sizes which are properly secured. Usually in big data 

analytics, searches and other computations are allowed for stored data 

therefore the question often arise, how can this be done without decrypting 

the data which ultimately contradicts the whole notion of encryption? 

 

An encryption technique which can be used to solve the above challenge and 

also protect seafarer’s privacy is known as attribute-based encryption (ABE), 

this technique makes it possible to share data among various user groups 

while protecting users' privacy. In example, ABE integrates access control 

with public-key cryptography in a way that the cipher text and secret key 

used for encryption rely on specific characteristics (such as the person's 

location, occupation, or habit). In this method, the cipher text can only be 

decrypted if the supplied set of attributes coincides with the cipher text’s 

attributes. A simple example of ABE is Identity-based encryption (IBE) 

where both the cipher text and secret key are linked to identities (such as the 

user's email address), and decryption is only possible when the identities are 

equal. 

Another technique is the functional encryption which is an improvement on 

ABE where a user with particular characteristics will have access to a key 

that will allow them to perform a specific function on the encrypted dataset. 

This is particularly useful when a set of cipher text is publicly visible but can 

only be partially decrypted and used for processing that is specified in the 

secret key. An example of this will be where an encrypted seafarer’s data is 

only used to reveal merely the overall number of seafarers affected by a 

certain disease (e.g. covid 19) without needing to decrypt their personal 

information. As a result, functional encryption can be quite intriguing for big 

data cloud storage and a big data security solution. 
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Encrypted search can also serve as a powerful tool in big data analytics for 

shipping companies as this will enable a full search functionality without the 

disclosure of the user’s personal information. This will be particularly 

important for the shipping companies when dealing with query-answer 

systems. The company can conveniently extract relevant information from 

the dataset without accessing the original data. 

There are other encryption techniques such as the property preserving 

encryption, Symmetric Searchable Encryption, Public Key Searchable 

Encryption, structured encryption, and, Oblivious RAM, Secure multi-party 

computation etc. 

 

 Consent, ownership and control: In big data, user control is a key objective 

that may be attained by using a multichannel strategy. One conceivable 

solution is consent (obviously the most important one).  A good example of 

this technique is "tagging" each unit of personal data with "metadata" 

outlining the necessary conditions for data protection. 

Given that consent is a fundamental tool for data protection, therefore, 

consent in big data should go beyond the current models and offer more 

automation, both in the collecting of consent and its withdrawal. It could be 

interesting to investigate the use of software agents to obtain consent from 

users based on the characteristics of particular applications. Other useable 

and practical user affirmative activities that could constitute consent may 

include the use of gesture, spatial patterns, behavioural patterns, and motions 

in granting permission. taking into consideration the sensors and smart 

devices in big data.  

Another good approach is known as user control where seafarers and 

controllers will be given an opportunity to indicate their privacy policies and 

requirements before the data processing stage. This strategy is also referred to 

as "privacy preferences." Sticky policies can offer a way to link privacy 

choices to particular data sets and subsequently influence decisions on how 

data is processed. Seafarers can convey to each data controller their 

preferences and inclinations regarding the processing of personal data, 
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particularly through the formal statement of acceptable privacy choices. For 

instance, seafarers can choose the permitted recipients, deletion period, and 

permissible reasons for the processing of personal data. The commitments in 

this statement can then serve as a privacy contract between the seafarers and 

the data controllers which details the agreed situations for data collection and 

processing. 
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CHAPTER FIVE: CONCLUSION, LIMITATION AND 

RECOMMENDATION FOR FURTHER RESEARCH 

5.1. Conclusion 

This research evaluated the impact of big data analytics on the privacy rights of 

seafarers and how security and privacy infringement issues can be linked to the 

collection, storing, analysis, processing, destruction, reuse and sharing of data. The 

research further analysed the relation that exists between big data characteristics and 

privacy infringement from the standpoints of data collection, storage, processing, 

sharing and accessibility. The study focused on ships engaged in both international 

and domestic voyages. In order to achieve this aim, five objectives were outlined as 

follows: 

a. Assessing top management commitment to seafarer’s data safety as a factor 

that enable data privacy rights infringement. 

b. Ascertaining whether the consent of seafarers is sought and obtained before 

their data are used by their companies. 

c. Highlighting the costs, benefits as well as the externalities which are 

associated with the use of big data by shipping companies. 

d.  Investigating how the inherent characteristics of big data are linked to 

security and privacy infringements. 

e. Recommending the adoption Privacy by Design strategy as a solution data 

privacy issues in shipping companies. 

The research employed an exploratory mixed method design. This consisted of semi-

structured interviews conducted to investigate the impact of big data analytics on the 

privacy rights of seafarers as well as if the consent of seafarers is sought and 

obtained before their data are used by their companies. The choice of participants for 

these interviews consisted of a ship-owner, a data controller and two seafarers 

working on board ships engaged in both international and domestic voyages. 

Responses from the interviews assisted in the design of the questionnaire. 
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The aim of the survey questionnaire was to assess the factors that enable data privacy 

rights infringement in shipping companies and to ascertain whether the consent of 

seafarers is sought and obtained before their data are used by their companies. 

The first and second research objectives were attained through the analysis of the 

content of the interviews, the conduct of EFA and correlation analysis of the 

qualitative data as well hypothesis testing. While, the third and fourth objectives 

were achieved through the review of existing literatures on the impact of big data 

analytics on privacy rights and the fifth objective was addressed through review of 

existing literature on privacy by design strategy as a solution for data privacy issues. 

The study found that three factors enables data privacy rights infringement which 

are: Top management commitment to data safety (TMC), Consent for the Use of 

Personal Data (CPU) and the Duration of Personal Data Collection (DPC). It was 

found that top management of shipping companies prioritizes profit making over 

data safety thereby encouraging privacy rights infringement of seafarers. It was also 

found that seafarers consent is not sought for before the collection and use of their 

personal data by their companies which violates the provisions of the general data 

protection regulation (GDPR) and as such contributes to the infringement of 

seafarer’s privacy rights.  

5.2. Limitation 
 
There is a paucity of literature in this field of research, the researcher could find little 

or no literature on the impact of big data on seafarer’s privacy rights. This could be 

attributed to the fact that this is a new field of research and the concept of big data 

analytics is undeveloped in the shipping industry. Secondly, there was difficulty in 

obtaining real-time data from shipping companies for analytics. If real-time data was 

obtained, this study would have been able to conduct analysis and show how private 

data of seafarers are revealed without their consent most especially identification 

data, location data and data from a ship’s VDR. 
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5.3. Recommendation for Further research 
 
The role of data in the maritime insurance business is expected to undergo a 

fundamental transformation as a result of developments in big data analytics in the 

shipping industry. Big data analytics is expected to evolve the role of insurance from 

the current concept of” understand and protect" to a concept of ’Predict and 

prevent'.  Although this evolution in the maritime insurance industry holds 

considerable promise and economic advantages, however, it raises challenges such 

as data protection and privacy, insurance individualization, and competition.  

 

Maritime insurance stakeholders like Individuals, organizations and policymakers 

will obviously be confronted with intricate trade-offs when striking a balance 

between the advantages of sharing personal data and the risks involved in the use of 

these personal data. The difficulty in striking balance between these trade-offs is as a 

result of the fact that the trade-offs are often subjective, context-specific as well as 

non-measurable. 

 

It is recommended that a further research is conducted to contribute to an informed 

and fact-based regulatory debate on these trade-offs. In order to achieve this, a 

discussion should be made on the societal and economic advantages of using big data 

analytics in maritime insurance as well as the major issues that have come up in the 

public and regulatory discourse. The study is recommended to identify the main 

trade-offs resulting from the increased usage of personal data in maritime insurance 

while evaluating the consequences of the different policy choices. The recommended 

research will employ a mixed method of quantitative and qualitative analyses of the 

bibliometric data and content of publications while following a 4 step mixed-

methods approach as shown in the diagram below. 
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Figure 24: Recommended 4 step mixed- methods approach (Suominen & Hajikhani, 

2021) 
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