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A B S T R A C T

Slug flow is a common flow pattern in pipelines that is often accompanied by undesirable effects like vibrations,
pressure loss, and corrosion. Since these effects correlate with slug frequency, various attempts to predict this
parameter by empirical or semi-empirical methods have been undertaken in the past. However, significant
mismatches between these predictions can be observed. In this work, different slug frequency calculation
methods have been applied to simulation data to investigate the sensitivity of threshold parameters that are
often used in slug detection algorithms. The findings reveal that the detection of slugs from liquid holdup
data is highly sensitive to these thresholds. Aeration of the liquid phase causes the gas–liquid interface to be
less distinct and requires an adaption of the thresholds to the degree of aeration. In contrast, slug detection
algorithms based on frequency analysis are robust to small deviations of the liquid level but fail to properly
discriminate between slugs and waves. Our investigations show that slug frequency strongly depends on the
method chosen for the determination of the liquid level. We propose new approaches that are less susceptible
to aeration and approximate the liquid level very close to the authors’ human judgment.
1. Introduction

The slug flow pattern is one of the most commonly observed two-
phase flow patterns in industrial applications (Pineda-Pérez et al.,
2018). For horizontal flow, it is characterized by alternating blocks of
aerated liquid (so-called slugs) and gas bubbles flowing above liquid
films (Al-Safran, 2009). These liquid slugs can lead to an increased
pressure drop, vibrations, as well as increased corrosion and erosion
of the pipe (Hill and Wood, 1994; Al-Safran, 2009; Marcano et al.,
1998). Hence, they can cause severe problems in industrial operations
and lead to large uncertainties in multiphase flow metering (Olbrich
et al., 2021a). Because these unfavorable effects strongly correlate to
slug frequency (Al-Safran, 2009), this parameter is of special interest.

Due to the inherent unsteady and random behavior of slug flow, it
is considered as one of the most complex flow patterns (Marcano et al.,
1998), and slug frequency is difficult to predict. Various attempts with
empirical and semi-empirical approaches can be found in the litera-
ture, see Gregory and Scott (1969), Heywood and Richardson (1979),
Hill and Wood (1990), Jepson and Taylor (1993), Al-Safran (2009),
Schulkes (2011). However, different slug frequency correlations predict
significantly different slug frequencies for the same flow conditions.
Even the predicted trends can differ: For the test cases considered in
this paper, some correlations predict a slug frequency that decreases
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monotonically with increasing superficial gas velocity (Schulkes, 2011;
Hill and Wood, 1990), whereas others predict opposite trends, either
monotonically increasing (Al-Safran, 2009; Jepson and Taylor, 1993)
or non-monotonic (Gregory and Scott, 1969; Heywood and Richardson,
1979; Zabaras, 2000). This reveals major difficulties in slug frequency
prediction.

The criteria a structure has to meet to be identified as a slug is cru-
cial for the comparison of the predicted or measured slug frequencies of
different researchers. Therefore, an idealized slug body was described
by Dukler and Hubbard (1975) already in 1975. However, in reality,
slugs get aerated remarkably, especially with increasing superficial
gas velocity (Andreussi et al., 1993; Gomez et al., 2000), and hence,
the slug liquid holdup is reduced significantly (Gregory et al., 1978;
Marcano et al., 1998; Abdul-Majeed, 2000). Considering buoyancy
effects and the fact that gas entrainment occurs mainly at the slug front
at the interface (Dukler and Hubbard, 1975), the liquid holdup is even
lower in the upper part of the slug body (Jepson and Taylor, 1993).
Hence, the shape of the liquid phase might be significantly distorted
compared to the idealized slug model and the gas–liquid interface is less
sharp/distinct (Yadigaroglu and Hewitt, 2017). Consequently, different
criteria have to be applied to identify slugs.
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As established above, these criteria for identifying slugs are crucial
for the comparison of slug frequencies determined by different inves-
tigations. However, detailed information about the applied criteria are
scarce in the literature: Gregory and Scott (1969), Jepson and Taylor
(1993), as well as Woods and Hanratty (1999), Woods et al. (2006)
identified slugs from pressure pulses but did not mention an exact
pressure difference or threshold that had to be surpassed by the slugs
to be counted. The latter two (Woods and Hanratty, 1999; Woods
et al., 2006) acknowledge the described difficulties and argue that
pressure pulses are the preferable method for slug detection because
the slug bodies get aerated and it becomes difficult to distinguish
waves and slugs by liquid level or liquid holdup at high superficial gas
velocities. Marcano et al. (1998), Gokcal et al. (2009), Al-Safran (2009),
and Zabaras (2000) utilized capacitance/conductance sensors to deter-
mine slug frequencies from liquid holdup, but also without clarifying
the exact criteria for a signal to be interpreted as a slug. Moreover,
two of these (Al-Safran, 2009; Zabaras, 2000) gathered slug frequency
data from the literature, and it is not clear, whether they considered
different measurement and calculation methods among their respec-
tive data sets. Another instrumentation was utilized by Heywood and
Richardson (1979), who measured the liquid holdup by means of the
𝛾-ray absorption method and then performed a power spectral density
(PSD) analysis to determine the most dominant frequency, which was
considered to be the slug frequency. El-Oun (1990) also utilized 𝛾-
rays to determine slug frequency, but the calculation method was not
described. In contrast, Hernandez-Perez et al. (2010) declared that a
liquid holdup larger than 0.7 is a common criteria for a slug structure
and cited Nydal (1991) as a reference. Instead of a fixed liquid holdup
threshold, Zhao et al. (2013) as well as Baba et al. (2017) applied a
variable threshold, namely the middle between the highest and lowest
measured liquid holdup in a time series. More recently, Soedarmo
et al. (2019) and Soto-Cortes et al. (2021) developed an automatic
threshold selection procedure based on liquid holdup probability den-
sity functions for pseudo-slug and slug flow, respectively. They applied
a two-threshold approach to identify slug front and tail, which then
enabled the calculation of slug length, and hence, slug liquid holdup.

Despite the known difficulties, only little attention has been paid
to the exact characteristics of common measurement and calculation
methods and their impact on the slug frequency. For high viscosity
fluids, Zhao et al. (2013) compared the slug frequencies derived by a
thresholding and a PSD method and found good agreement. However,
the comparison was limited to low superficial gas velocities, where aer-
ation is low and the shape of the plugs/slugs is more distinct compared
to higher superficial gas velocities. This leads to the questions how
different slug detection algorithms as well as the parameters used in
these methods affect the resulting slug frequency and how thresholding
methods compare to frequency analyses by means of PSD at higher
superficial gas velocities.

To shed more light on these questions, we simulated horizontal
slug flow at seven different superficial gas velocities with the open-
source software package OpenFOAM v1812. The numerical simulations
provide data for the whole 3D domain. Hence, they give insight into
areas that are hardly accessible by experiments. The spatially and
temporally resolved liquid volume fraction data enables us to apply and
compare different evaluation methods and criteria for the considered
test cases. Slug frequency is calculated in two steps: First, the liquid
level is estimated from the liquid volume fraction data. Four differ-
ent approaches are investigated herein. Second, the slug frequency is
calculated from the liquid level time series. Here, two fundamentally
different methods, namely frequency analysis via PSD and liquid level
thresholds, are considered. For the latter one, we conduct a thorough
sensitivity analysis of the thresholds that need to be defined for these
approaches.

The present work shows how the different calculation methods in-
fluence the slug frequency. This clarifies for which cases it is necessary
2

to know the exact criteria of how a slug frequency was determined,
Table 1
Properties of the fluids used in the numerical simulation.

Paraflex oil Nitrogen

Density [kg m−3] 816 10.8
Viscosity [m2 s−1] 9.6 × 10−6 1.62 × 10−6

Surface tension [kg s−2] 0.0286
Contact angle [◦ ] 72

Fig. 1. Simulated test points in the flow pattern map by Mandhane et al. (1974).

and for which part of the plug/slug flow regime the slug frequency
is robust and insensitive to the utilized methods. The investigations
help to judge slug frequency predictions from the literature that have
been determined with different methods and to choose appropriate
measurement and calculation methods for slug frequencies in future
research.

2. Simulation methodology

This section describes the general simulation set-up, the utilized
schemes, the boundary and initial conditions, as well as a mesh con-
vergence study. We consider the flow of Paraflex oil and nitrogen
through a horizontal pipe of inner diameter 𝐷 = 0.097 m and length
𝐿 = 305𝐷. The fluid properties prescribed in the numerical sim-
lations are summarized in Table 1. Seven different test cases are
onsidered. All test cases have the same superficial liquid velocity,
𝑠𝑙 = 1.87 m∕s, whereas the superficial gas velocity is different for
ach case: 𝑣𝑠𝑔 [m∕s] ∈ {0.35, 0.62, 1.12, 1.87, 2.5, 3.0, 4.0}. According to
he flow pattern map of Mandhane et al. (1974), they all lie within the
lug or slug flow regime, where the transition from plug to slug flow
ccurs at around 𝑣𝑠𝑔 = 0.75 m∕s for the considered liquid superficial
elocity 𝑣𝑠𝑙 = 1.87 m∕s, see Fig. 1.

For the numerical simulation, the open-source software package
OpenFOAM v1812 was used. From this package, the two-phase solver
interFoam was chosen, which is suitable for the transient simulation
of two incompressible, isothermal immiscible fluids. It is based on the
volume of fluid (VOF) method (Hirt and Nichols, 1981), which is a
numerical technique for tracking and locating the interface between
two fluids. Since the flow is turbulent, an unsteady Reynolds-averaged
Navier–Stokes (URANS) approach was applied. Menter’s shear stress
transport (SST) turbulence model (Menter, 1993) was employed to
close the system of equations.

For the spatial discretization of the pipe geometry, a block-structured
mesh was used, see Fig. 2. The refinement level needed for the nu-
merical simulations was determined by means of a grid study. In this
study, simulations with a superficial gas velocity of 0.63 m/s were
performed for eight different meshes. The results were compared to
each other with respect to slug frequency since this is the parameter

of interest in this paper. The mesh was refined separately in radial
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Fig. 2. Illustration of the considered geometry, mesh, and inlet boundary conditions.

Fig. 3. Comparison of slug frequency over distance to the inlet for different mesh
resolutions.

and longitudinal direction. In radial direction, two refinement levels
were considered: 𝑛𝑟 = 46 ∕𝐷 and 𝑛𝑟 = 54 ∕𝐷, where 𝑛𝑟 denotes the
number of cells per diameter. In longitudinal direction, four different
refinement levels were compared: 𝑛𝑙 [1 ∕m] ∈ {85, 100, 120, 150} with
𝑛𝑙 denoting the number of cells per meter in longitudinal direction. To
save computational costs, only a pipe length of 𝐿 = 165𝐷 instead of the
305 D was considered in the grid study, which is still sufficiently long
for the formation of slugs. Furthermore, only half of the pipe geometry
was simulated. For this, the computational domain was virtually cut
along the vertical symmetry plane in longitudinal direction (𝑦𝑧-plane).
A symmetryPlane boundary condition was applied to the new face,
which was treated like a slip boundary condition (no friction).

Fig. 3 shows the comparison of slug frequency over distance to the
inlet for the different mesh resolutions. One can see that the mesh
refinement in radial direction has hardly any influence on the resulting
slug frequency (compare the solid and dotted lines for each color). The
mesh refinement in longitudinal direction, on the other hand, leads to
increasing slug frequencies, at least for the first two refinement levels.
Nevertheless, grid convergence can be observed for 𝑛𝑙 = 120 ∕m and
𝑛𝑙 = 150 ∕m. Altogether, it can be concluded that a mesh resolution
with 𝑛𝑟 = 46 cells in radial and 𝑛𝑙 = 120 cells per meter in longitudinal
direction is sufficient.

For four selected meshes (1. 𝑛𝑟 = 46 ∕𝐷, 𝑛𝑙 = 85 ∕m; 2. 𝑛𝑟 =
46 ∕𝐷, 𝑛𝑙 = 100 ∕m; 3. 𝑛𝑟 = 54 ∕𝐷, 𝑛𝑙 = 85 ∕m; and 4. 𝑛𝑟 = 54 ∕𝐷, 𝑛𝑙 =
120 ∕m), additional simulations for the full geometry (i.e., the whole
cylinder) were performed to investigate the effect of simulating only
half of the pipe geometry and using symmetry boundary conditions.
The investigations showed that, for the coarser meshes, differences in
the resulting slug frequencies can be observed. Using the full mesh
leads to higher slug frequencies. Hence, it has a similar effect as a
grid refinement in longitudinal direction. For the most finest mesh
considered in this part of the study (𝑛𝑟 = 54 ∕𝐷, 𝑛𝑙 = 120 ∕m), these
differences become much smaller. In this case, the mean relative error
3

Table 2
Spatial discretization schemes used in the numerical simulation.

Scheme Method

Gradient Gauss linear
Laplacian Gauss linear corrected
Divergence Gauss van Leer/Gauss linear

of the slug frequency determined by the half mesh with respect to the
full mesh is less than 2.9 %.

A brief investigation of required computation time revealed that
the shape of the mesh (half or full cylinder) and the resolution in
radial direction had a significant impact on computational resources.
In contrast, increasing the resolution in longitudinal direction was less
demanding. Considering the results of the mesh convergence study and
the evaluation of computational resources, a mesh of half-cylindrical
shape with a resolution of 𝑛𝑟 = 46∕𝐷 and 𝑛𝑙 = 14∕𝐷 ≈ 144 ∕m was
used for the numerical simulations. The final calculations were run on
a high performance cluster using 24 processors for each simulation.
Depending on the prescribed superficial gas velocities, a simulation of
70 s took between one and four weeks (higher superficial gas velocities
were computationally more demanding).

For the time discretization, the implicit Euler scheme was used.
The time step size was adjusted automatically by limiting the Courant
number to 0.5. The total simulation time was 70 s. The schemes used for
the spatial discretization are summarized in Table 2. Regarding initial
conditions, at the start of the simulation, the pipe contains no liquid
and an initial velocity of 0 m/s is defined. On the pipe walls, no-slip
boundary conditions are applied. The inlet cross section was bisected
horizontally as shown in Fig. 2. The gas enters the pipe through the up-
per part, the liquid through the lower part of the inlet. To enhance slug
initiation, the inlet perturbation method by Schmelter et al. (2021a) is
used. In this approach, the secondary velocity components (parallel to
the inlet face) are changed over time. They are chosen randomly in
direction and amplitude, but only up to 20 % of the main component’s
amplitude. Since only the secondary velocity components are disturbed,
the total volume flux is not influenced. This approach enhances the
formation of slugs in the pipe, which is beneficial for computational
costs because the length of the domain can be reduced. Furthermore,
in Schmelter et al. (2021a) it is shown that the mean slug frequency at
downstream locations converges for different perturbation amplitudes.
Hence, it can be concluded that the inlet perturbations do not affect
the slug frequency in developed slug flow.

3. Extraction of liquid level time series from simulation results

To calculate the slug frequency 𝑓𝑠, the liquid level is analyzed.
According to Andritsos and Hanratty (1987), it is defined as the vertical
position of the gas–liquid interface relative to the inner pipe diameter in
the vertical centerline of the pipe cross section. This means that ‘‘liquid
level’’ refers to the dimensionless liquid level ℎ𝑙 = ℎ𝑑∕𝐷, where ℎ𝑑 is
the dimensioned liquid level, i.e., the height of the liquid–gas interface
in the middle of the pipe. However, determining the liquid level is not
trivial. In this section, we describe several methods to approximate the
liquid level.

3.1. Approximation of liquid level based on area-average of liquid volume
fraction

The liquid holdup 𝐻𝑙 at a fixed longitudinal position 𝑧 in the pipe is
calculated as the area-average of the liquid volume fraction 𝛼(𝑥, 𝑦, 𝑧, 𝑡)
for all time points 𝑡 as

𝐻𝑙(𝑧, 𝑡) =
1 𝛼(⋅, ⋅, 𝑧, 𝑡)𝑑𝐴 = 1 𝐷∕2 𝐷

𝛼(𝑥, 𝑦, 𝑧, 𝑡)𝑑𝑥𝑑𝑦. (1)

𝐴 ∫𝐴 𝐴 ∫−𝐷∕2 ∫0
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Fig. 4. Illustration of the probes used for the calculation of the liquid level ℎline
𝑙 .

Here, 𝐴 denotes the cross-sectional area of the pipe: 𝐴 = 𝜋(𝐷∕2)2,
where 𝐷 is the inner diameter of the pipe.

Under the assumption of a plain, horizontal interface between liquid
and gas, the liquid holdup 𝐻𝑙 is equivalent to the area of a circular
segment and can be used to approximate the liquid level ℎarea𝑙 by solving
the following equation iteratively:

𝐻𝑙(𝑧, 𝑡) = 𝑟2 arccos
(

1 −
ℎarea𝑙 (𝑧, 𝑡)

𝑟

)

− (𝑟 − ℎarea𝑙 (𝑧, 𝑡))
√

𝑟2 − (ℎarea𝑙 (𝑧, 𝑡) − 𝑟)2, (2)

where 𝑟 = 𝐷∕2 is the radius of the cross section. The liquid holdup
is a parameter that is often used in measurements to determine slug
frequencies (e.g., in Marcano et al. (1998), Heywood and Richardson
(1979), Gokcal et al. (2009), Zhao et al. (2013), Baba et al. (2017)).
By means of Eq. (2) such measurements of 𝐻𝑙 can easily be converted
into a corresponding liquid level ℎarea𝑙 . The conversion into ℎarea𝑙 allows
a better comparison with the liquid levels introduced in the following.

3.2. Approximation of liquid level based on line-average of liquid volume
fraction

Instead of averaging the liquid volume fraction over the whole
cross-sectional area 𝐴, in the following approach, it is only averaged
over the vertical centerline of the pipe cross section:

ℎline
𝑙 (𝑧, 𝑡) = 1

𝐷 ∫

𝐷

0
𝛼(𝑥 = 0, 𝑦, 𝑧, 𝑡)𝑑𝑦. (3)

To calculate ℎline
𝑙 numerically, 𝑁 = 39 probes are located equidistantly

with a distance of 𝐷∕(𝑁 + 1) = 𝐷∕40 to each other and to the walls,
see Fig. 4.

The liquid level is then approximated by:

ℎline
𝑙 (𝑧, 𝑡) = 1

𝑁 + 1

(

1.5
(

𝛼(0, 𝑦1, 𝑧, 𝑡)+𝛼(0, 𝑦𝑁 , 𝑧, 𝑡)
)

+
𝑁−1
∑

𝑖=2
𝛼(0, 𝑦𝑖, 𝑧, 𝑡)

)

, (4)

where 𝑦1 and 𝑦𝑁 are the outmost probe locations. These probes repre-
sent the distance between the probe and the wall of 𝐷∕(𝑁 + 1) plus
half of the distance to the next probe of 𝐷∕(2(𝑁 + 1)). Thus, they
cover 1.5 times more distance than the inner probes at locations 𝑦𝑖, 𝑖 =
2,… , 𝑁 − 1.

In a separated flow with a level interface, this would yield the liquid
level with a tolerance of the distance between the probes of 𝐷∕(𝑁 +1).
However, due to aeration of the liquid phase or liquid droplets in the
gas phase, the liquid level determined by this method can be lower or
higher than the actual liquid level. Bubbles and droplets that intersect
4

with one of the 𝑁 probes have a larger impact on the liquid level
determined by this method compared to the previous method based
on the liquid holdup.

To account for bubbles included in the liquid phase, which are
typical for slug flow, the following correction algorithm is proposed.
In a first iteration, ℎline𝑙 is calculated. In a second step, an auxiliary
liquid volume fraction 𝛼impr is calculated by setting all liquid volume
fraction values of probes located below ℎline𝑙 to one. Then, the average
of the auxiliary liquid volume fraction is calculated. Altogether, ℎimpr

𝑙
is determined similar to (4) using 𝛼impr instead of 𝛼:

ℎimpr
𝑙 (𝑧, 𝑡) = 1

𝑁 + 1

(

1.5
(

𝛼impr(0, 𝑦1, 𝑧, 𝑡) + 𝛼impr(0, 𝑦𝑁 , 𝑧, 𝑡)
)

+
𝑁−1
∑

𝑖=2
𝛼impr(0, 𝑦𝑖, 𝑧, 𝑡)

)

, (5)

where 𝛼impr(𝑦𝑖, 𝑧, 𝑡), 𝑖 = 1,… , 𝑁 , is given by

𝛼impr(𝑦𝑖, 𝑧, 𝑡) =
{

1 𝑦𝑖 ≤ ℎline𝑙 (𝑧, 𝑡).
𝛼(0, 𝑦𝑖, 𝑧, 𝑡) otherwise. (6)

In a truly separated flow, no bubbles occur and all probes below ℎline𝑙
automatically attain the value of one. In this case, ℎimpr

𝑙 = ℎline𝑙 . In case
of slug flow with a lot of aeration, on the other hand, ℎimpr

𝑙 > ℎline𝑙 .
Fig. 5 shows three plots of the liquid volume fraction over time at

the 𝑁 probes for three different superficial gas velocities: 𝑣𝑠𝑔 [m∕s] ∈
{0.35, 1.87, 4.0}. Each dot represents the liquid volume fraction (𝛼) of
the respective time and 𝑦-position. The higher the liquid volume frac-
tion, the darker the dot. A black dot represents the liquid phase (𝛼 = 1)
and a white one the gas phase (𝛼 = 0). Furthermore, the approximations
of the liquid level determined by the three different methods, ℎarea𝑙 ,
ℎline𝑙 , and ℎimpr

𝑙 , are shown. The time intervals were chosen to demon-
strate the representative characteristics of each method. In an ideally
separated flow, the interface and, therefore, the liquid level could be
determined unambiguously at the point of transition between alpha
values of zero and one. This is nearly the case for 𝑣𝑠𝑔 = 0.35 m/s, where
the phases are clearly separated. Hence, all three methods align well.
For 𝑣𝑠𝑔 = 1.87 m/s, on the other hand, significant differences between
the liquid level approximations can be observed at 14.6 s, where a
gas bubble is enclosed in the liquid phase. (Note that the shape of the
bubble is distorted and squashed by this visualization). In this case, ℎline𝑙
and ℎarea𝑙 both underestimate the liquid level, whereas ℎimpr

𝑙 is able to
predict it correctly. At around 14.52 s, droplets in the air lead to a slight
overestimation of the liquid level by ℎline𝑙 . This overestimation is further
increased by ℎimpr

𝑙 . For 𝑣𝑠𝑔 = 4.0 m/s, the aeration increases and the
differences between the averaging methods compared to ℎimpr

𝑙 become
more apparent: The averaging methods never capture the actual height
of the wave structure, whereas ℎimpr

𝑙 reproduces the shape of the wave
significantly better. At around 30.69 s, ℎimpr

𝑙 exhibits a downward peak
because the aeration/bubble is partly above ℎline𝑙 . This illustrates how
the aeration below ℎline𝑙 is added to ℎline𝑙 to yield ℎimpr

𝑙 .

3.3. Approximation of liquid level based on binary methods

The idea of this approach is to convert the continuous liquid volume
fraction field 𝛼 into a field of binary values (either 0 or 1) by means of
a threshold 𝜃bin. If 𝛼 > 𝜃bin, the fluid is counted as liquid. Otherwise, it
is considered as gas. The liquid level ℎbin𝑙 at time 𝑡 is then defined as
the highest 𝑦-position occupied by liquid:

ℎbin𝑙 (𝑧, 𝑡) = 1
𝐷

max{𝑦 ∈ [0, 𝐷]|𝛼(𝑥 = 0, 𝑦, 𝑧, 𝑡) > 𝜃bin}. (7)

Using the previously defined probes at locations 𝑦𝑖, 𝑖 = 1,… , 𝑁 , it can
be approximated as follows:

ℎbin𝑙 (𝑧, 𝑡) ≈ 1
𝐷

max{𝑦𝑖, 𝑖 = 1,… , 𝑁|𝛼(𝑥 = 0, 𝑦 = 𝑦𝑖, 𝑧, 𝑡) > 𝜃bin}. (8)

Fig. 6 illustrates this method for two different thresholds 𝜃bin = 0.5
and 𝜃 = 0.8. Similarly to Fig. 5, three plots are shown for 𝑣 =
bin 𝑠𝑔
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Fig. 5. Approximations of the liquid level by ℎarea
𝑙 , ℎimpr

𝑙 , and ℎline
𝑙 plotted in the liquid volume fraction field for 𝑣𝑠𝑔 = 0.35 m/s (left), 1.87 m/s (middle), and 4.0 m/s (right).
Fig. 6. Approximation of the liquid level by ℎbin
𝑙 for two different thresholds 𝜃bin= 0.5 and 𝜃bin= 0.8 plotted in the liquid volume fraction field for 𝑣𝑠𝑔 = 0.35 m/s (left), 1.87 m/s

(middle), and 4.0 m/s (right).
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0.35 m/s, 1.87 m/s, and 4.0 m/s, respectively, where the time interval
is again chosen to demonstrate the characteristics of the compared
methods. For low aeration with a clear interface (𝑣𝑠𝑔 = 0.35 m∕s),
the different thresholds 𝜃bin = 0.5 and 𝜃bin = 0.8 yield nearly the
same results. However, when the superficial gas velocity is increased,
individual droplets cause the ℎbin𝑙 to jump for 𝜃bin = 0.5. Because the
roplets usually have a low liquid volume fraction value, the graph
or 𝜃bin = 0.8 remains smooth and reproduces the shape of the liquid
tructure better. When the superficial gas velocity is increased further,
s shown in the plot with 𝑣𝑠𝑔 = 4 m/s, the number of spikes caused
y individual droplets increases for 𝜃bin = 0.5. In contrast, the graph
or 𝜃bin = 0.8 exhibits downward spikes because of aeration. However,
hile an individual droplet in the gas phase is sufficient to cause an
pward spike, an individual bubble in the liquid phase cannot cause
downward spike (because of the maximum used in the definition

f ℎbin𝑙 ). Therefore, the downward spikes that are typical for high
hresholds 𝜃bin occur more rarely and are less pronounced.

. Calculation of slug frequency from liquid level time series

The slug frequency is the number of slugs that passes a specific point
long the pipeline over a certain period of time (Al-Safran, 2009). In
his work, we considered a time interval of 50 s (the initial 20 s of the
5

H

imulation were omitted) and evaluated the slug frequency at position
= 300𝐷 downstream from the inlet. For the detection of slugs from

he liquid level time series, two different approaches are used. The first
ne is based on defining thresholds for slug detection, the second one
ses frequency analysis.

.1. Thresholds for slug detection

Soto-Cortes et al. (2021) and Soedarmo et al. (2019) applied a two
hreshold method to identify the slug front and slug tail, respectively.
his allows to calculate the slug length and suppresses double counting
f the same slug structure. For the present investigation, a similar
ethodology with two thresholds is applied. However, a simpler ap-
roach is used. This could be done because the thresholds discussed
erein are solely evaluated to determine slug frequency but not slug
ength. When the liquid level exceeds the upper threshold 𝜃up a slug is
ounted. The lower threshold 𝜃low makes sure that small fluctuations of
he liquid level do not lead to double counting of slugs.

hoice of upper threshold. The upper threshold 𝜃up defines the required
inimum liquid level of a structure to be identified as a slug. A typical

haracteristic of slugs is that the liquid phase occupies the whole cross
ection. Thus, for ideal slugs, the liquid level should increase to one.

bin impr
ence, for the methods that compensate aeration, like ℎ𝑙 and ℎ𝑙 ,
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Fig. 7. Visualization of 𝜃up and 𝜃low for exemplary cases.
an upper threshold 𝜃up=0.95 (i.e., a value close to 1) is chosen. On the
other hand, a much lower value for 𝜃up is needed for methods that do
not take aeration into account. To determine an appropriate value for
𝜃up for these methods, the aeration of the slugs is estimated by means of
slug holdup prediction methods from the literature. A review of several
methods is presented in Appendix A. If not stated otherwise, we use
the slug holdup prediction by Gomez et al. (2000). Eq. (2) is utilized to
convert the liquid holdup of the slugs into a corresponding liquid level.
As mentioned early on, not all researchers describe the exact method
how they calculated the slug frequencies. However, using liquid level
or liquid holdup thresholds as explained here appears to be a popular
method, see Hernandez-Perez et al. (2010), Baba et al. (2017), Zhao
et al. (2013), Fabre et al. (1995).

Choice of lower threshold. The lower threshold 𝜃low can be understood
as a threshold to identify the tail of a slug body. Bubbles or an uneven
liquid surface may cause the liquid level of a slug body to fluctuate
and cross 𝜃up several times. The lower threshold assures that these
fluctuations are still accounted to the same slug body until the liquid
level falls below 𝜃low. It is chosen as the value of the average liquid
level. As shown below in Section 5.1, this value is a good choice for
slug detection.
6

Fig. 7 illustrates the choice of upper and lower thresholds for ℎline𝑙
for four different cases. For each case, a slug structure is marked
with a red rectangle, and a plot of the liquid volume fraction of the
corresponding time interval is shown on the right. This illustrates the
fraction of liquid and gas inside the slug structure. For the case with a
superficial gas velocity of 0.62 m/s, four slug structures and one wave
at around 21.75 s can be visually identified. If the liquid level of a
slug structure fluctuates around 𝜃up, e.g., at 22.4 s, then 𝜃low prevents
double counting of slugs until the liquid level falls below 𝜃low. The
liquid volume fraction plot on the right hand side shows a slug structure
and the wave. It also shows that the fluid phases are well separated.

For the 2.5 m/s case, the liquid level does not exceed 𝜃up between
21.0 s and 21.5 s. However, the liquid volume fraction plot reveals
that the liquid phase is aerated and reaches the top of the pipe. This
demonstrates how aeration affects the calculated liquid level and why
𝜃up has to be adapted to the superficial gas velocity or slug holdup.
However, each slug is unique and may have a different shape and level
of aeration. Therefore, a certain 𝜃up might be too high to detect all slugs,
but too low to also count waves as slugs at the same time.

Comparing the liquid volume fraction plots on the right, one ob-
serves how aeration increases with higher superficial gas velocities. In
the plots of the liquid level time series (left picture), on the other hand,
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Table 3
Parameters used for the calculation of pwelch.

Parameter Value

Sampling frequency 400
Segment length 600
Overlap 0
Number of DFT points 6000

a change from relatively smooth curves to curves with a lot of peaks
and oscillations can be observed, indicating the transition from plug to
slug flow at a superficial gas velocity of around 1.12 m/s. This value
is in a similar range as the value predicted by the flow pattern map
of Mandhane et al. (1974), see Fig. 1.

4.2. Frequency analysis

Another approach to determine slug frequency from liquid level
time series is frequency analysis. It is, for example, applied in Hernandez
Perez et al. (2010), Knotek et al. (2016), Schmelter et al. (2021a).
One advantage of frequency analysis is that no thresholds need to be
chosen in advance. Furthermore, frequency analysis methods (like a
Fourier transform) are easy to apply. On the other hand, the most
dominant frequencies determined by these methods are not necessarily
the frequencies of the slugs, but only reflect the dynamics of the
interface between the different phases (Schmelter et al., 2021a; Knotek
et al., 2021).

In this paper, Welch’s PSD estimate (function pwelch in Matlab)
as applied to the liquid level time series at position 𝑧 = 300𝐷.
he function pwelch calculates the one-sided PSD estimate using
elch’s segment averaging estimator, see The MathWorks, Inc. (2019)

or details. Due to additional smoothing, it is more robust than a pure
ourier transform. Table 3 summarizes the parameters used for the
omputation of pwelch. In the simulation, data were saved every
.0025 s leading to a sampling frequency of 400 Hz. Hence, the segment
ength of the filter corresponds to a time interval of 1.5 s. The number
f points used in the discrete Fourier transform (DFT) corresponds to a
ime interval of 15 s.

. Results and discussion

In the following, we discuss the sensitivity of slug frequency to
ifferent slug detection algorithms as well as to the parameters used in
hese methods. In Section 5.1, the influence of thresholds on the slug
requency is investigated. Then, in Section 5.2, the effect of the predic-
ion of the liquid holdup in slugs is discussed. Finally, a comparison of
he different methods is presented in Section 5.3.

.1. Sensitivity of slug frequency to thresholds

As established above, a lot of slug detection algorithms use thresh-
lds to decide whether a structure is counted as slug or not. In the
ollowing, the sensitivity of the resulting slug frequency with respect
o these thresholds is presented.

In Fig. 8, the slug frequency determined from ℎarea𝑙 is plotted against
up. The solid lines represent the slug frequencies determined with 𝜃low
qual to the average liquid level, whereas the dotted lines show the
lug frequency determined with 𝜃low equal to 𝜃up, which is equivalent
o not utilizing a lower threshold. The circles on each solid curve mark
he thresholds based on the slug holdup estimation by Gomez et al.
2000). This estimation is described in detail in Appendix A. If a lower
hreshold 𝜃bin is used, one observes hardly any sensitivity to 𝜃up for the
ases in the plug flow regime, i.e., superficial gas velocities of 0.35 m/s
nd 0.62 m/s. The corresponding lines are close to constant for 𝜃up <
.95. On the other hand, for cases with higher superficial gas velocity,
he resulting slug frequency depends strongly on the choice of 𝜃 . Thus,
7

up
he choice of 𝜃up is crucial for the determination of the slug frequency.
ecause 𝜃up has to be larger than 𝜃low and 𝜃low is different for each
ase, the solid curves for each case are defined on different intervals.
he comparison of the dotted lines with the corresponding solid lines
xhibits the effect of utilizing a lower threshold. The lower threshold
lways reduces the determined slug frequency, which is particularly
ignificant for low superficial gas velocities. This is because the lower
hreshold prevents fluctuations of the liquid level of a slug body to be
ounted as slugs, see top picture in Fig. 7. Hence, a lower threshold is
ecessary to distinguish between several slug structures on one hand
nd fluctuations of the liquid level within one slug structure on the
ther hand. For ℎline𝑙 and ℎimpr

𝑙 (not shown here), similar observations
an be made as for ℎarea𝑙 . For ℎimpr

𝑙 , the key difference is that all slug
requencies are slightly increased, and, therefore, all curves are shifted
o the right.

In summary, the slug frequency is highly sensitive to 𝜃up. Further-
ore, 𝜃low is efficient to avoid the double counting of slugs due to

luctuations in the liquid level within one slug structure.
Fig. 9 shows the slug frequency determined from ℎarea𝑙 plotted

gainst 𝜃low to visualize the sensitivity of the slug frequency to 𝜃low.
he plotted intervals are not identical for each curve because 𝜃low has
o be lower than 𝜃up, and all curves are evaluated for different values of
up corresponding to the slug holdup predicted by Gomez et al. (2000).
he average liquid level of each case, which has been chosen as ‘‘default
alue’’ for the lower threshold in this paper, is marked with a dot on
ach curve. The chosen thresholds generally lie within an interval of
lmost constant slug frequency, especially for cases with either high
r low superficial gas velocity. The largest influence of 𝜃low on the
esulting slug frequency is observed for cases with medium superficial
as velocities 𝑣𝑠𝑔 [m/s] ∈ {1.12, 1.87, 2.5}. However, the influence is
till small compared to 𝜃up. This shows that small deviations of the
hosen 𝜃low have a low impact on the determined slug frequency. Again,
imilar trends are observed for ℎline𝑙 and ℎimpr

𝑙 , where ℎimpr
𝑙 generally

ields higher slug frequencies.
Table 4 shows how the slug frequency changes when the thresholds

low and 𝜃up are increased or decreased by 0.05. 𝜃low has the largest
mpact on the case with a superficial gas velocity of 1.12 m/s, where the
lug frequency is reduced by 17.9 %, when 𝜃low is reduced. In average
ecreasing or increasing 𝜃low by 0.05, changes the slug frequency by
5.2 % and +3.9 %, respectively.

In contrast, a deviation of the chosen 𝜃up by 0.05 increases or
ecreases the slug frequency by at least 33.9 % for cases with superficial
as velocities of 1.12 m/s or higher. In average, decreasing 𝜃up by 0.05
ncreases the slug frequency by 92.1 %, whereas reducing 𝜃up reduces
he slug frequency by 46.3 %. This shows that the choice of 𝜃up has a
arge impact on the resulting slug frequency, at least for the cases in the
lug flow regime (i.e., superficial gas velocity of 1.12 m/s and higher),
hereas the slug frequency is much less sensitive to 𝜃low.

Fig. 10 shows the sensitivity of the slug frequency with respect
o the binary threshold 𝜃bin used in ℎbin𝑙 . As a reminder, the slug
requencies from ℎbin𝑙 are all calculated with an upper threshold 𝜃up =
.95 since aeration is taken into account by ℎbin𝑙 . For each case, the slug
requency exhibits a decreasing trend for increasing 𝜃bin. Setting 𝜃bin =
.5 seems intuitive to separate the gas from the liquid phase. However,
s previously shown in Fig. 6, droplets in the gas phase may cause
ignificant fluctuations of ℎbin𝑙 for low values of 𝜃bin. For the cases with
elatively low superficial gas velocities (𝑣𝑠𝑔 [m/s] ∈ {0.35, 0.62, 1.12}),
lug frequency is almost equal for 𝜃bin = 0.5 and 𝜃bin = 0.8. Most cases
n the slug flow regime show a (light) dependency on 𝜃bin in this range,
resumably because droplets are less miscounted as slugs for higher
hresholds 𝜃bin. Therefore, a threshold 𝜃bin = 0.8 is chosen, and the
orresponding slug frequencies are marked with dots in the figure.

In Fig. 10, one can also observe that the slug frequency decreases
ith increasing superficial gas velocity and that the 𝑓𝑠-over-𝜃bin curves
o not cross each other. Only the 1.12 m/s case, which is close to the
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Fig. 8. Slug frequency 𝑓𝑠 over upper threshold 𝜃up for five selected test cases with and without utilization of lower threshold 𝜃low. The circles mark the chosen 𝜃up for these cases
and the respective slug frequencies.

Fig. 9. Slug frequency 𝑓𝑠 over lower threshold 𝜃low for five selected cases. The circles mark the chosen 𝜃low for these cases and their respective slug frequencies.

Fig. 10. Slug frequency 𝑓𝑠 over binary threshold 𝜃bin for all cases. The circles mark the chosen 𝜃bin for each case and the respective slug frequencies.
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Table 4
Respective impact of changing 𝜃low and 𝜃up by 0.05 on slug frequency.

𝑣𝑠𝑔 𝑓𝑠 𝑓𝑠(𝜃low) − 𝑓𝑠(𝜃low ± 0.05) 𝑓𝑠(𝜃up) − 𝑓𝑠(𝜃up ± 0.05)

−0.05 +0.05 −0.05 +0.05

[m/s] [1/s] [1/s] [%] [1/s] [%] [1/s] [%] [1/s] [%]

0.35 1.52 −0.04 −2.6 +0.02 +1.3 +0.02 +1.3 −0.0 −0.0
0.62 1.20 −0.02 −1.7 +0.06 +5.0 +0.06 +5.0 −0.08 −6.7
1.12 1.12 −0.20 −17.9 +0.10 +8.9 +0.38 +33.9 −0.66 −56.9
1.87 0.76 −0.06 −7.9 +0.04 +5.3 +0.42 +55.3 −0.28 −36.8
2.50 0.62 −0.04 −6.5 +0.04 +6.5 +0.48 +77.4 −0.4 −62.5
3.00 0.26 −0.00 −0.0 +0.0 +0.0 +0.78 +300.0 −0.16 −61.5
4.00 0.14 −0.00 −0.0 +0.0 +0.0 +0.24 +171.4 −0.14 −100.0

Average: −0.05 −5.2 +0.04 +3.9 +0.34 +92.1 −0.25 −46.3
Fig. 11. Slug frequencies determined from ℎarea
𝑙 with different slug holdup estimations.
plug-to-slug flow transition as observed in Fig. 7, is an exception to
both observations.

For superficial gas velocities of 2.5 m/s or larger, Fig. 8 revealed
that the slug frequency drops to 0 /s for 𝜃up = 0.95. This indicates that
ℎarea𝑙 never exceeds values of 0.95 for these cases. In contrast, Fig. 10
shows slug frequencies greater than 0 for 𝜃bin = 0.95 for all superficial
gas velocities. This shows that the liquid phase reaches almost the top
of the pipe, but aeration reduces the liquid level predicted by ℎarea𝑙 .

5.2. Sensitivity of slug frequency to liquid holdup prediction

As aforementioned, an estimation of the slug holdup is required to
calculate the slug frequency from ℎarea𝑙 and ℎline𝑙 , and we exemplar-
ily utilized the prediction by Gomez et al. (2000) in the previously
presented investigations. However, a variety of different slug holdup
estimations can be found in the literature. Some of them are briefly
presented in Appendix A, namely Gregory et al. (1978), Malnes (1982),
Ferschneider (1983), Andreussi et al. (1993), Marcano et al. (1998),
Gomez et al. (2000), and Abdul-Majeed (2000). Note that, the selection
of methods is based on the two review papers by Pereyra et al. (2012)
and Ibarra et al. (2019). To investigate how the choice of the slug
holdup correlation affects the resulting slug frequency, we calculated
the slug frequency from ℎarea𝑙 multiple times, each time with a different
𝜃up according to each slug holdup correlation. Fig. 11 shows the seven
different predictions of the slug frequency for the seven different slug
holdup correlations spanning a large range of slug frequencies.

Andreussi et al. (1993) predict a slug liquid holdup of 0.998 for
𝑣𝑠𝑔 = 0.35 m∕s (see Appendix A). A value of this magnitude can only
be achieved by ideal plugs/slugs so that it results in a slug frequency
of 0 /s in the simulation data. All other slug liquid holdup predictions
9

result in a similar slug frequency of about 1.5 (slugs) per second at
𝑣𝑠𝑔 = 0.35 m∕s. For 𝑣𝑠𝑔 = 0.62 m∕s, the slug frequency decreases to
values between about 1 and 1.35 (slugs) per second for all slug holdup
prediction methods. If the superficial gas velocity is further increased,
however, the slug frequencies do not show the same trend anymore,
but diverge and, hence, span a remarkable range. This is in line with
the observations made in Fig. 8 that the slug frequency is less sensitive
in the plug flow region, but aeration and lower slug liquid holdups
make slug frequency more sensitive to the upper threshold for higher
superficial gas velocities in the slug flow region. This is particularly
troublesome, when the upper threshold is based on other sensitive
quantities like the slug liquid holdup.

Summed up, Fig. 11 reaffirms that the thresholding methods are
highly sensitive to the chosen upper threshold (that is based on slug liq-
uid holdup estimations), especially in the slug flow region. This means
that two slug frequency predictions based on the same data set can
differ completely if thresholds based on different holdup estimations
are chosen.

5.3. Comparison of different slug frequency calculation methods

In previous sections, four different approximations of the liquid
level (Sections 3.1–3.3) as well as two methods to calculate the slug
frequency from the liquid level were described (Sections 4.1–4.2).
Therefore, eight combinations of liquid level approximations and slug
detection algorithms are possible. In Fig. 12, these eight slug frequency
predictions are plotted over the superficial gas velocity. The four liquid
level approximations (ℎbin𝑙 , ℎimpr

𝑙 , ℎarea𝑙 , ℎline𝑙 ) are discerned by different
colors, while the slug detection algorithms (thresholding and PSD) are
plotted in solid and dashed lines, respectively. For the thresholding
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Fig. 12. Comparison of evaluation methods with slug frequency prediction methods from literature.
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lgorithms utilizing ℎarea𝑙 and ℎline𝑙 , a variable upper threshold based on
he liquid holdup by Gomez et al. (2000) was applied, as described
arlier in Section 4.1. Conversely, a fixed upper threshold of 0.95 was
pplied for ℎbin𝑙 and ℎarea𝑙 because those two liquid level approximations
ompensate for aeration.

Furthermore, several slug frequency predictions from the litera-
ure (Al-Safran, 2009; Gregory and Scott, 1969; Heywood and Richard-
on, 1979; Jepson and Taylor, 1993; Schulkes, 2011; Zabaras, 2000)
re plotted by gray dotted lines with markers. For more details about
hese prediction methods, the reader is referred to Appendix B, where
he markers are assigned to their designated references.

Fig. 12 allows several observations: first, all eight determined slug
requencies exhibit a decreasing trend over superficial gas velocity and
lign well with each other in the plug flow regime, where aeration is
ow and high liquid levels are obtained over a sustained period of time.
n contrast, the slug frequencies determined by PSD and thresholding
ehave differently in the slug flow regime, and the differences increase
ith superficial gas velocity. At superficial gas velocities between 𝑣𝑠𝑔 =
.5 m∕s and 𝑣𝑠𝑔 = 4 m∕s, two groups can be recognized: The slug
requencies determined by the PSD show a generally increasing trend of
lug frequency over superficial gas velocity, whereas the thresholding
ethod results in a falling trend.

This first observation partly matches with the results reported
y Zhao et al. (2013). An important difference is that Zhao et al. (2013)
eported a good match between PSD and thresholding up to superficial
as velocities of 2 m/s, whereas we observed large discrepancies
etween the methods already for superficial gas velocities of 1.12 m/s.
owever, Zhao et al. (2013) performed their comparison for superficial

iquid velocities of 0.1 m/s, which, according to the flow pattern
ap shown in Fig. 1, shifts the plug-to-slug flow transition to higher

uperficial gas velocities. Hence, their results are in good agreement
ith the observations made in this study.

Second, the four PSD curves match each other closely, which implies
hat the considered methods of liquid level approximation is less rele-
ant for the slug frequency and that the simplest approximation may
uffice in this case. In contrast, the thresholding method obtains a wide
pread of slug frequencies for the different liquid level approximations.

And third, among the thresholding methods, the slug frequencies
ased on ℎbin𝑙 and ℎimpr

𝑙 match closely, which are the two approxi-
ations that compensate for aeration and aim to detect the highest
oint of the liquid phase. In contrast, ℎarea𝑙 and ℎline𝑙 , which are based
n averages of the liquid volume fraction, both yield different results
ompared to the other methods. These deviations can be explained by
he inconsistent predictions of the liquid holdup from the literature, see
ig. 11.
10
The thresholding methods aim to identify actual slug structures,
hile the PSD is only able to identify dominant structures, but it

s not clear whether these dominant structures are indeed slugs or
nly waves. It is a well-known drawback of methods based on fre-
uency analysis that they cannot clearly distinguish between waves
nd slugs (Schmelter et al., 2020; Knotek et al., 2021; Schmelter
t al., 2021b). The slug frequency based on thresholding of ℎbin𝑙 is not

expected to underestimate the slug frequency, because a single probe
located at 𝑦 ≥ 0.95𝐷 measuring a liquid volume fraction of ≥ 0.8 (see
ection 3.3) is sufficient to trigger a slug being counted. Therefore, we
ssume that the thresholding methods for ℎarea𝑙 and ℎline𝑙 , and especially
he PSD method (for all four liquid level approximations) overestimate
he slug frequency in the slug flow regime. This shows that the height
f the liquid structure cannot reliably be determined either by PSD or
iquid holdup. Hence, the methods that aim to detect the top of the
iquid phase, i.e., ℎbin𝑙 and ℎimpr

𝑙 , are less susceptible to aeration and
erform best.

Another observation in Fig. 12 is made by comparing the calcu-
ated slug frequencies with predictions from literature. Among the
redicted slug frequencies, the values and trends of slug frequencies
iffer remarkably. Monotonic increasing, monotonic decreasing, as well
s non-monotonic slug frequency predictions can be found in the
iterature. For example, the prediction by Heywood and Richardson
1979) exhibits a non-monotonic trend and is based on slug frequencies
erived by PSD, which is in line with our results. The slug frequency
redictions also reveal a high uncertainty throughout the shown inter-
al, where slug frequencies range from 0.25 to 1.25 slugs per second,
or instance at the slug-to-plug flow transition. For medium superficial
as velocities (0.65 m/s ≤ 𝑣𝑠𝑔 ≤ 2.5 m/s), our results lie within
he range of predicted slug frequencies. Of note, many slug frequency
redictions are based on mixed data published or provided by several
ndividual research teams. One can readily see that the average of our
ight calculated slug frequencies would fit in the predictions very well.

. Conclusions

Difficulties in slug frequency prediction have been observed in the
iterature. Possible reasons are the random and unsteady nature of
lug flow, the large variety of parameters that influence slug frequency
s well as inaccurate liquid holdup measurements, e.g., by tomogra-
hy (Olbrich et al., 2021b). However, also the approaches used to
etermine the holdup or liquid level in the pipe as well as the methods
sed to calculate the slug frequency have an influence on the resulting
lug frequency.

To assure that the applied method is feasible to determine the slug
requency, researchers often verify their approach by comparison with
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visual observations. However, human perception is also prone to error,
especially for fast movements. The slugs passing by create droplets or a
liquid film on the inner side of the glass viewing section, which further
hinders observation. Van Hout et al. (2003) stated that even image
processing with the help of video cameras is of limited use because the
gas–liquid interface is hard to detect for highly aerated slugs. Soedarmo
et al. (2019) and Soto-Cortes et al. (2021) proposed objective methods
to avoid arbitrary parameter selection in slug detection.

However, besides Zhao et al. (2013), who compared slug frequen-
cies determined with thresholding against those determined by PSD,
little attention has been paid to the influence and bias of different
calculation methods. Such a comparison is provided in this paper.

To apply different slug frequency calculation methods to the same
data set, seven different superficial gas velocities at constant super-
ficial liquid velocity (𝑣𝑠𝑙 = 1.87 m∕s) and constant diameter (𝐷 =
0.097 m) were simulated with OpenFOAM v1812. Four approximations
of the liquid level were applied, including ℎarea𝑙 , which is equivalent
to evaluating the liquid holdup as often done in experiments. Then,
two different approaches were followed to calculate the slug frequency
from the liquid level approximations, namely the thresholding and
frequency analysis approach. Therefore, a total of eight combinations
of liquid level approximation and slug frequency calculation methods
were investigated and following observations were made:

1. In the plug flow regime, the plugs show a clear defined shape,
the plug liquid holdup is close to one by definition (Yadigaroglu
and Hewitt, 2017), and all methods yield similar slug frequen-
cies. Deviations of the slug frequency among the methods are
much smaller than in the slug flow regime.

2. The PSD is not sensitive to the method of liquid level determina-
tion. However, only the dominant structures are analyzed and,
hence, it is not feasible to distinguish between slugs and waves.

3. In the slug flow region, slugs get aerated with increasing super-
ficial gas velocity. Because each method is affected by aeration
differently, the methods result in different slug frequencies.
Moreover, when approximating the liquid level by ℎline𝑙 or ℎarea𝑙 ,
an estimation of the aeration or slug liquid holdup is required,
which significantly increases the uncertainty of the prediction.

4. The presented binary methods overcome the problem of adapt-
ing the threshold to the degree of aeration. However, they
have the disadvantage that droplets in the gas phase might be
miscounted as slugs.

5. The proposed ℎimpr
𝑙 also accounts for aeration and represents the

liquid level better than the other methods. However, it requires
detailed knowledge about the liquid volume fraction field data.

Without knowing the exact level of aeration, the height of the
aves/slugs cannot be reliably determined from the liquid holdup.
herefore, the methods aiming to directly detect the top of the liquid
hase, i.e., ℎbin𝑙 and ℎimpr

𝑙 , performed better in slug detection, especially
n distinguishing slugs from waves. Since PSD and liquid holdup both
ail to reliably distinguish aerated slugs from waves, methods that can
etect whether the liquid structure breaches to the top of the pipe, like
impr
𝑙 , are recommended to identify aerated slug structures. Altogether,
he paper reveals that the choice of the evaluation method has a signif-
cant impact on the resulting slug frequency, especially in the slug flow
egion. This insight is necessary to judge and compare slug frequencies
etermined by different research teams utilizing different calculation
ethods. Furthermore, it helps to choose calculation methods for future

esearch and emphasizes the necessity of standardized slug counting
riteria for highly aerated slugs.

To gain further insight into the influence of slug counting criteria
n slug frequency, more data with different superficial liquid velocities,
iameters, and fluid properties is required. While numerical simulations
rovide a detailed view of the whole flow field for individual cases,
xperimental setups are recommended to generate results for a large
ariety of flow conditions. Furthermore, experiments could validate the
ehavior of the presented slug detection algorithms for measured data.
11
RediT authorship contribution statement

F. Webner: Conceptualization, Methodology, Software, Validation,
ormal analysis, Investigation, Visualization, Writing – original draft. J.
olansky: Software, Writing – review & editing. S. Knotek: Software,
riting – review & editing. S. Schmelter: Conceptualization, Method-

logy, Software, Validation, Formal analysis, Investigation, Writing –
riginal draft, Supervision.

eclaration of competing interest

The authors declare that they have no known competing finan-
ial interests or personal relationships that could have appeared to
nfluence the work reported in this paper.

ata availability

Data will be made available on request.

cknowledgments

This work was supported through the Joint Research Project ‘‘Mul-
iphase flow reference metrology’’. This project has received funding
rom the EMPIR programme co-financed by the Participating States
nd from the European Union’s Horizon 2020 research and innovation
rogramme.

ppendix A. Review of several slug liquid holdup prediction meth-
ds from the literature

In the literature, a variety of different correlations for the prediction
f the liquid holdup in slugs can be found. In Pereyra et al. (2012),
barra et al. (2019), several of these methods are reviewed. In the
ollowing, we briefly introduce a few of these correlations, for which
he parameter range is appropriate for the test cases considered in this
aper.
Gregory et al. (1978) considered two-phase flow through pipes with

nternal diameter 𝐷 = 25.8 mm and 𝐷 = 51.2 mm. The fluids
nvestigated by them (light oil with a viscosity of 𝜇𝑙 = 7 ⋅ 10−3 Pa s and
ir) had similar fluid properties as the ones considered in this paper.
hey derive the following correlation for the liquid holdup in slugs:
Gregory
𝑙𝑠 = 1

1 +
(

𝑣𝑚
8.66

)1.39
, (A.1)

where 𝑣𝑚 = 𝑣𝑠𝑙+𝑣𝑠𝑔 denotes the mixture velocity. In Ibarra et al. (2019),
it is stated that even though this correlation is purely based on mixture
velocity and does not take into account any other parameters (like pipe
diameter or fluid properties), it nevertheless yields reasonable results
over a wide range of conditions.

Malnes (1982) evaluated the same data set as Gregory et al. (1978)
and proposed a new method by including the influence of gravitation,
liquid density, and surface tension into the correlation of Gregory et al.
(1978):

𝐻Malnes
𝑙𝑠 = 1 −

𝑣𝑚

83
(

𝜎𝑔
𝜚𝑙

)0.25
+ 𝑣𝑚

, (A.2)

here 𝜎 is the surface tension, 𝑔 is the standard gravity, and 𝜚𝑙 is the
ensity of the liquid phase.
Ferschneider (1983) evaluated a data set obtained from experiments

t 1500 kPa with a natural gas-condensate flow in a large diameter
orizontal pipe. Ferschneider developed the following expression for
lug liquid holdup:

Ferschneider
𝑙𝑠 = 1

[

1 +
(

F̂r𝑚Bo0.1
)2]2

. (A.3)
25



International Journal of Multiphase Flow 158 (2023) 104278F. Webner et al.

H
r

F

w

d
i
o
n
d

𝐻

Fig. A.1. Slug liquid holdup correlations from literature. The markers indicate the test cases considered in this paper.
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ere F̂r𝑚 and Bo denote the mixture Froude number and Bond number,
espectively:

r̂𝑚 =
𝑣𝑀

√

𝑔𝐷(1 − 𝜚𝑙∕𝜚𝑔)
, Bo =

(𝜚𝑙 − 𝜚𝑔)𝑔𝐷2

𝜎
, (A.4)

with density of the gas phase 𝜚𝑔 .
Andreussi et al. (1993) investigated air–water flow for three different

pipe diameters: 𝐷 = 18 mm, 𝐷 = 50 mm, and 𝐷 = 90 mm. They derived
the following correlation, which takes gas and liquid density as well as
surface tension into account:

𝐻Andreussi
𝑙𝑠 = 1 −

Fr𝑚 − 𝐹0
Fr𝑚 + 𝐹1

. (A.5)

Here, Fr𝑚 denotes the mixture Froude number, given by

Fr𝑚 =
𝑣𝑚

√

𝑔𝐷
. (A.6)

Furthermore, the coefficients 𝐹0 and 𝐹1 are defined as

𝐹0 = max
{

0; 2.6
[

1 − 2
( 0.025

𝐷

)2]}

, 𝐹1 = 2400Bo−3∕4, (A.7)

here Bo denotes the Bond number as given in Eq. (A.4).
Marcano et al. (1998) considered the flow of kerosene (𝜇𝑙 = 1.6 ⋅

10−3 Pa s) and air through a pipe with inner diameter 𝐷 = 77.9 mm.
They propose the following correlation:

𝐻Marcano
𝑙𝑠 = 1

1.001 + 0.0587 𝑣𝑚 + 0.0118 𝑣2𝑚
. (A.8)

Gomez et al. (2000) considered a variety of different diameters
(𝐷 = 51 mm, 𝐷 = 76 mm, 𝐷 = 178 mm, and 𝐷 = 203 mm), pipe
inclinations (horizontal, inclined, and vertical pipes), liquids (water,
kerosene, diesel, and light oil; the latter one within the following range
of viscosities: 𝜇𝑙 = 1…6.5 ⋅ 10−3 Pa s), and gases (air, Freon, and
nitrogen). For horizontal pipes, they propose the following correlation:

𝐻Gomez
𝑙𝑠 = 𝑒−2.48⋅10

−6 Reslg , (A.9)

where Re𝑠𝑙𝑔 = 𝜚𝑙𝑣𝑚𝐷
𝜇𝑙

denotes the liquid slug Reynolds number.
Abdul-Majeed (2000) also investigated a wide range of different

iameters between 𝐷 = 25.8 mm and 𝐷 = 203 mm. His correlation
s based on data for several liquids (water, kerosene, diesel, and light
il with viscosity 𝜇𝑙 = 1…7 ⋅ 10−3 Pa s) and gases (air, Freon, and
itrogen). The correlation takes viscosity into account, but not the
ensity of the fluids. For horizontal pipes, it is given by:

Abdul−Majeed = 1.009 − 𝐶𝑎 𝑣𝑚, 𝐶𝑎 = 0.006 + 1.3377
𝜇𝑔 . (A.10)
12

𝑙𝑠 𝜇𝑙
Comparison of the slug liquid holdup prediction methods. In Fig. A.1,
ll the above described slug liquid holdup correlations are plotted for
uperficial gas velocities between 0 and 7 m/s. All correlations show
decrease of the liquid holdup in slugs for increasing superficial gas

elocities. However, the predicted slope of the decrease differs signifi-
antly for the different methods. This leads to different predictions of
he slug frequency for the test cases considered in this paper depending
n which prediction method for the slug liquid holdup is used. Pereyra
t al. (2012) fitted the free parameters of these methods to a large,
ommon data set to improve the accuracy. This leads (as expected)
o much less spread between the different methods. For the present
ork, however, the original correlations are employed to illustrate the

ensitivity of the slug frequency to slug holdup data that can be found
n the literature.

ppendix B. Review of several slug frequency prediction methods
rom the literature

In the following, several slug frequency prediction methods are
eviewed and compared to each other. In Section 5.3, these predictions
re also compared with the slug frequencies determined by numerical
imulations.
Gregory and Scott (1969) developed one of the earliest slug fre-

uency prediction correlations, and it is still frequently cited. They
nvestigated a carbon dioxide–water flow through pipes of 1.91 cm and
.51 cm internal diameter at atmospheric pressure and 25 ◦C. Slugs
ere counted by measuring pressure pulses and by visual observation.
he data points were plotted and a best fit line approach was utilized.
he final correlation is given as:

Greg.−Scott
𝑠 = 0.0226

[

𝑣𝑠𝑙
𝑔𝐷

(

19.75
𝑣𝑚

+ 𝑣𝑚

)]1.2
s−1, (B.1)

where 𝑣𝑚 is the mixture velocity. It should be noted that units are com-
only omitted in slug frequency formulas. For example in Eq. (B.1),
9.75 m2

s2 instead of 19.75 would be physically correct.
Heywood and Richardson (1979) applied the method by Gregory

and Scott (1969) and tuned it on their experimental data of a 4.2 cm
internal diameter pipe. They determined the slug frequency by the
means of a PSD analysis. The resulting correlation is:

𝑓Heyw.−Rich.
𝑠 = 0.0434

[

𝑣𝑠𝑙
𝑣𝑚

(

2.02
𝐷

+
𝑣2𝑚
𝑔𝐷

)]1.02

s−1. (B.2)

Jepson and Taylor (1993) studied general flow characteristics and
flow patterns of a large diameter pipe with 30 cm internal diameter.
They combined their data with experimental data of Nicholson et al.
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Fig. B.1. Slug frequency predictions from literature. The markers indicate the test cases considered in this paper.
1978), who investigated 2.54 cm and 5.12 cm internal diameter
ipes. Jepson and Taylor (1993) found the following correlation:
Jeps.−Tayl.
𝑠 =

𝑣𝑠𝑙
𝐷

(

7.59 × 10−3𝑣𝑚 + 0.01
)

s−1. (B.3)

Zabaras (2000) compared existing slug frequency prediction meth-
ds to a data set of 399 data points. 194 of those data points were
ollected from published literature that covered internal diameters
anging from 2.54 cm to 20.32 cm. Slug frequency data of various
luid properties were included in the data set and the inclination angle
as varied between 0◦ and 11◦. Zabaras (2000) adapted the approach

rom Gregory and Scott (1969) to the collected data and found the
ollowing correlation:

Zabaras
𝑠 = 0.0226

[

𝑣𝑠𝑙
𝑔𝐷

(

19.75
𝑣𝑚

+ 𝑣𝑚

)]1.2
(0.836+2.75 sin0.25(𝛾)) s−1, (B.4)

where 𝛾 is the inclination angle. For an inclination of 0◦, as discussed
in this paper, Eq. (B.4) yields:

𝑓Zabaras
𝑠 = 0.0189

[

𝑣𝑠𝑙
𝑔𝐷

(

19.75
𝑣𝑚

+ 𝑣𝑚

)]1.2
s−1. (B.5)

Al-Safran (2009) analyzed 230 data points published in literature
(where the internal diameters ranged between 2.5 cm and 20.3 cm) to
develop a new slug frequency prediction method:

𝑓𝐴𝑙−𝑆𝑎𝑓𝑟𝑎𝑛
𝑠 = 𝑣1.53𝑙 exp(0.8 + 0.27

(𝑣𝑔 − 𝑣𝑙
𝑣𝑚

)

− 34.1𝐷) s−1, (B.6)

where 𝑣𝑙 and 𝑣𝑔 are the actual liquid velocity and gas velocity, respec-
tively. To calculate the actual velocities of the fluids, the occupied cross
section of each phase is required. The procedure by Taitel and Dukler
(1976) is utilized to calculate the liquid level and the gas and liquid
velocity.

Schulkes (2011) investigated the influence of several parameters on
slug frequency. Published data with a total of about 1200 data points
were used. He found that fluid properties like density and viscosity can
be neglected for turbulent flow, but should be considered for laminar
flow. Furthermore, he found no significant correlation between pres-
sure and slug frequency. Schulkes (2011) developed a new correlation
based on the collected data:

𝑓Schulkes
𝑠 = 0.016

𝑣𝑠𝑙
𝐷

(

2 + 3
𝑣𝑠𝑙
𝑣𝑚

)

. (B.7)

Eq. (B.7) is for horizontal and turbulent flow. For laminar flow, typi-
cally fluids with high viscosity, and/or inclined pipes, correction factors
13

can be applied.
Comparison of the slug frequency prediction methods. Fig. B.1 shows
the described slug frequency prediction methods from literature for
horizontal flow at a superficial liquid velocity of 1.87 m/s and an
internal diameter of 0.097 m. The slug frequency 𝑓𝑠 is plotted against
superficial gas velocity 𝑣𝑠𝑔 . The markers refer to the flow conditions
considered in this paper.

Even though one would expect an equal or similar slug frequency at
same flow conditions, a large range of slug frequencies is covered by the
different prediction methods. Several different trends can be observed:
The methods by Jepson and Taylor (1993) and Al-Safran (2009) ex-
hibit a monotonically increasing trend, whereas the curve by Schulkes
(2011) decreases monotonically. The prediction methods by Heywood
and Richardson (1979) and Zabaras (2000) are inspired by Gregory and
Scott (1969). Hence, these three methods show a similar trend, with a
local minimum between 2 m/s and 3 m/s. Further analyses, differences
and similarities of different slug frequency prediction methods from the
literature can be found in Webner (2021).
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