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Abstract—This paper presents, describes and evaluates
the Machine Learning Performance Monitor (MLPM),
an innovative Machine Learning (ML) approach to fore-
cast and extrapolate the performance of several network
features (e.g., latency, throughput) in a Multipath TCP
(MPTCP) subflow pool. MLPM uses linear regression to
predict the performance of network features along with
Artificial Neural Network linear classifier to choose the
best subflow (i.e., network path) capable of delivering the
best performance to a given set of the network features.
Results show that MLPM delivers better performance in
terms of throughput and latency compared to existing
schemes as it improves the MPTCP scheduler perfor-
mance.

Keywords—Linear regression, Machine Learning, Mul-
tipath TCP, supervised learning, neural network

I. INTRODUCTION

When Marshall McLuhan [1], in 1964, anticipated the
idea of an interconnected society in a "Global Village"
or, even earlier, when Nikola Tesla [2], in 1926, made
his amazingly accurate predictions about the use of
wireless technology and the Earth converted to a "huge
brain", most certainly they were visionaries but even
their wildest dreams were overcome by the Internet
growth and its widespread use.

According to [3], the number of Internet users has
grown from 16 million users 0.4% of the world popu-
lation (in December 1995) to approximately 4.54 billion
users or 58.8% of the world population (in June 2019),
and the demand for Internet services increased in size
and diversity. For instance, the video share of global
traffic, as stated by [4], [5] went from roughly 16%
in 2016 to an estimated 80% in 2020, meaning 320
exabytes per month. Additionally, technologies such as
Virtual Reality (VR), now supporting a wide spectrum
of applications in the military [6], education [7] and
healthcare [8], anticipates an escalation in such de-
mands.

Several technologies have been proposed to ad-
dress such stringent demands. 5G technology can of-
fer 300 Mbps in dense areas and 1Gbps/500Mbps

(download/upload) in indoor ultra-high broadband net-
works [9]. Moreover, emerging technologies, such as
Software-Defined Networking (SDN) [10], Network
Functions Virtualisation (NFV) and networking slicing
[11] can help dynamize how the infrastructure is de-
ployed, scaled and distributed across multiple locations.

This paper explores one of these technologies,
MPTCP, which extends the Transmission Control Pro-
tocol (TCP) typical functionalities and allows commu-
nication to be established over multiple paths concur-
rently and transparently [12]. This implies that when
the application layer requests connections from the
transport layer, MPTCP manages these demands and
establishes one or more connections through the net-
work layer with no impact on the Open Systems Inter-
connection (OSI) model.

These concurrent TCP sessions working in parallel
are known as MPTCP subflows [12], [13], [14]. The
scheduler responsible for managing the subflows oper-
ation implements several algorithms (e.g., round-robin
[12], RTT aware [15], congestion-based) commonly
found in typical TCP implementations.

To enhance MPTCP’s performance, we propose
MLPM, an innovative machine learning-based ap-
proach that forecasts the performance of the subflows’
features (e.g., latency, throughput) and classifies the
subflow pool accordingly. To do so, MLPM deploys a
linear regression technique to analyse and extrapolate
the features’ performance of each subflow and uses
an Artificial Neural Network (ANN) linear classifier
to arrange the different subflows in order to achieve
improved performance. MLPM can be of great help
to applications requiring, for example, latency manage-
ment, network congestion avoidance and special traffic
prioritisation.

The rest of this paper is organised as follows. Section
II surveys some related work. Section III describes
MLPM’s architecture and machine learning approach.
Section IV depicts the testbed implementation and as-
sessment results. Finally, Section V concludes the paper



and suggests future work.

II. RELATED WORKS

In the next subsections, we first give an overview
of MPTCP and then present some of the Machine
Learning (ML) approaches that were designed for net-
working.

A. MPTCP

As described in [12], [14], MPTCP is used to
enable data transport over multiple paths (subflows)
concurrently and transparently, and ensures that the
basic operation of TCP sessions are used to establish
the subflows. This policy is important to guarantee
that subflows behave as regular TCP sessions and,
consequently, preserve network compatibility. Also, by
keeping the interaction between OSI layers unaltered,
MPTCP can be seamlessly integrated into the OSI
model and suffer from no interference of middleboxes
(e.g., firewalls, routers).

Fig. 1 illustrates how the expansion of the TCP stack
[16] helps MPTCP to keep the compatibility with the
upper layers (application layers) and the lower layers
(network layers) of the OSI model.

Fig. 1: Standard TCP and Multipath TCP (MPTCP)

This technology is extensively explored by the the
Internet Engineering Task Force (IETF) in [12] cov-
ering several aspects such as architectural guidelines
for MPTCP development and use cases to support the
community.

Differently of a single-path transport protocol (which
can be undoubtedly impacted by the conditions found
on that pathway), in the MPTCP technology the flow
of information can be distributed or shifted between the
available subflows with better delivery conditions (e.g.,
lower packet loss and/or latency, higher throughput).

By doing so, MPTCP can mitigate some of the
problems found in single-path technologies. However,
a multipath transport protocol poses quite a challenge
concerning optimisation of the intrinsic resources of

multipath transmissions and the proportional complexity
increment coming from the number of paths available.

To mention just multipath-related congestion control
alternatives (one of the most important components for
MPTCP design), [17] presents an extensive study of
congestion control mechanism approaches and exem-
plifies the number of distinct algorithms and different
levels of complexity for this topic. Those algorithms’
metrics include, but are not limited to, Round-Trip
Time (RTT), throughput, TCP window size, loss rate,
bandwidth and other features.

Similarly, [18] evaluates some MPTCP scheduling
algorithms - also one of the most important compo-
nents for MPTCP design. Working in a complementary
manner to congestion control, the scheduling algorithms
distribute packets on multiple subflows based on their
congestion window size. In [18] the author also cover
the impact of different metrics on the performance
of widely deployed scheduling algorithms. However,
no approach uses any type of forecasting scheme as
proposed in this paper.

B. ML in networking

ML techniques are used in a broad range of applica-
tions and areas and networking technologies are not an
exception. ML can support several types of networking
applications, e.g., route measurement, traffic prediction
and job scheduling [19]. Several distinct approaches
can be applied in all distinct levels of network infras-
tructure or architecture: from how infrastructure should
be deployed (e.g., regional allocation based on traffic
prediction) to low-level applications (e.g., throughput
prediction).

Another technique presented in [20] offers a superior
throughput prediction scheme to help select the best
initial bitrate and the midstream adaptation settings
for video streaming. For that, the authors examined
several prediction models (such as harmonic mean of
past measurements and a time series technique known
as auto-regressive technique), and proposed an offline
clustering approach that considers measurements of
previous sessions to identify current sessions that are
likely to experience similar throughput patterns.

In [21], the authors propose a new congestion control
architecture based on live experimental evidence by
sending packets for a period of time and verifying the
results of these transmissions (e.g., loss or latency).
The proposed algorithm runs several micro-experiments
continuously, using different rates/configurations and
examines the empirical results to identify the one with
the highest transmission rate using an online learning
algorithm.

In [22], the authors evaluate the historical data sam-
ples from specific network features (in this case, RTT



and interarrival Acknowledgement (ACK)) as a way
to define the most appropriate TCP congestion size.
This type of approach, commonly referred to as feature
engineering process, was used to develop a congestion
control mechanism that can adjust itself to the network
environment under scrutiny - instead of using a fixed
policy.

These solutions are similar to the proposed solution
in this paper. However, they are distinct in terms of
the methodology used. As described in more details in
Section III, MLPM uses a reduced dataset captured in
real-time (performance tracking of specific networking
features during operation) and uses a simplified linear
regression algorithm (slope only evaluation) to analyse
these specific features.

It is important to highlight that this analysis runs over
the reduced data periods of a time series and avoids
long time series that would result in values operating
by average and low variation. The linear regression
was chosen due its low complexity (when compared
to more sophisticated algorithms such as ARIMA) and
can be used in this near real-time operation with lower
overhead.

The results of the linear regression analysis are then
fed to a linear classifier that applies an ANN classifi-
cation to select the subflow that meets the application’s
requirements. Also here the linear classifier computation
is reduced due to the typical lower number of neurons
(an input layer representing the subflows features, a
hidden layer for subflow classification and output layer
the evaluate the classification) and lower number of
features typically analysed.

III. MLPM

MLPM main contribution is its ML approach to fore-
cast the subflows’ performance by using linear regres-
sion and classify the results through the use of an ANN
classification to select the best subflow that satisfies
a "feature x weight constraint" (detailed explained in
subsection III-B). Through this ML approach, MLPM
seeks to outperform the other algorithms used as a
comparison (Default MPTCP NS-3 implementation and
RTT-aware Packet Delivery Prioritisation Algorithm
(RDPA) [15]).

Figure 2 shows how MPTCP is extended with two
basic MLPM blocks. The MLPM algorithm description
follows a modified version of the machine learning
for networking basic workflow described in [19] and
summarised here:

•Problem formulation: the performance of a sub-
flow’s feature must be predicted in real-time, and the
time series representing its behaviour must be small to
guarantee that the memory and processing capabilities
needed have a small footprint and process overhead.
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Fig. 2: MLPM block architecture

•Data collection: MLPM algorithm probes the
MPTCP implementation and captures the subflows’
features behaviour in real-time, which is used as the
performance history data represented as a time series.

•Data analysis: MLPM algorithm will extract the
latency and throughput features for analysis and perfor-
mance prediction.

•Model construction: first, a simplified linear regres-
sion (slope evaluation) is used for predicting a feature’s
behaviour trend (see Subsection III-A for more details).
Afterwards, a linear classifier based on these predictions
is applied to choose the most suitable subflow (see
Subsection III-B).

•Model validation: MLPM algorithm will be com-
pared to two algorithms: an algorithm used by Linux for
the MPTCP implementation and a basic round-robin
algorithm.

•Deployment and inference: MLPM algorithm is
implemented as one scheduler in the MPTCP imple-
mentation [13] used for tests and assessment.

As MLPM algorithm operates at the transport layer
and analyses the data in real-time, it cannot support
the use of heavy training data or large datasets like
algorithms which work "off-line" [19]. The dataset
used by the linear regression - with length varying
between the last 10 or 20 occurrences - is a time
series composed by a key-value pair that represents the
feature performance for a given packet transport (e.g.,
at 00:00:02s the packet had a delay of 100ms). That is
also why MLPM applies a simplified linear regression
slope (and not the full linear regression calculation) and
a quick linear classifier.

A. Linear regression

MLPM algorithm uses a simplified linear regression
[23] that only calculates the slope of the linear regres-
sion, using Equation 1, to define the behaviour trend of a



subflow’s feature. The input data of the linear regression
is a time series representing the node behaviour over
time and the output from this regression is the value
of the slope of the curve representing the trend value
expected.
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Where S represents the slope of the linear regression
meaning the trend value for a subflow feature, n is the
number of samples used in the calculations and xi and
yi are the ith values of x (time value) and y (subflow
feature value).

To illustrate how the slope of linear regression can
help to choose between two or more subflows, Figure
3 illustrates a hypothetical scenario where a specific
feature (e.g., latency or throughput) is monitored in a
group of subflows - during a concurrent period of time
- to identify the one with the highest chances to offer
low latency. This is done as follows:
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Fig. 3: Regression-based decision example

Note that the vertical axis has not unit as it rep-
resents hypothetically any features (latency would be
represented in milliseconds and throughput in bytes
per second). The horizontal axis represents time but,
again, in this hypothetical example, it could be time in
different scales (e.g., seconds, milliseconds and so on).

• from t0 to t5: regular operation of the subflows
generates a time series used for the linear regres-
sion calculation.

• at t5: the subflows’ latency are: S1 = 66ms, S2 =
60ms, and Sn = 60ms. S1 has the highest latency,
but S2 and Sn are a few milliseconds shorter.
Yet, the linear regression (dotted line in each plot)
shows that Sn has a higher likelihood to offer a
lower latency for the next operation: Sn’s slope is
negative.

Algorithm 1 details the pseudocode for the linear
regression slope calculation used generically for any
given subflow feature under scrutiny.

Algorithm 1: Linear regression slope calcula-
tion
Result: Linear regression slope.
Input: Vhp ← subflow’s history performance.

1 n, numerator, denominator = 0;
2 sumxy , sumx , sumy , sumx2 = 0;
3 foreach ( f in Vhp) do
4 foreach obj in Vs do
5 n++;
6 sumxy += (obj.feat.time * obj.feat.value);
7 sumx += obj.feat.time;
8 sumy += obj.feat.value;
9 sumx2 += pow(obj.feat.time, 2);

10 end
11 end
12 numerator = (n * sumxy) - (sumx * sumy);
13 denominator = (n * sumx2 ) - pow(sumx , 2);
14 return (num / den);

B. Linear classifier

After the subflows have their specific features anal-
ysed, a classification scheme must address the subflow
pool and identify the most suitable subflows for a spe-
cific usage. In order to achieve this, MLPM scrutinises
the subflows through a linear classifier approach [24].
Figure 4 presents the subflow and its features using an
ANN notation, i.e., as a neuron in a neural network.
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Fig. 4: Regression-based decision



In this method, sublow features and their weights are
represented by vectors, ®f (the historical performance
behaviour of the nodes for all the features analysed) and
®w (the desired weight given to each feature by design)
respectively. The dot product (weighted sum) is applied
to both vectors and then added up to the bias b, as
detailed Equation 2:

H = ( ®w × ®f ) + b

= (

n∑
i=1

wi · fi) + b

= ((w1 · f1) + (w2 · f2) + ... + (wn · fn)) + b

(2)

The term weight concerns how some feature can
be adjusted or balanced in the search of the best
implementation performance. For example, for a given
scenario the latency can be more important whilst
throughput can be secondary and then they can have
specific weight values to balance the scheduler accord-
ingly. The weighted sum it the operation performed over
the matrix of values of features X weights. To compute
the weighted sum into a single result, an activation
function H(v) (Equation 3) is used to define whether
the neuron would be fired or not.

H(v) = H( ®w. ®f + b)

=

{
1, if v <= 0
0, if v > 0

(3)

Where ®f is the subflow’s features analysed in the
previous process and ®w are parameters that can be used
to adjust the relevance of each feature. The bias b is
an inclusion of an intercept added to a linear equation,
usually used to adjust the output – along with the
weighted sum – and offers means to adapt to a specific
domain or applicability. Once the model is defined,
b remains constant and it adjusts the model to the
given data. Generally, H(v) is a Heaviside step function
achieved by a Sigmoid activation function defined in
Equation 4.

σ(v) =
1

1 + e−v
(4)

Known as a linear classifier, this model defines the trig-
ger boundary based on a linear combination of inputs.
Algorithm 2 describes how to implement a weighted
sum calculation using a Sigmoid function.

IV. TESTBED AND ASSESSMENT

The MLPM algorithm is implemented, tested and
assessed in a simulation environment based on the
Network Simulator 3 (NS-3) open-source MPTCP [13]
implementation of the IETF Request for Comments
(RFC) 8684 [12].

Algorithm 2: Linear classifier

Result: Weighted sum of ®f × ®w added to b.
Input: features ← ®f ;
weights ← ®w;
b ← bias;

1 result = 0;
2 if inputs.size > 0 && weights > 0 then
3 ws = 0;
4 limit = inputs.size;
5 while index > limit do
6 ws =+ inputs[i] . weights[i];
7 end
8 ws =+ ws + b;
9 result = 1 / (1 + (1/pow(e, ws)));

10 end
11 return result;

The simulation scenario consists of a Point-to-Point
(P2P) model where nodes are configured to have 1Mbps
data rate and 2ms delay. It is composed of a source
node (as a device that would generate the traffic data),
a sink node (to where the data will be sent) and two
intermediary nodes (as router devices or middleboxes).

A MpTcpBulkSender application is set on the source
node and a MpTcpPacketSink application is set on a
sink node. They are extensions of the original NS-3 ap-
plications prepared to send and receive simulated data,
as fast as possible, over the MPTCP implementation.
Other simulation parameters are depicted in Table I.

TABLE I
SIMULATION SETUP

Parameter Value

Environment NS-3 open source MPTCP [13]
Simulation length 1200 seconds
Number of nodes 4 Nodes

Data Rate 1Mbps
Delay 2ms

Number of subflows 8
Prioritised/non-prioritised ratio 1/500

The simulation scenario consists of a prioritisation
scheme which identifying specific packets and applies
MLPM to pinpoint which subflow would be able to
transmit that specific packet with the best performance.
For that, the ratio of 1/500 (one in every 500) packets
is prioritised. Although its application is not limited to
this technology, this ratio is based on an example of
prioritisation mentioned by [25] which uses a VR ap-
plication average between "simpler" components (e.g.,
Inertial Measuring Unit (IMU)) and video data packets.

To assess MLPM performance, we compare it to two
algorithms: 1) the default MPTCP used in NS-3; and



2) a "smaller RTT policy" named here as "LoRTT"
which uses the subflow presenting the lowest RTT value
for the transmission of information. This approach is
suggested by [26] in a Linux kernel implementation.

It is important to highlight that the time parameter
presented in Table II is "different" among the assessed
algorithms. This happens because each algorithm has its
own initialisation time (due to each implementation).
In other words, the time parameter is defined by the
initial processing time of each implementation and not
as a fixed parameter. Also, the simulations’ analyses
does not consider the initial 300 seconds (on average)
to avoid transient states.

In this simulation scenario, RTT and throughput are
the features under scrutiny and Table II shows the
measured results for the prioritised packets using the
three algorithms. We observe that MLPM outperforms
both LoRTT and the default MPTCP algorithm. For
instance, MLPM incurs an average RTT that is 7.6%
and 3.0% less than that of the default MPTCP and
LoRTT, respectively.

However, in some instances, MLPM incurs RTT
28% lower than the other two algorithms. This happens
especially in cases when there is a higher variation
of RTT between the subflows during operation due
to network conditions and congestion. This behaviour
and results are expected given that MLPM is capable
of predicting the future trend of subflows’ features.
Additionally, MLPM generates a throughput that is
5.8% and 2.8% higher than the default MPTCP and
LoRTT, respectively.

In addition, to check for unintentional and/or un-
desired side effects that might be caused by the im-
plementations on the testbed, we monitored other as-
pects/features of the TCP protocol to assure that its
regular operation was not impacted. Results are depicted
in Table III.

We observe MLPM performs as good as the de-
fault MPTCP in all of the monitored features (i.e.,
retransmissions, duplicate ACK, lost segments or fast
retransmissions. Even though the number of retrans-
missions and duplicate ACK have increased slightly
(.08% and 0.10% respectively) for MLPM, these values
are surely considered within operational range for most
applications [27].

The algorithm low complexity is achieved basically
due to the way the main algorithms are applied: the
simplified linear regression approach focuses on the
calculation of the slope trend, and the linear classifier
does not have a complex regression-based decision
given the relatively small number of "neurons" defined
by a typically small number of subflows.

Also, the relatively small size of the time series –
designed to monitor the short term performance and to

represent the behaviour in a short set of samples and
not by long term average – presents a small footprint
and process overhead. These characteristics are the main
aspects related to a viable implementation.

TABLE III
PACKET LOSSES - SINGLE-HOMED

Type MPTCP (%) MLPM (%)

retransmission 1,11 1,19
duplicate ACK 2,40 2,50
lost segment 0,49 0,48

fast retransmission 0,03 0,01

These results indicate that MLPM improves both
RTT and throughput. It also indicates that it can be
a resource for prioritisation of specific VR content
as it can identify subflows with the best performance
and send specific content/components. Consequently,
this network communication improvement promoted by
MLPM can enhance also the overall VR immersive
experience.

V. CONCLUSIONS

This paper proposes MLPM to improve MPTCP
management and its intrinsic multipath characteristics.
MLPM introduces the use of ML techniques applied
to the transport layer of the OSI model. Given the re-
strictive conditions of its operation (small footprint and
process overhead due to real-time operation), MLPM
employs a simplified approach of linear regression to
forecast the performance of subflows’ features, and an
ANN linear classifier to help select the best subflow
that can meet the application requirements. Simulation
results show that MLPM outperforms existing schemes
in terms of latency and throughput.

The results demonstrate that MLPM outperforms
MPTCP in 7.6% and LoRTT in 3.0% when considering
RTT. It also shows a peak performance of around 28%
as it achieves better performance in situations where
the variation of RTT is higher. It indicates that the ML
approach used by MLPM improves the performance
by forecasting future performance of specific features.
Additionally, MLPM slightly outperforms MPTCP
in 5.8% and LoRTT in 2.8% on average. Finally,
MLPM can be a significant contribution to prioritisa-
tion schemes, especially in scenarios with higher noisy
and/or higher feature variation.

As future work, we plan to design an adaptive algo-
rithm combining ML algorithms and content prioritisa-
tion schemes as well as developing a study correlating
Quality of Service (QOS) improvement (or deteriora-
tion) and its impact on Quality of Experience (QOE).



TABLE II
MLPM PERFORMANCE - SAMPLE DATA

MPTCP LoRTT MLPM

time
(s)

RTT
(ms)

thru
(B)

time
(s)

RTT
(ms)

thru
(B)

time
(s)

RTT
(ms)

thru
(B)

304.5 912 1535 298.5 1087 1287 298.4 1111 1260
310.3 923 1516 304.3 1087 1287 304.4 935 1497
316.1 935 1497 310.2 1111 1260 310.4 935 1497
321.9 959 1459 316.0 1122 1247 316.1 1040 1346
327.8 982 1425 321.9 1146 1221 321.9 1064 1315
333.6 994 1408 327.7 1146 1221 327.8 1076 1301
339.4 1040 1346 333.7 1181 1185 333.6 1087 1287

... ... ... ... ... ... ... ... ...
1001.0 1157 1210 995.6 994 1408 995.7 947 1478
1006.8 1169 1197 1001.4 1005 1393 1001.5 959 1459
1012.7 1169 1197 1007.3 1005 1393 1007.3 970 1443
1018.5 1181 1185 1013.1 1005 1393 1013.2 982 1425
1024.4 1181 1185 1019.0 1017 1376 1019.0 994 1408
1030.3 1169 1197 1024.8 1017 1376 1024.9 1005 1393
1036.1 1157 1210 1030.7 1029 1360 1030.7 1017 1376

Average RTT

1110ms ± 68ms 1063ms ± 101ms 1032ms ± 111ms

Average Throughput

1266B ± 82B 1317B ± 146B 1356B ± 153B
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