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Abstract

This paper presents the results of the
WMT16 Metrics Shared Task. We asked
participants of this task to score the out-
puts of the MT systems involved in the
WMT16 Shared Translation Task. We
collected scores of 16 metrics from 9 re-
search groups. In addition to that, we com-
puted scores of 9 standard metrics (BLEU,
SentBLEU, NIST, WER, PER, TER and
CDER) as baselines. The collected scores
were evaluated in terms of system-level
correlation (how well each metric’s scores
correlate with WMT16 official manual
ranking of systems) and in terms of seg-
ment level correlation (how often a met-
ric agrees with humans in comparing two
translations of a particular sentence).

This year there are several additions to
the setup: large number of language pairs
(18 in total), datasets from different do-
mains (news, IT and medical), and differ-
ent kinds of judgments: relative ranking
(RR), direct assessment (DA) and HUME
manual semantic judgments. Finally, gen-
eration of large number of hybrid systems
was trialed for provision of more conclu-
sive system-level metric rankings.

1 Introduction

Automatic evaluation of machine translation qual-
ity is essential in the development and selection of
machine translation systems. Many different au-
tomatic MT quality metrics are available and the
Metrics Shared Task1 is held annually at WMT
to assess their quality, starting with Koehn and
Monz (2006) and following up to Stanojević et al.
(2015).

1http://www.statmt.org/wmt16/
metrics-task/

Metrics participating in the metrics task rely on
the existence of reference translations with which
MT outputs are compared, and the metrics task it-
self then needs manual judgments of translation
quality in order to check the extent to which the
automatic metrics can approximate the judgment.
A related WMT task on quality estimation as-
sesses the performance of methods where no ref-
erence translations are needed, requiring only the
manual quality judgments (Bojar et al., 2016b).

This year, we keep the two main types of met-
ric evaluation: system-level, where a metric is ex-
pected to provide a quality score for the whole
translated document, and segment-level, where the
score is needed for every individual sentence.

We experiment with several novelties. Specifi-
cally, test sets this year come from three domains:
news, IT and medical/health-related texts.

The added domains bring in an extended set
of languages. In sum, the metrics task this
year includes 18 language pairs, English paired
with Basque, Bulgarian, Czech, Dutch, Finnish,
German, Polish, Portuguese, Romanian, Russian,
Spanish, and Turkish, in one or both directions.

On the evaluation side, we rely on three golden
truths of manual judgment:

• Relative Ranking (RR) of up to 5 different
translation candidates at a time, as collected
in WMT in the past,

• Direct Assessment (DA) evaluating the ade-
quacy of a translation candidate on an abso-
lute scale in isolation from other translations,

• HUME, a composite segment-level score ag-
gregated over manual judgments of transla-
tion quality of semantic units of the source
sentence.

Additional changes to the task evaluation in-
clude a change in the way we compute confidence

199

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Biblio at Institute of Formal and Applied Linguistics

https://core.ac.uk/display/54845004?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


News Task

Tuning Task

IT Task
HimL Year 1

Hybrid
cs de ro fi ru tr English into

Track Test set Systems into-English cs de ro fi ru tr bg es eu nl pl pt
RRsysNews newstest2016 3 3 3 • • • • • • • • • • • •
RRsysIT it-test2016 3 3 • • • • • • •
DAsysNews newstest2016 3 3 3 • • • • • • · · · · • ·
RRsegNews newstest2016 3 3 • • • • • • • • • • • •
DAsegNews newstest2016 3 • • • • • • •
HUMEseg himl2015 3 • • • •

Table 1: Overview of “tracks” of the WMT16 metrics task. “•” indicates language pairs covered in
the evaluation, “·” are language pairs planned but abandoned due to difficulties in obtaining human
judgments.

intervals for metric correlations with human as-
sessment, resulting in more reliable conclusions as
to which metrics outperform others.

The official method of evaluation remains un-
changed, relying on RR in both the system-level
(TrueSkill) and segment-level (Kendall’s τ ) met-
rics, see below for details and references.

Our datasets are described in Section 2. This in-
cludes the test sets, system outputs, human judg-
ments of translation quality as well as participating
metrics across the tasks. Results of system-level
metric evaluation are provided in Section 3.1 and
Section 3.2, the results of the segment-level evalu-
ation are provided in Section 3.3.

2 Data

Table 1 provides the complete picture of the
golden truths, test sets, translation systems and
language pairs involved in the metrics task this
year. For simplicity, we called each of these setups
a “track”, indicating the underlying type of golden
truth (RR/DA/HUME), system- or segment-level
evaluation (sys/seg) and the particular test set.

While the set of setups is much larger this year,
the participants of the task were affected rather
minimally. Participants were only required to run
metrics on the additional test sets and with an ad-
ditional large set of hybrid systems in the system-
level evaluation. As in the previous years, partici-
pants were allowed take part in any subset of lan-
guage pairs and setups.

2.1 Test Sets

We use the following test sets:

newstest2016 is the main test set. It is the test set
used in WMT16 News Translation Task (Bo-
jar et al., 2016b), with approximately 3,000
sentences for each translation direction (with
the exception of Romanian which only has

1,999 sentences). The set includes a sin-
gle reference translation for each direction,
except English→Finnish with two reference
translations.

it-test2016 is the set of 1,000 sentences trans-
lated from English into seven other European
languages. The IT test sentences typically
contain instructions for operating commonly
used software like web browsers, mail clients
or image editors, e.g.: “In message box click
on More > Archived.”

himl2015 is part of the official test set created
by the EU project HimL.2 These are health-
related texts from Cochrane summaries and
NHS 24 online content. The texts originated
in English and the target languages consist
of Czech, German, Polish and Romanian ver-
sions created by post-edition of phrase-based
MT output. From the full set of about 3,000
sentences, 800 were given as input to the
participants of the metrics task and in the
end about 340 sentences per language pair
were used for evaluation, as those sentences
have manual score suitable to employ as the
golden truth for metric evaluation.

The sentences of NHS 24 tend to be shorter
and simpler translations, e.g. “Choose lower
fat options such as semi-skimmed milk and
low fat yogurt.”, while Cochrane summaries
are longer and often contain specific termi-
nology, e.g. “The purpose of this research
was to determine how good the TEG and
ROTEM assessments are at diagnosing TIC
in adult trauma patients who are bleeding.”

2.2 Translation Systems
Characteristics of the particular underlying trans-
lation task MT systems is likely an important fac-

2http://www.himl.eu/test-sets
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tor affecting the difficulty of the metrics task. For
instance, if all of the systems perform similarly, it
will be more difficult, even for the humans, to dis-
tinguish between the quality of translations. If the
task includes a wide range of systems of varying
quality, however, or systems quite different in na-
ture, this could in some way could make the task
easier for metrics, with metrics that are more sen-
sitive to certain aspects of MT output performing
better.

The MT systems included in evaluation of met-
rics are as follows:

News Task Systems are all MT systems partici-
pating in the WMT16 News Translation Task
(Bojar et al., 2016b). These systems dif-
fer widely in nature (standard phrase-based,
syntax-based, transfer-based or even rule-
based systems, also with a large number of
neural MT systems), with the precise set of
systems and system types also depending on
specific language pair.

Tuning Task Systems are all Moses phrase-
based systems run by the organizers of the
WMT16 Tuning Task (Jawaid et al., 2016).
All of these systems share the same phrase
tables and language models, they are trained
on relatively large volumes of data, and differ
only in the model weights as provided by the
participants of the tuning task. Tuning task
was limited to Czech↔English language
pairs.

IT Task Systems are participants of the WMT16
IT-domain Translation Task (Bojar et al.,
2016b), translating only from English to
seven other European languages. This is gen-
erally a smaller set of systems and the num-
ber of covered system architectures here is
also smaller. As far as we know, no neural
system was involved in the task.

HimL Year 1 Systems are MT systems released
in the first year of the EU project HimL3.
They are all Moses-based and trained on
available data in the medical or health-related
domain.

Hybrid Systems were created by combining the
output of two newstest2016 translation task
systems, with the aim of providing a larger

3http://www.himl.eu/

set of systems against which to evaluate met-
rics, as described further in Section 3.1. In
short, we create 10K hybrid MT systems for
each language pair.

Excluding the hybrid systems, we ended up
with 171 system outputs across 18 language pairs
and 3 test sets.

2.3 Manual MT Quality Judgments
There are three distinct “golden truths” employed
to evaluate metrics this year: Relative Ranking
(RR, as in previous year), Direct Assessment (DA)
and HUME, a semantic-based manual metric.

The details of the methods are provided in
this section, separately for system-level evaluation
(Section 2.3.1, using RR and DA) and segment-
level evaluation (Section 2.3.2, using RR, DA and
HUME).

The RR manual judgments were provided by
MT researchers taking part in WMT tasks, as in
recent years of the campaign, after it was em-
pirically established that judgments of RR col-
lected through crowd-sourcing platforms were not
reliable (Bojar et al., 2013). DA judgments are
more robust in this respect and while the origi-
nal plan was to collect DA from both researchers
and crowd-sourced non-experts, only the latter ul-
timately took place due to time constraints.

2.3.1 System-level Manual Quality
Judgments

In system-level evaluation, the goal is to assess
the quality of translation of an MT system for the
whole document. Both our manual scoring meth-
ods RR and DA nevertheless proceed sentence by
sentence, aggregating the final score in some way.

Relative Ranking (RR) As in previous WMT
shared tasks, human assessors of MT output (only
researchers this year) were presented with the
source language input, target language reference
translation and the output of five distinct MT out-
put translations. Human assessors were required
to rank the five translations from best to worse,
with ties allowed. As introduced in WMT15, iden-
tical translations from distinct systems were col-
lapsed into a single translation before running the
human evaluation to increase the overall efficiency
of RR human assessment.

Each five-tuple relative ranking was employed
to produce 10 pairwise assessments, later com-
bined into a score for each MT system that re-
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flects the frequency by which the output of that
system was preferred to the output of other sys-
tems. Several methods have been tested in the past
for the exact score calculation and WMT16 has
again adopted TrueSkill as the official ranking ap-
proach. Please see the WMT16 overview paper
for details on how this score is computed.

To increase annotator efficiency, a maximum
sentence length of 30 words was applied to RR
human assessment.

Direct Assessment (DA) In addition to the stan-
dard relative ranking (RR) manual evaluation
employed to yield official system rankings in
WMT16 translation task, this year the translation
task also trialed a new method of human evalua-
tion, monolingual direct assessment (DA) of trans-
lation fluency (Graham et al., 2013) and adequacy
(Graham et al., 2014; Graham et al., 2016). For
investigatory purposes, therefore, we also include
evaluation of metrics with reference to the newly
trialed human assessment method.

Since sufficient levels of agreement in human
assessment of translation quality are difficult to
achieve, the DA setup simplifies the task of trans-
lation assessment (conventionally a bilingual task)
into a simpler monolingual assessment for both
fluency and adequacy. Furthermore, DA avoids
bias that has been problematic in previous eval-
uations introduced by simultaneous assessment
of several alternate translations of a given single
source language input, where scores of systems for
which translations were often compared to high or
low quality translations resulted in an unfair ad-
vantage or disadvantage (Bojar et al., 2011). DA
achieves this by assessment of individual transla-
tions in isolation from other outputs of the same
source input.

Translation adequacy is structured as a mono-
lingual assessment of similarity of meaning where
the target language reference translation and the
MT output are displayed to the human assessor.
Human assessors rate a given translation by how
adequately it expresses the meaning of the refer-
ence translation on an analogue scale correspond-
ing to an underlying 0-100 rating scale.4 Fluency
assessment is similar to adequacy except that no
reference is displayed and assessors are asked to
rate how much they agree that a given translation

4The only numbering displayed on the rating scale are ex-
treme points 0 and 100%, and three ticks indicate the levels
of 25, 50 and 75 %.

is fluent target language text.
Large numbers of DA human assessments of

translations for seven language pairs (targeting
English and Russian) were collected on Amazon’s
Mechanical Turk,5 via sets of 100-translation hits
to ensure sufficient repeat items per worker, be-
fore application of strict quality control measures
to filter out assessments from poorly performing
workers.

In order to iron out differences in scoring strate-
gies attributed to distinct workers, human assess-
ment scores for translations were standardized ac-
cording to an individual worker’s overall mean
and standard deviation score. Mean standardized
scores for translation task participating systems
were computed by firstly taking the average of
scores for individual translations in the test set
(since some were assessed more than once), before
combining all scores for translations attributed to
a given MT system into its overall adequacy or flu-
ency score.

Although the WMT16 Translation Task in-
cluded both fluency and adequacy DA human as-
sessment, the metrics task this year employed only
DA adequacy scores. We hope to incorporate DA
fluency into future metric evaluations, however.

Finally, although it is common to apply a sen-
tence length restriction in WMT human evalu-
ation, the simplified DA setup does not require
restriction of the evaluation in this respect and
no sentence length restriction was applied in DA
WMT16.

2.3.2 Segment-level Manual Quality
Judgments

Segment-level metrics have been evaluated against
the pairwise judgments implied by the 5-way rel-
ative ranking annotation. This year, we add two
new variants of human assessment: segment-level
DA and HUME.

Segment-level DA Adequacy assessments were
collected for translations sampled from the out-
put of systems participating in WMT16 transla-
tion task for seven language pairs (Graham et al.,
2015).6 Since the actual MT system is not im-
portant for segment-level assessment, we sampled
500 translations per language pair at random.

5http://www.mturk.com/
6Translations produced by ONLINEA were unfortu-

nately omitted from segment-level DA due to submission and
data collection timing constraints.
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Metric Participant
BEER ILLC – University of Amsterdam (Stanojević and Sima’an, 2015)

CHARACTER RWTH Aachen University (Wang et al., 2016)
CHRF1,2,3, WORDF1,2,3 Humboldt University of Berlin (Popović, 2016)

DEPCHECK Charles University, no corresponding paper
DPMFCOMB-WITHOUT-RED Chinese Academy of Sciences and Dublin City University (Yu et al., 2015)

MPEDA Jiangxi Normal University (Zhang et al., 2016)
UOW.REVAL University of Wolverhampton (Gupta et al., 2015b)

UPF-COBALT, COBALTF, METRICSF Universitat Pompeu Fabra (Fomicheva et al., 2016)
DTED University of St Andrews, (McCaffery and Nederhof, 2016)

Table 2: Participants of WMT16 Metrics Shared Task

Segment-level DA adequacy scores were col-
lected as in system-level DA, described in Sec-
tion 2.3.1, again with strict quality control and
score standardization applied. To achieve accurate
segment-level scores for translations, a human as-
sessment of each translation was collected from 15
distinct human assessors before combination into
a mean adequacy score for each individual trans-
lation. Although in general agreement in human
assessment of MT has been difficult to achieve,
segment-level DA scores employing a minimum
of 15 repeat assessments have been shown to be
almost perfectly replicable. In repeat experiments,
for all tested language pairs, a correlation of above
0.9 between (a) segment-level DA scores for trans-
lations collected in an initial experiment run and
(b) the same collected in a repeat evaluation of the
same translations, by combining assessments of a
minimum of 15 human assessors (Graham et al.,
2015).

A distinction between DA and RR is that while
RR works off a single set of human assessments
for evaluation of both system-level and segment-
level metrics, DA additionally includes a variant
of its methodology designed specifically for eval-
uation of segment-level metrics.

HUME The HUME metric (Birch et al., 2016)
is a novel human evaluation measure that decom-
poses over the UCCA semantic units. UCCA
(Abend and Rappoport, 2013) is an appealing
candidate for semantic analysis, due to its cross-
linguistic applicability, support for rapid anno-
tation, and coverage of many fundamental se-
mantic phenomena, such as verbal, nominal and
adjectival argument structures and their inter-
relations. HUME operates by aggregating human
assessments of the translation quality of individ-
ual semantic units in the source sentence. We
thus avoid the semantic annotation of machine-
generated text, which is often garbled or seman-

tically unclear. This also allows the re-use of
the source semantic annotation for measuring the
quality of different translations of the same source
sentence, and avoids reliance on possibly subop-
timal reference translations. HUME shows good
inter-annotator agreement, and reasonable correla-
tion with Direct Assessment (Graham et al., 2015).

2.4 Participants of the Metrics Shared Task

Table 2 lists the participants of the WMT16
Shared Metrics Task, along with their metrics. We
have collected 16 metrics from a total of 9 research
groups.

The following subsections provide a brief sum-
mary of all the metrics that participated. The
list is concluded by our baseline metrics in Sec-
tion 2.4.10.

2.4.1 BEER
BEER (Stanojević and Sima’an, 2015) is a trained
evaluation metric with a linear model that com-
bines features capturing character n-grams and
permutation trees. BEER has participated in pre-
vious years of the evaluation task. This year the
learning algorithm is improved (linear SVM in-
stead of logistic regression) and some features that
are relatively slow to compute are removed (para-
phrasing, syntax and permutation trees) which re-
sulted in a very large speed-up. BEER is usually
trained for ranking but in this case there was a
compromise: the initial model is trained for rank-
ing (RR) with ranking SVM and then the out-
put from SVM is scaled using trained regression
model to approximate absolute judgment (DA).

2.4.2 CHARACTER

CHARACTER (Wang et al., 2016) is a novel
character-level metric inspired by the commonly
applied translation edit rate (TER). It is defined as
the minimum number of character edits required
to adjust a hypothesis, until it completely matches
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the reference, normalized by the length of the hy-
pothesis sentence. CHARACTER calculates the
character-level edit distance while performing the
shift edit on word level. Unlike the strict matching
criterion in TER, a hypothesis word is considered
to match a reference word and could be shifted, if
the edit distance between them is below a thresh-
old value. The Levenshtein distance between the
reference and the shifted hypothesis sequence is
computed on the character level. In addition, the
lengths of hypothesis sequences instead of refer-
ence sequences are used for normalizing the edit
distance, which effectively counters the issue that
shorter translations normally achieve lower TER.

2.4.3 CHRF and WORDF
WORDF1,2,3 (Popović, 2016) calculate a simple
F-score combination of the precision and recall of
word n-grams of maximal length 4 with different
setting for the β parameter (β = 1, 2, or 3). Pre-
cision and recall that are used in computation of
the F-score are arithmetic averages of precisions
and recalls, respectively, for the different n-gram
orders. CHRF1,2,3 calculate the F-score of char-
acter n-grams of maximal length 6. β parameter
gives β times weight to recall: β = 1 implies
equal weights for precision and recall.

2.4.4 DEPCHECK

DEPCHECK is based on the automatic post-editing
tool Depfix (Rosa, 2014). For each sentence, DE-
PCHECK computes the percentage of nodes post-
edited by Depfix, obtaining a “relative depcheck
error rate” (RDER). The value of the DEPCHECK

metric is then defined as 1 − RDER. DEPCHECK

does not distinguish the error types or whether
there was more than one Depfix rule applied to a
node. It is suggested for a future version of DE-
PCHECK to assign a weight (either by hand, or
training from some golden data) to each rule that
was applied to the MT output.

2.4.5 DPMFCOMB-WITHOUT-RED
The authors of DPMFCOMB-WITHOUT-RED fol-
low the work on last year’s metric DPMFCOMB

(Yu et al., 2015), but modify it with two main
differences. Firstly, they use the ‘case insen-
sitive’ instead of ‘case sensitive’ option when
using Asiya. Secondly, REDP are not used.
Thus, DPMFCOMB-WITHOUT-RED is a com-
bined metric including 57 single metrics. Weights
of the individual metrics are trained with SVM-

rank, using training data from the English-targeted
language pairs from WMT12 to WMT14. In
the results DPMFCOMB-WITHOUT-RED is rep-
resented as DPMFCOMB for brevity.

2.4.6 DTED

DTED (McCaffery and Nederhof, 2016) is based
on Tree Edit Distance. The scoring is done over
the dependency parse tree of the output where the
number of edit operations (insert, delete or sub-
stitute) needed to convert it to the correct (refer-
ence) dependency tree is used as an indicator of
the translation quality. Unlike the majority of met-
rics which evaluate many aspects of translation,
DTED evaluates only the word order.

2.4.7 MPEDA

MPEDA (Zhang et al., 2016) is developed on the
basis of the METEOR metric. In order to ac-
curately match words or phrases with the same
or similar meaning, it extracts a domain-specific
paraphrase table from the monolingual corpus and
applies that paraphrase table to the METEOR
metric to replace the general one. Unlike tra-
ditional paraphrase extraction approaches, it first
filters out a domain-specific sub-corpus from a
large general monolingual corpus and then ex-
tracts domain-specific paraphrase table from the
sub-corpus by Markov Network model. Since
the proposed paraphrase extraction approach can
be used in all languages, MPEDA is language-
independent.

2.4.8 UOW.REVAL

UOW.REVAL (Gupta et al., 2015b) uses
dependency-tree Long Short Term Memory
(LSTM) network to represent both the hypothesis
and the reference with a dense vector. Training
is performed using the judgements from WMT13
(Bojar et al., 2013) converted to similarity scores.
The final score at the system level is obtained
by averaging the segment level scores obtained
from a neural network which takes into account
both distance and Hadamard product of the two
representations.

UOW.REVAL is the same as UOW LSTM
(Gupta et al., 2015a) that participated in the
WMT15 task except that LSTM vector dimension
is 150 for UoW.ReVal instead of 300.
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cs de ro fi ru tr English into
Track into-English cs de ro fi ru tr bg es eu nl pl pt
RRsysNews T4,F3,T6 T4,F1 T4,F1 T4,F1 T4,F2 T4,F2 T5,F4,T6 T5,F5 T5,F6 T5,F6 T5,F2 T5,F6
RRsysIT T8,F4 T8,F5 T8 T8,F7 T8 T8,F7 T8,F7
DAsysNews T4,F3,T7 T4,F1,T7 T4,F1,T7 T4,F1,T7 T4,F2,T7 T4,F2,T7 T5,F2,T7
RRsegNews T9 T9 T9 T9 T9 T9 T10 T10 T10 T10 T10 T10
DAsegNews T9,F8 T9,F8 T9,F8 T9,F8 T9,F8 T9,F8 T10,F9
HUMEseg T11,F10 T11,F10 T11,F10 T11,F10

Table 3: Overview of tables (T) and figures (F) reporting results of the individual “tracks” and language
pairs.

2.4.9 UPF-COBALT, COBALTF and
METRICSF

UPF-COBALT (Fomicheva et al., 2016) is an
alignment-based metric that examines the syn-
tactic contexts of lexically similar candidate and
reference words in order to distinguish meaning-
preserving variations from the differences indica-
tive of MT errors. This year the metric was im-
proved by explicitly addressing MT fluency. The
new version of the metric, COBALTF, combines
various components of UPF-COBALT with a num-
ber of fine-grained features intended to capture the
number and scale of disfluent fragments contained
in MT sentences. METRICSF is a combination
of three evaluation systems, BLEU, METEOR and
UPF-COBALT, with the fluency-oriented features.

2.4.10 Baseline Metrics
As mentioned by Bojar et al. (2016a), metrics
task occasionally suffers from “loss of knowl-
edge” when successful metrics participate only in
one year.

We attempt to avoid this by regularly evaluating
also a range of “baseline metrics”:

• Mteval. The metrics MTEVALBLEU
(Papineni et al., 2002) and MTEVAL-
NIST (Doddington, 2002) were computed
using the script mteval-v13a.pl7

which is used in the OpenMT Evaluation
Campaign and includes its own tokeniza-
tion. We run mteval with the flag
--international-tokenization
since it performs slightly better (Macháček
and Bojar, 2013).

• Moses Scorer. The metrics MOSES-
BLEU, MOSESTER (Snover et al., 2006),
MOSESWER, MOSESPER and MOSECDER
(Leusch et al., 2006) were produced by the
Moses scorer which is used in Moses model

7http://www.itl.nist.gov/iad/mig/
tools/

optimization. To tokenize the sentences, we
used the standard tokenizer script as available
in Moses toolkit. Since Moses scorer is ver-
sioned on Github, we strongly encourage au-
thors of high-performing metrics to add them
to Moses scorer, as this will ensure that their
metric can be included in future tasks.

As for segment-level baselines, we employ the
following modified version of BLEU:

• SentBLEU. The metric SENTBLEU is com-
puted using the script sentence-bleu, part of
the Moses toolkit. It is a smoothed version
of BLEU that correlates better with human
judgments for segment-level.

For computing system-level scores, the same
script was employed as in last year’s metric task.
New scripts have been added for system-level hy-
brids and segment-level evaluation.

3 Results

Table 3 provides an overview of all the tables and
figures in the rest of the paper. We discuss system-
level results for news task systems (including tun-
ing task systems) in Section 3.1. The system-level
results for the IT domain are discussed in Sec-
tion 3.2. The segment-level results are in Sec-
tion 3.3. We end with discussion in Section 3.4.

3.1 System-Level Results for News Task
As in previous years, we employ the Pearson cor-
relation (r) as the main evaluation measure for
system-level metrics, as follows:

r =

∑n
i=1(Hi −H)(Mi −M)√∑n

i=1(Hi −H)2
√∑n

i=1(Mi −M)2
(1)

where H are human assessment scores of all
systems in a given translation direction, M are
corresponding scores as predicted by a given met-
ric. H and M are their means respectively.
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Since some metrics, such as BLEU, for exam-
ple, aim to achieve a strong positive correlation
with human assessment, while error metrics, such
as TER aim for a strong negative correlation, after
computation of r for metrics, we compare metrics
via the absolute value of a given metric’s correla-
tion with human assessment.

Table 4 includes results for system-level into-
English metrics for evaluation of systems partici-
pating in the main translation task (newstest2016),
evaluated against RR and DA human assessment
variants, while Table 5 includes the same for the
newstest2016 out-of-English language pairs (only
Russian has the DA judgments). Tuning sys-
tems were excluded from Tables 4 and 5 and they
are covered by Table 6 that shows correlations
achieved by metrics with RR when the set of sys-
tems additionally includes tuning task systems.

In previous years, we reported empirical con-
fidence intervals of system-level correlations ob-
tained by bootstrap resampling human assess-
ments data and computing confidence intervals for
individual correlations with human assessment.
Such confidence intervals reflect the variance due
to particular sentences and assessors involved in
the evaluation but lead to over-estimation of sig-
nificant differences if employed to conclude which
metrics outperform others. This year, as recom-
mended by Graham and Baldwin (2014), instead
we employ Williams significance test (Williams,
1959). Williams test is a test of significance of a
difference in dependent correlations and therefore
suitable for evaluation of metrics. Correlations not
significantly outperformed by any other are high-
lighted in bold in Tables 4 and 5. Since RR is the
official method of evaluation for this year’s met-
rics task, bolded correlations under RR comprise
official winners of the news domain portion of the
system-level metrics task. DA results are included
for comparison and are investigatory only.

With regard to which individual metric may or
may not outperform other metrics, such as the
important comparison as to which metrics sig-
nificantly outperform the most widely employed
metric BLEU (in its mteval or Moses scorer im-
plementation), Figures 1, 2, 3, 4, 5, and 6 in-
clude significance test results for every competing
pair of metrics including our baseline metrics. In
heatmaps in Figures 1, 2, 3, 4, 5, and 6, the column
labelled “MTEVALBLEU” or “MOSESBLEU” can
be used to quickly observe which metrics achieve

cs-en en-cs
Human RR + TT RR + TT

Systems 12 20

WORDF2 .988 .990
WORDF1 .989 .990
MOSESBLEU .989 .987
WORDF3 .988 .989
MTEVALBLEU .985 .986
MOSESCDER .991 .976
BEER .995 .972
MPEDA .988 .977
CHRF1 .990 .965
MTEVALNIST .976 .979
CHRF2 .990 .952
CHRF3 .989 .935
CHARACTER .997 .779
MOSESPER .970 .803
MOSESTER .974 .758
MOSESWER .964 .755
UOW.REVAL .982 -

newstest2016

Table 6: Absolute Pearson correlation of cs-en and
en-cs system-level metric scores with human as-
sessment variant RR + TT, i.e. standard WMT
relative ranking including tuning task systems.

a significant increase in correlation with human as-
sessment over that of BLEU, where a green cell in
the column denotes outperformance of BLEU by
the metric in that row.

For investigatory purposes only, we also include
hybrid-supersample (Graham and Liu, 2016) re-
sults for system-level metrics. 10K hybrid systems
were created per language pair, with correspond-
ing DA human assessment scores, by sampling
pairs of systems from WMT16 translation task
and creating a hybrid system by combining trans-
lations from each system to create new hybrid out-
put test set documents, each with a corresponding
DA human assessment score. Not all metrics par-
ticipating in the system-level metrics shared task
submitted metric scores for the large set of hy-
brid systems, possibly due to the increased time
required to run metrics on the large set of 10K
systems. In this respect, DA hybrid may provide
some indication of which metrics are likely to be
more feasible to employ for tuning purposes in MT
systems out-of-the-box. Due to time constraints,
this year it was only possible to include hybrid-
supersampling results for language pairs evaluated
by the DA human assessment variant.

Correlations of metric scores with human as-
sessment of the large set of hybrid systems are
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cs-en de-en fi-en ro-en ru-en tr-en
Human RR DA RR DA RR DA RR DA RR DA RR DA

Systems 6 6 10 10 9 9 7 7 10 10 8 8

MPEDA .996 .993 .956 .937 .967 .976 .938 .932 .986 .929 .972 .982
UOW.REVAL .993 .986 .949 .985 .958 .970 .919 .957 .990 .976 .977 .958
BEER .996 .990 .949 .879 .964 .972 .908 .852 .986 .901 .981 .982
CHRF1 .993 .986 .934 .868 .974 .980 .903 .865 .984 .898 .973 .961
CHRF2 .992 .989 .952 .893 .957 .967 .913 .886 .985 .918 .937 .933
CHRF3 .991 .989 .958 .902 .946 .958 .915 .892 .981 .923 .918 .917
CHARACTER .997 .995 .985 .929 .921 .927 .970 .883 .955 .930 .799 .827
MTEVALNIST .988 .978 .887 .801 .924 .929 .834 .807 .966 .854 .952 .938
MTEVALBLEU .992 .989 .905 .808 .858 .864 .899 .840 .962 .837 .899 .895
MOSESCDER .995 .988 .927 .827 .846 .860 .925 .800 .968 .855 .836 .826
MOSESTER .983 .969 .926 .834 .852 .846 .900 .793 .962 .847 .805 .788
WORDF2 .991 .985 .897 .786 .790 .806 .905 .815 .955 .831 .807 .787
WORDF3 .991 .985 .898 .787 .786 .803 .909 .818 .955 .833 .803 .786
WORDF1 .992 .984 .894 .780 .796 .808 .890 .804 .954 .825 .806 .776
MOSESPER .981 .970 .843 .730 .770 .767 .791 .748 .974 .887 .947 .940
MOSESBLEU .991 .983 .880 .757 .752 .759 .878 .793 .950 .817 .765 .739
MOSESWER .982 .967 .926 .822 .773 .768 .895 .762 .958 .837 .680 .651

newstest2016

Table 4: Absolute Pearson correlation of to-English system-level metric scores with human assessment
variants: RR = standard WMT relative ranking; DA = direct assessment of translation adequacy.

en-cs en-de en-fi en-ro en-ru en-tr
Human RR DA RR DA RR DA RR DA RR DA RR DA

Systems 10 15 13 12 12 12 8

CHARACTER .947 - .915 - .933 - .959 - .954 .966 .930 -
BEER .973 - .732 - .940 - .947 - .906 .922 .956 -
CHRF2 .954 - .725 - .974 - .828 - .930 .955 .940 -
CHRF3 .954 - .745 - .974 - .818 - .936 .960 .916 -
MOSESCDER .968 - .779 - .910 - .952 - .874 .874 .791 -
CHRF1 .955 - .645 - .931 - .858 - .901 .928 .938 -
WORDF3 .964 - .768 - .901 - .931 - .836 .840 .714 -
WORDF2 .964 - .766 - .899 - .933 - .836 .840 .715 -
WORDF1 .964 - .756 - .888 - .937 - .836 .839 .711 -
MPEDA .964 - .684 - .944 - .786 - .856 .866 .860 -
MOSESBLEU .968 - .784 - .857 - .944 - .820 .820 .693 -
MTEVALBLEU .968 - .752 - .868 - .897 - .835 .838 .745 -
MTEVALNIST .975 - .625 - .886 - .882 - .890 .897 .788 -
MOSESTER .940 - .742 - .863 - .906 - .882 .879 .644 -
MOSESWER .935 - .771 - .855 - .912 - .882 .876 .570 -
MOSESPER .974 - .681 - .700 - .944 - .857 .854 .641 -
CHRF3.2REF - - - - .973 - - - - - - -
CHRF2.2REF - - - - .970 - - - - - - -
CHRF1.2REF - - - - .923 - - - - - - -
WORDF3.2REF - - - - .890 - - - - - - -
WORDF2.2REF - - - - .887 - - - - - - -
WORDF1.2REF - - - - .876 - - - - - - -

newstest2016

Table 5: Absolute Pearson correlation of out-of-English system-level metric scores with human assess-
ment variants: RR = standard WMT relative ranking; DA = direct assessment of translation adequacy.
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Figure 1: German-to-English (de-en), Finnish-to-English (fi-en) and Romanian-to-English (ro-en)
system-level metric significance test results for human assessment variants; green cells denote a sig-
nificant increase in correlation with human assessment for the metric in a given row over the metric in
a given column according to Williams test; RR = standard WMT relative ranking for translation task
systems only; DA = direct assessment of translation adequacy; DA Hybrids = direct assessment with
hybrid super-sampling.
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Figure 2: Russian-to-English (ru-en), Turkish-to-English (tr-en) and English-to-Russian (en-ru) system-
level metric significance test results for human assessment variants; green cells denote a significant
increase in correlation for the metric in a given row over the metric in a given column according to
Williams test; RR = standard WMT relative ranking for translation task systems only; DA = direct
assessment of translation adequacy; DA Hybrids = direct assessment with hybrid super-sampling.
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Figure 3: Czech-to-English (cs-en) system-level metric significance test results for human assessment
variants; a green cell corresponds to a significant increase in correlation for the metric in a given row
over the metric in a given column according to Williams test; RR = standard WMT relative ranking for
translation task systems only; RR + TT = standard WMT relative ranking for all cs-en newstest2016
systems; DA = direct assessment of translation adequacy; DA Hybrids = direct assessment with hybrid
super-sampling.
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Figure 4: English-to-Czech (en-cs) system-level metric significance test results; a green cell corresponds
to a significant increase in correlation for the metric in a given row over the metric in a given column
according to Williams test; RR = standard WMT relative ranking; RR + TT = standard WMT relative
ranking for translation and tuning task systems.
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Figure 5: English-to-German (en-de) system-level metric significance test results; a green cell corre-
sponds to a significant increase in correlation for the metric in a given row over the metric in a given
column according to Williams test; RR = standard WMT relative ranking.
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Figure 6: English-to-Finnish (en-fi), English-to-Romanian (en-ro) and English-to-Turkish (en-tr) system-
level metric significance test results; a green cell corresponds to a significant increase in correlation for
the metric in a given row over the metric in a given column according to Williams test; RR = standard
WMT relative ranking.

shown in Table 7, where again metrics not signif-
icantly outperformed by any other are highlighted
in bold. Results are for investigatory purposes
only and do not indicate official winners, however.
Figures 1, 2 and 3 also include significance test re-
sults for hybrid super-sampled correlations for all
pairs of competing metrics for a given language
pair.

In Appendix A, correlation plots for each lan-
guage pair are also provided. The left-hand
plot visualizes the correlation of MTEVALBLEU
and manual judgements, while the right-hand plot
shows the correlation for the best performing met-
rics for that pair according to both standard RR
and DA, as per Tables 4, 5 and 7.

3.2 System-Level Results for IT Task

Since systems participating in the IT domain trans-
lation task were manually evaluated with RR, we
include evaluation of metrics for translation of
this specific domain. Results of all metrics eval-
uated on the IT domain MT systems are shown
in Table 8, where official winning metrics for this
domain are identified as those not significantly
outperformed by any other metric according to
Williams test, correlations for which are high-

lighted in bold.8

Full pairwise significance test results for every
pair of competing metrics evaluated on IT domain
systems for Spanish, Dutch and Portuguese are
shown in Figure 7, German in Figure 5 and Czech
in Figure 4. No significance tests are provided for
IT domain Bulgarian and Basque, as all metrics
achieved equal correlations.

We see from Table 8 and also Figure 7 that
MOSESBLEU does not belong to the winners for
several target languages (Czech, German, Dutch),
but across the board, metrics are hard to distin-
guish on this specific test set.

3.3 Segment-Level Results

In WMT16, the official method for segment-level
metric evaluation remains unchanged: a Kendall’s
Tau-like formulation of a given metric’s agreement
with pairwise human assessment of translations,
collected through 5-way relative ranking (RR).
However, we also trial evaluation of segment-
level metrics with reference to segment-level DA
human assessment (for the main translation task
data set) and a semantic-based manual judgments
HUME (for himl2015 data set).

8Bulgarian and Basque IT translation tasks included only
two participating systems and all metrics were able to order
them correctly, all resulting in a correlation of 1.0.
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cs-en de-en fi-en ro-en ru-en tr-en en-ru
Human DA DA DA DA DA DA DA

Systems 10K 10K 10K 10K 10K 10K 10K

MPEDA .988 .923 .971 .905 .923 .975 .860
BEER .985 .871 .964 .828 .894 .975 .914
CHARACTER .989 .918 .915 .850 .919 .822 .954
MTEVALNIST .971 .790 .919 .784 .853 .919 .890
MTEVALBLEU .985 .802 .849 .828 .833 .868 .831
MOSESCDER .984 .819 .851 .777 .850 .822 .868
UOW.REVAL .981 .976 .964 .930 .967 .951 -
MOSESPER .970 .728 .758 .745 .877 .798 .846
MOSESWER .962 .814 .758 .741 .834 .642 .870
MOSESBLEU .979 .753 .747 .772 .819 .708 .813
CHRF3 .984 .892 - - - - -
CHRF2 .984 .882 - - - - -
CHRF1 .982 .856 - - - - -

newstest2016

Table 7: Absolute Pearson correlation of system-level metric scores with 10K hybrid systems: DA Hy-
brid = direct assessment of translation adequacy of 10K hybrid MT systems.

en-bg en-cs en-de en-es en-eu en-nl en-pt
Human RR RR RR RR RR RR RR

Systems 2 5 10 4 2 4 4

CHARACTER 1.000 0.901 0.930 0.963 1.000 0.927 0.976
CHRF3 1.000 0.831 0.700 0.938 1.000 0.961 0.990
CHRF2 1.000 0.837 0.672 0.933 1.000 0.959 0.986
BEER 1.000 0.744 0.621 0.931 1.000 0.983 0.989
CHRF1 1.000 0.845 0.588 0.915 1.000 0.951 0.967
MTEVALNIST 1.000 0.905 0.524 0.926 1.000 0.722 0.993
MPEDA 1.000 0.620 0.599 0.951 1.000 0.856 0.989
MOSESTER 1.000 0.616 0.628 0.908 1.000 0.835 0.994
MTEVALBLEU 1.000 0.750 0.621 0.976 1.000 0.596 0.997
MOSESWER 1.000 0.009 0.656 0.916 1.000 0.903 0.991
MOSESCDER 1.000 0.181 0.652 0.932 1.000 0.914 0.997
WORDF1 1.000 0.240 0.644 0.959 1.000 0.911 0.997
WORDF2 1.000 0.266 0.652 0.965 1.000 0.900 0.997
WORDF3 1.000 0.274 0.655 0.966 1.000 0.897 0.996
MOSESBLEU 1.000 0.296 0.650 0.974 1.000 0.886 0.992
MOSESPER 1.000 0.307 0.548 0.911 1.000 0.938 0.998

ittest2016

Table 8: System-level metric results (ittest2016): Pearson correlation of system-level metric scores with
human assessment computed over standard WMT relative ranking (RR) human assessments; absolute
values of correlation coefficients reported for all metrics.
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Figure 7: System-level metric ittest2016 significance test results for differences in metric correlation
with human assessment for remaining out-of-English language pairs evaluated with relative ranking (RR)
human assessment.

Segment-level DA Evaluation Segment-level
DA adequacy scores, as described in Section
2.3.2, are employed as gold standard human
scores for translations. Since DA segment-level
scores are absolute judgments, in their raw (non-
standardized) form corresponding simply to a per-
centage of the absolute adequacy of a given trans-
lation, evaluation of metrics simply takes the form
of the computation of a Pearson correlation coef-
ficient between metric and DA scores for transla-
tions. Significance of differences in metric per-
formance, as in system-level DA metric evalua-
tion, takes the form of Williams test for the sig-
nificance of a difference in dependent correlations
(Williams, 1959; Graham et al., 2015).

Segment-level HUME evaluation The evalu-
ation of segment-level metrics with reference to
HUME scores operates in a similar way to DA,
by computing the Pearson correlation of HUME
evaluation scores for individual translations with
metric scores. Williams test is also applied to test
for significant differences in metric performance.

Kendall’s Tau-like Formulation We measure
the quality of metrics’ segment-level scores us-
ing a Kendall’s Tau-like formulation, which is
an adaptation of the conventional Kendall’s Tau
coefficient. Since we do not have a total or-
der ranking of all translations we use to evaluate
metrics, it is not possible to apply conventional

Kendall’s Tau given the current RR human evalua-
tion setup (Graham et al., 2015). Vazquez-Alvarez
and Huckvale (2002) also note that a genuine pair-
wise comparison is likely to lead to more stable
results for segment-level metric evaluation.

Our Kendall’s Tau-like formulation, τ , for
segment-level evaluation is as follows:

τ =
|Concordant| − |Discordant|
|Concordant|+ |Discordant| (2)

whereConcordant is the set of all human com-
parisons for which a given metric suggests the
same order andDiscordant is the set of all human
comparisons for which a given metric disagrees.
The formula is not specific with respect to ties, i.e.
cases where the annotation says that the two out-
puts are equally good.

The way in which ties (both in human and
metric judgment) were incorporated in computing
Kendall τ has changed across the years of WMT
metrics tasks. Here we adopt the version from
WMT14 and WMT15. For a detailed discussion
on other options, see Macháček and Bojar (2014).

The method is formally described using the fol-
lowing matrix:

Given such a matrix Ch,m where h,m ∈ {<,=
, >}9 and a metric, we compute the Kendall’s τ for
the metric the following way:

9Here the relation < always means ”is better than“ even
for metrics where the better system receives a higher score.
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Metric
< = >

H
um

an < 1 0 -1
= X X X
> -1 0 1

τ =

∑
h,m∈{<,=,>}

Ch,m 6=X

Ch,m|Sh,m|

∑
h,m∈{<,=,>}

Ch,m 6=X

|Sh,m|
(3)

We insert each extracted human pairwise com-
parison into exactly one of the nine sets Sh,m ac-
cording to human and metric ranks. For example
the set S<,> contains all comparisons where the
left-hand system was ranked better than right-hand
system by humans and it was ranked the other way
round by the metric in question.

To compute the numerator of our Kendall’s τ
formulation, we take the coefficients from the ma-
trixCh,m, use them to multiply the sizes of the cor-
responding sets Sh,m and then sum them up. We
do not include sets for which the value of Ch,m is
X. To compute the denominator, we simply sum
the sizes of all the sets Sh,m except those where
Ch,m = X.

To summarize, the WMT16 matrix specifies to:

• exclude all human ties,

• count metric’s ties only for the denominator
(thus giving no credit for giving a tie),

• all cases of disagreement between hu-
man and metric judgments are counted as
Discordant,

• all cases of agreement between human
and metric judgments are counted as
Concordant.

In previous years, we reported confidence inter-
vals for the Kendall’s Tau formulation, see Bojar et
al. (2015) for details. However, since the formula-
tion of Kendall’s Tau is not computed in the stan-
dard way (we do not have a single overall rank-
ing of translations, but rather rankings of sets of
5 translations), the accuracy of confidence inter-
vals computed in this way is difficult to verify. To
avoid the risk of drawing incorrect conclusions of
significant differences in metric performance, we
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Figure 9: Direct Assessment (DA) segment-level
metric significance test results for English to Rus-
sian (newstest2016): Green cells denote a signif-
icant win for the metric in a given row over the
metric in a given column according to Williams
test for difference in dependent correlation.

do not include confidence intervals with this year’s
Kendall’s Tau formulation results.

Results of the segment-level human evaluation
for translations sampled from the main translation
task are shown in Tables 9 and 10, where met-
ric correlations (for DA human assessment variant
only) not significantly outperformed by any other
metric are highlighted in bold. Since Kendall’s
Tau are traditionally employed to conclude task
winners, while at the same time we currently lack
a known reliable method of identifying signif-
icant differences between metrics, we postpone
announcement of official winning segment-level
metrics until further research has been carried out
to establish a reliable method in this respect.

DA human assessment pairwise significance
test results for differences in metric performance
are included for investigatory purposes only in
Figures 8 and 9.

Results of segment-level metrics task evaluated
with HUME on the himl2015 data set are shown
in Table 11, where metrics not significantly out-
performed by any other in a given language pair
are highlighted in bold, and these metrics are offi-
cial winners of the himl2015 segment-level metric
evaluation. Full pairwise significance test results
for all metrics are shown in Figure 10.

215



Direction cs-en de-en fi-en ro-en ru-en tr-en
Human Gold RR DA RR DA RR DA RR DA RR DA RR DA

# Assessments 70k 12k 15k 12k 19k 14k 11k 12k 18k 13k 7k 13k
# Translations 8.6k 560 2.4k 560 4.6k 560 2.2k 560 4.7k 560 2.2k 560

Correlation τ r τ r τ r τ r τ r τ r

DPMFCOMB .388 .713 .420 .584 .481 .598 .383 .627 .420 .615 .401 .663
METRICS-F .345 .696 .421 .601 .447 .557 .388 .662 .412 .618 .424 .649
COBALT-F. .336 .671 .415 .591 .433 .554 .361 .639 .397 .618 .423 .627
UPF-COBA. .359 .652 .387 .550 .436 .490 .356 .616 .394 .556 .379 .626
BEER .342 .661 .371 .462 .416 .471 .331 .551 .376 .533 .372 .545
MPEDA .331 .644 .375 .538 .425 .513 .339 .587 .387 .545 .335 .616
CHRF2 .341 .658 .358 .457 .418 .469 .344 .581 .383 .534 .346 .556
CHRF3 .343 .660 .351 .455 .421 .472 .341 .582 .382 .535 .345 .555
CHRF1 .323 .644 .372 .454 .410 .452 .339 .570 .379 .522 .345 .551
UOW-REVAL .261 .577 .329 .528 .376 .471 .313 .547 .314 .528 .342 .531
WORDF3 .299 .599 .293 .447 .377 .473 .304 .525 .343 .504 .287 .536
WORDF2 .297 .596 .296 .445 .378 .471 .300 .522 .341 .503 .283 .537
WORDF1 .290 .585 .293 .435 .369 .464 .293 .508 .336 .497 .275 .535
SENTBLEU .284 .557 .265 .448 .368 .484 .272 .499 .330 .502 .245 .532
DTED .201 .394 .130 .254 .209 .361 .144 .329 .201 .375 .142 .267

newstest-2016

Table 9: Segment-level metric results for to-English language pairs (newstest2016): Correlation of
segment-level metric scores with human assessment variants, where τ are official results computed sim-
ilar to Kendall’s τ and over standard WMT relative ranking (RR) human assessments; r are Pearson
correlation coefficients of metric scores with direct assessment (DA) of absolute translation adequacy;
absolute value of correlation coefficients reported for all metrics.

Direction en-cs en-de en-fi en-ro en-ru en-tr
Human Gold RR DA RR DA RR DA RR DA RR DA RR DA
# Assessments 118k - 35k - 31k - 7k - 21k 20k 7k -
# Translations 12.9k - 6.2k - 4.1k - 1.9k - 6.0k - 3.0k -

Correlation τ r τ r τ r τ r τ r τ r

BEER .422 - .333 - .364 - .307 - .405 .666 .337 -
CHRF2 .420 - .329 - .374 - .304 - .406 .661 .330 -
CHRF3 .421 - .327 - .380 - .304 - .400 .661 .326 -
CHRF1 .402 - .320 - .350 - .305 - .389 .642 .320 -
MPEDA .393 - .274 - .342 - .238 - .372 .645 .255 -
WORDF2 .373 - .247 - .313 - .250 - .358 .580 .218 -
WORDF3 .373 - .247 - .314 - .245 - .359 .582 .216 -
WORDF1 .369 - .245 - .311 - .248 - .351 .573 .209 -
SENTBLEU .359 - .236 - .306 - .233 - .328 .550 .222 -

CHRF3-2R. - - .334 - - - - - - - - -
CHRF2-2R. - - .331 - - - - - - - - -
CHRF1-2R. - - .324 - - - - - - - - -
WORDF3-2. - - .251 - - - - - - - - -
WORDF2-2. - - .251 - - - - - - - - -
WORDF1-2. - - .250 - - - - - - - - -
DEPCHECK .109 - - - - - - - - - - -

newstest-2016

Table 10: Segment-level metric results for out-of-English language pairs (newstest2016): Absolute cor-
relation of segment-level metric scores with human assessment variants, where τ are official results
computed similar to Kendall’s τ and over standard WMT relative ranking (RR) human assessments; r
are Pearson correlation coefficients of metric scores with direct assessment (DA) of absolute translation
adequacy; absolute value of correlation coefficients reported for all metrics.
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Figure 8: Direct Assessment (DA) segment-level metric significance test results for to-English language
pairs (newstest2016): Green cells denote a significant win for the metric in a given row over the metric
in a given column according to Williams test for difference in dependent correlation.
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Figure 10: HUME segment-level metric significance test results (himl2015): Green cells denote a sig-
nificant win for the metric in a given row over the metric in a given column according to Williams test
for difference in dependent correlation; Winning metrics are those not significantly outperformed by
any other (en-cs: CHRF3; en-de: BEER, CHRF3, CHRF2, MPEDA, CHRF1; en-pl: BEER, CHRF1,
MPEDA, CHRF2; en-ro: CHRF3).
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Direction en-cs en-de en-ro en-pl
Human Gold HUME HUME HUME HUME
n 339 330 349 345

Correlation r r r r

CHRF3 .544 .480 .639 .413
CHRF2 .537 .479 .634 .417
BEER .516 .480 .620 .435
CHRF1 .506 .467 .611 .427
MPEDA .468 .478 .595 .425
WORDF3 .413 .425 .587 .383
WORDF2 .408 .424 .583 .383
WORDF1 .392 .415 .569 .381
SENTBLEU .349 .377 .550 .328

himl-2015

Table 11: Pearson correlation of segment-level metric scores with HUME human assessment variant.

3.4 Discussion

During the task, the DA evaluation, other than be-
ing more principled and discerning, has proved
more reliable for crowd-sourcing human evalua-
tion of MT.

It should be noted that DA requires distinct
DA human evaluation variants for system and
segment-level evaluation, but we may not see this
as a negative but rather that DA provides a new
method of human evaluation devised specifically
for accurate evaluation of segment-level metrics.

Although this year DA was carried out through
crowd-sourcing, while RR was completed by re-
searchers, DA is not restricted to crowd-sourcing
and could be carried out as-is by researchers or by
slight modification by removal of the overhead of
translation assessments included in DA for quality
control. With any method of human evaluation, if
we aim at crowd-sourcing, we must keep in mind
that some languages are difficult to obtain work-
ers for, observed in the fact that this year’s WMT
only collected crowd-sourced assessment for En-
glish and Russian as a target language. Although
we employed a minimum of 15 human assessors
for segment-level evaluation of metrics per seg-
ment, it might be worth noting that preliminary
empirical evaluation has shown that the 15 human
assessments we acquire do not need to be from
distinct workers and when repeat assessments are
allowed from the same worker, this also yields a
correlation of above 0.9 with assessments of trans-
lations collected from strictly distinct workers. In
other words, DA should be technically viable for
all language pairs, if we employ researchers as op-
posed to crowd-sourced assessors (who may not

be available for the language) and if we allow re-
peated assessments of the same segment by the
same person.

Hybrid supersampling is a novel way of doing
meta-evaluation of metric performance and it pro-
vided more conclusive results. Although we car-
ried out hybrid supersampling for DA human eval-
uation only, the method is not DA specific, and it
would be interesting to trial it with RR the future.

Character-level metrics again gave very good
results on both system and segment level. The
trend that started on WMT14 with BEER, then
continued on WMT15 with BEER and CHRF,
now happens with BEER, CHRF and CHARAC-
TER. This growing number of character-level met-
rics suggests that community (at least the one that
develops metrics) had started to adopt character-
level matching as an important component of eval-
uation.

Just like in previous years, metrics that train
their parameters get very high correlation with
human judgment as exemplified with BEER and
UOW.REVAL. This year’s edition of the metrics
task introduced different types of golden truths
that opens the question towards which golden truth
should metrics be trained. Should it be for RR by
using some learning-to-rank algorithms, or for DA
by using regression algorithms or some combina-
tion of the two.

The results this year again include surprises.
For instance, evaluation of English-to-Czech this
year suggests that WORDF, BLEU and NIST out-
perform CHRF under evaluation against RR both
with and without tuning systems (Figure 4) on the
news domain, whereas we have seen the exact op-
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posite last year. The IT domain for English-to-
Czech stays in line with last year’s observations.

BLEU (and especially its Moses implementa-
tion) has been clearly outperformed by many met-
rics. That again highlights the question in MT as to
why almost all systems remain to be optimized for
BLEU. Optimization towards BLEU has driven
system development and certainly achieved results
in the past, but the relatively low correlation with
human judgment is a sign that some alternative
metrics should be considered. For this reason, we
encourage metrics developers to add their metric
to Moses scorer so that the MT community can
more easily experiment with employing them as
optimization objective functions. An additional
motivation should also be so that valuable devel-
opment work on metrics is not lost in the future. If
added to Moses scorer, future metrics tasks could
run easily these metrics as baselines, even if their
authors are not participating in the task that year.
That way, good performing metrics will live on
and the results of the metrics task will be more
comparable across years.

4 Conclusion

In this paper, we summarized the results of the
WMT16 Metrics Shared Task, which assesses the
quality of various automatic machine translation
metrics. As in previous years, human judgments
collected in WMT16 serve as the golden truth and
we check how well the metrics predict the judg-
ments at the level of individual sentences as well
as at the level of the whole test set (system-level).

The more extensive meta-evaluation in this
years task that involved large number of language
pairs, different types of judgments and better mea-
surements of the significance would hopefully
shed some more light on the qualities of different
metrics.

The patterns that can be observed in the results
are that character-level metrics perform really well
and that the number of them is growing over the
years. Also, the trained metrics on average are per-
forming better than non-trained metrics, especially
for into-English language pairs.
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A System-Level Correlation Plots

The following figures plot the system-level results of MTEVALBLEU (left-hand plots) and the best per-
forming (according to RR and DA, see Tables 4, 5 and 7) metrics for the given language pair (right-hand
plots) against manual score.
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-.1

.0

.2

.4

.6

.8

HUMAN

ONLINE-A
ONLINE-B

ONLINE-G

UEDIN-NMT

ONLINE-F

JHU-SYNTAX

UEDIN-SYNTAX

UEDIN-PBMTJHU-PBMT
KIT

-0.55 -0.53 -0.51 -0.49 -0.47 -0.45

CHARACTER
-1.1

-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

ONLINE-A
ONLINE-B

ONLINE-G

UEDIN-NMT

ONLINE-F

JHU-SYNTAX

UEDIN-SYNTAX

UEDIN-PBMT JHU-PBMT
KIT
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English-German

20 23 26 29 32 35

MTEVALBLEU

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMTJHU-SYNTAX

UEDIN-PBMT

CAMBRIDGE
KITPROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

KIT-LIMSI

METAMIND

UEDIN-SYNTAX

ONLINE-F

ONLINE-A

-0.56 -0.55 -0.53 -0.51 -0.49 -0.47

CHARACTER

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMTJHU-SYNTAX

UEDIN-PBMT

CAMBRIDGE
KITPROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

KIT-LIMSI

METAMIND

UEDIN-SYNTAX

ONLINE-F

ONLINE-A

Finnish-English

20 21 22 23 24 24

MTEVALBLEU-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

HUMAN

JHU-PBMT

ONLINE-B
ONLINE-G

ONLINE-A

UH-FACTORED

UEDIN-PBMT

UEDIN-SYNTAX

UH-OPUS

PROMT-SMT

0.28 0.29 0.30 0.31 0.32 0.33 0.34

MPEDA-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

HUMAN

JHU-PBMT

ONLINE-B
ONLINE-G

ONLINE-A

UH-FACTORED

UEDIN-PBMT

UEDIN-SYNTAX

UH-OPUS

PROMT-SMT
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Finnish-English

20 21 22 23 24 24

MTEVALBLEU-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

HUMAN

JHU-PBMT

ONLINE-B
ONLINE-G

ONLINE-A

UH-FACTORED

UEDIN-PBMT

UEDIN-SYNTAX

UH-OPUS

PROMT-SMT

46.64 47.97 49.31 50.64 51.97 53.30

CHRF1-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

HUMAN

JHU-PBMT

ONLINE-B
ONLINE-G

ONLINE-A

UH-FACTORED

UEDIN-PBMT

UEDIN-SYNTAX

UH-OPUS

PROMT-SMT

English-Finnish

12 13 14 15 16 17

MTEVALBLEU

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMT

UH-OPUS

AALTO

ABUMATRAN-COMBO

UH-FACTORED

ABUMATRAN-PBSMT

ABUMATRAN-NMT

UUT

JHU-HLTCOE

ONLINE-B

ONLINE-G

ONLINE-A
NYU-UMONTREAL

47.42 48.18 48.95 49.71 50.48 51.24

CHRF2

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMT

UH-OPUS

AALTO

ABUMATRAN-COMBO

UH-FACTORED

ABUMATRAN-PBSMT

ABUMATRAN-NMT

UUT

JHU-HLTCOE

ONLINE-B

ONLINE-G

ONLINE-A
NYU-UMONTREAL

226



English-Finnish

12 13 14 15 16 17

MTEVALBLEU

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMT

UH-OPUS

AALTO

ABUMATRAN-COMBO

UH-FACTORED

ABUMATRAN-PBSMT

ABUMATRAN-NMT

UUT

JHU-HLTCOE

ONLINE-B

ONLINE-G

ONLINE-A
NYU-UMONTREAL

47.00 47.78 48.56 49.34 50.12 50.90 51.68

CHRF3

-.3

-.1

.0

.2

.4

HUMAN

JHU-PBMT

UH-OPUS

AALTO

ABUMATRAN-COMBO

UH-FACTORED

ABUMATRAN-PBSMT

ABUMATRAN-NMT

UUT

JHU-HLTCOE

ONLINE-B

ONLINE-G

ONLINE-A
NYU-UMONTREAL

Romanian-English

31 33 34 36 37 39

MTEVALBLEU

-.4

-.2

-.0

.1

.3

.5

HUMAN

LIMSI

JHU-PBMT

ONLINE-B

UEDIN-NMT

UEDIN-SYNTAX

UEDIN-PBMT

ONLINE-A

0.52 0.54 0.56 0.57 0.59 0.61

UOW-REVAL

-.4

-.2

-.0

.1

.3

.5

HUMAN

LIMSI

JHU-PBMT

ONLINE-B

UEDIN-NMT

UEDIN-SYNTAX

UEDIN-PBMT

ONLINE-A
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Romanian-English

31 33 34 36 37 39

MTEVALBLEU

-.4

-.2

-.0

.1

.3

.5

HUMAN

LIMSI

JHU-PBMT

ONLINE-B

UEDIN-NMT

UEDIN-SYNTAX

UEDIN-PBMT

ONLINE-A

-0.53 -0.52 -0.50 -0.49 -0.48 -0.47

CHARACTER

-.4

-.2

-.0

.1

.3

.5

HUMAN

LIMSI

JHU-PBMT

ONLINE-B

UEDIN-NMT

UEDIN-SYNTAX

UEDIN-PBMT

ONLINE-A

English-Romanian

20 22 24 26 28 30

MTEVALBLEU

-.5

-.3

-.1

.0

.2

.4

HUMAN

UEDIN-LMU-HIERO

JHU-PBMT

UEDIN-PBMT
KIT

LIMSI

ONLINE-A

ONLINE-B

UEDIN-NMT

USFD-RESCORING

RWTH-SYSCOMB

QT21-HIML-SYSCOMB

LMU-CUNI

-0.56 -0.55 -0.53 -0.52 -0.51 -0.50

CHARACTER

-.5

-.3

-.1

.0

.2

.4

HUMAN

UEDIN-LMU-HIERO

JHU-PBMT

UEDIN-PBMT
KIT

LIMSI

ONLINE-A

ONLINE-B

UEDIN-NMT

USFD-RESCORING

RWTH-SYSCOMB

QT21-HIML-SYSCOMB

LMU-CUNI

228



Russian-English

14 17 21 24 27 30

MTEVALBLEU
-1.5

-1.3

-1.1

-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

HUMAN

PROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NRC

AFRL-PHRASE

ONLINE-F

AFRL-CONTRAST

AMU-UEDIN

ONLINE-A

0.45 0.47 0.49 0.52 0.54 0.56

UOW-REVAL
-1.5

-1.3

-1.1

-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

HUMAN

PROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NRC

AFRL-PHRASE

ONLINE-F

AFRL-CONTRAST

AMU-UEDIN

ONLINE-A

English-Russian

9 12 16 20 23 27

MTEVALBLEU
-1.4

-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

.7

.9

HUMAN

JHU-PBMT

AFRL-VERB-ANNOT

LIMSI

PROMT-RULE-BASED

AFRL-PHRASE-BASED

ONLINE-B
ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

ONLINE-F

AMU-UEDIN

ONLINE-A

-0.66 -0.64 -0.61 -0.58 -0.56 -0.53

CHARACTER
-1.4

-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

.7

.9

HUMAN

JHU-PBMT

AFRL-VERB-ANNOT

LIMSI

PROMT-RULE-BASED

AFRL-PHRASE-BASED

ONLINE-B
ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

ONLINE-F

AMU-UEDIN

ONLINE-A
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Turkish-English

14 15 16 17 18 19

MTEVALBLEU-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

0.25 0.26 0.27 0.28 0.29 0.30

MPEDA-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

Turkish-English

14 15 16 17 18 19

MTEVALBLEU-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

0.47 0.49 0.50 0.51 0.53 0.54

BEER-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT
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English-Turkish

9 10 11 12 13 15

MTEVALBLEU

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

CMU

DVORKANTON

JHU-PBMT

JHU-HLTCOE

ONLINE-G

ONLINE-A

TBTK-MORPH-HPB

ONLINE-B

0.45 0.46 0.47 0.49 0.50 0.51

BEER

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

CMU

DVORKANTON

JHU-PBMT

JHU-HLTCOE

ONLINE-G

ONLINE-A

TBTK-MORPH-HPB

ONLINE-B
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