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Abstract. Physical attacks can compromise the security of cryptographic devices.
Depending on the attack’s requirements, adversaries might need to (i) place probes in
the proximity of the integrated circuits (ICs) package, (ii) create physical connections
between their probes/wires and the system’s PCB, or (iii) physically tamper with
the PCB’s components, chip’s package, or substitute the entire PCB to prepare the
device for the attack. While tamper-proof enclosures prevent and detect physical
access to the system, their high manufacturing cost and incompatibility with legacy
systems make them unattractive for many low-cost scenarios. In this paper, inspired
by methods known from the field of power integrity analysis, we demonstrate how the
impedance characterization of the system’s power distribution network (PDN) using
on-chip circuit-based network analyzers can detect various classes of tamper events.
We explain how these embedded network analyzers, without any modifications to
the system, can be deployed on FPGAs to extract the frequency response of the
PDN. The analysis of these frequency responses reveals different classes of tamper
events from board to chip level. To validate our claims, we run an embedded network
analyzer on FPGAs of a family of commercial development kits and perform extensive
measurements for various classes of PCB and IC package tampering required for
conducting different side-channel or fault attacks. Using the Wasserstein Distance as
a statistical metric, we further show that we can confidently detect tamper events.
Our results, interestingly, show that even environment-level tampering activities, such
as the proximity of contactless EM probes to the IC package or slightly polished IC
package, can be detected using on-chip impedance sensing.
Keywords: Anti-Tamper · Power Distribution Network · Physical Attacks · Physical
Layer Security · PCB Verification

1 Introduction
Strong cryptography is required to maintain the secrecy and integrity of processed data
in embedded systems. However, even in the existence of such cryptographic primitives,
attackers who obtain physical access to these devices can perform physical attacks to
break the security of the entire system. Mounting physical attacks (e.g., Side-Channel
Analysis (SCA) and Fault-Injection (FI)) usually requires adversaries to tamper with
the system and prepare it for such attacks. Depending on the attack requirements,
tampering at different abstraction levels of the system, from the printed circuit board
(PCB) to integrated circuits (ICs), is desired by the attacker. For instance, in case of
power analysis attacks, an adversary might need to solder or replace a shunt resistor
on the PCB’s power rails or remove decoupling capacitors from the PCB to amplify
leakage through power consumption [DCEM18, LBS19]. Another example includes the
polishing or removing the integrated circuit (IC) package to carry out semi- or fully-invasive
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Figure 1: The concept of the ImpedanceVerif framework: (i) Modeling the PDN impedance
as an RLC circuit, (ii) Characterizing the impedance of this RLC network using an
embedded network analyzer on FPGAs, and (iii) performing statistical analysis for detecting
tamper events using Wasserstein metric.

attacks [HMH+12, KGM+21, Sko17]. In extreme cases, the attacker might even desolder
the chip from its original PCB and mount it on custom boards or sockets optimized
for attacks. However, in most non-invasive attacks, the adversary might only create
connections between her probes and PCB or place electromagnetic probes in a contactless
fashion close to the IC package without any physical modifications to the system.

Several anti-tamper solutions are based on tamper-evident secure enclosures to cover
the entire system and realize hardware security modules (HSMs). These envelopes de-
tect changes in the physical characteristics of the environment, such as the enclosure’s
capacitance or the envelope’s internal electromagnetic field.

While such secure enclosures shield the system against several classes of tampering
and modifications, they are very costly and need a highly customized design making them
unusable for legacy systems. Therefore, we seek anti-tamper schemes, which on the one
hand, cover different abstraction levels of the system from PCB to chip level, and on the
other hand, require minimal changes to the conventional electronic boards. Ideally, a
security-critical chip holding secret keys and other assets should be able to physically sense
its environment to detect any unauthorized changes in the system and react accordingly.

There have been a few attempts in the literature to include such self-contained sen-
sors into system security-critical ICs to detect physical anomalies, including PCB-level
Trojans [FNH+18], counterfeit boards [ZRS21, WHT19, GXTF17], or removal of com-
ponents [BEG+21]. On digital ICs and field-programmable gate arrays (FPGAs), these
sensors take the form of timing circuits such as on-chip [GXTF17, BEG+21] and PCB
trace-based ring-oscillators [ZRS21]). If all goes well, any PCB anomalies will then affect
the sensitive timing behavior of these sensors.

However, such passive sensing methods have led to low-precision measurements and
noisy behavior. Therefore, advanced signal processing and machine learning methods are
needed to obtain acceptable classification accuracy. On the other hand, active sensing
methods, such as time-domain reflectometry (TDR), have shown a high precision in
detecting malicious implants on the I/O signal traces of PCB. However, they need custom
analog circuits inside the chips [FNH+18]. Moreover, all these solutions only demonstrate
the detection of specific modifications to the system (e.g., removal/insertion of a component
to an I/O signal trace). It remains open how these solutions apply to multiple classes
of tampering. Therefore, we ask the following research question: Is it possible to have
an on-chip circuit-based sensor that is capable of monitoring the physical integrity of its
environment beyond its die, from its package to PCB, in a unified manner?

Our Contributions: In this work, we indeed positively answer the above question
and solve the puzzle of why existing on-chip sensors have limited applicability and poor
performance when sensing tampering of the environment beyond the chip itself. Inspired
by novel insights in power integrity analysis and its application to physical integrity, we
introduce a self-contained tamper-evident sensor. The sensor characterizes the impedance



Tahoura Mosavirik, Patrick Schaumont and Shahin Tajik 303

of the power distribution network (PDN) and can verify the physical integrity of the system
from board to chip level, see Figure.1. As any tampering attempt on the PCB will lead to
changes in the equivalent impedance of the PDN, the continuous physical scanning of PDN
will reveal whether the PCB’s integrity has been violated [MGST22, ZSS+22]. In this
regard, we will explain how the functionality of network analyzers, the traditional tools
to perform such impedance characterizations, can be emulated on FPGAs without any
extra component or modification to the system [Ior18, ZAB+18]. We demonstrate that
electrically stressing the PDN of the system with various frequencies and simultaneously
measuring voltage drop for impedance estimation is the key to detecting various tamper
events. We further show that the impact of different classes of tampering on the magnitude
of PDN impedance is higher at certain frequency bands. After performing extensive
experiments on a commercial FPGA board and deploying Wasserstein distance as a metric,
we discovered that such a wideband impedance characterization could surprisingly reveal
very sophisticated tampering/modifications to the system, namely, (i) the addition/removal
of PCB components, (ii) the connection of a probe/wires to the PCB, (iii) the presence of
an EM probe close to the IC package, (iv) and modifications to the IC package.
Remark. In this work, we are taking only the first steps toward understanding the
applicability of power integrity solutions to the problem of physical verification and tamper
detection. Therefore, we do not claim that the proposed sensing mechanism provides a
complete or error-free security solution. More research is required to explore the strengths
and limitations of the proposed solution in real-world scenarios. FPGA-based network
analyzers have been previously reported in the power integrity literature [Ior18, ZAB+18]
to achieve system reliability during PCB design. Hence, their design is not the main
contribution of this work. Our primary intention in this paper is to draw attention to the
potential of this known but not well-researched sensing mechanism in hardware security.

2 Technical Background

2.1 PDN Characterization
A PDN handles the system’s power delivery from the external power regulator down to the
transistors on the chip. Figure. 2(a) demonstrates a PDN model for a typical PCB. The
equivalent circuit of a PDN is an RLC network [ZHS+15, ZAB+18]. The PDN connects
the VRM to every power-sinking component on the PCB, and every component has specific
power and voltage requirements. The PDN covers off-chip components such as bulk
capacitors, PCB routing, multilayered ceramic capacitors (MLCCs), spreading, and vias.
The PDN also covers on-chip components such as IC packaging, bonding wires, on-chip
power grid, etc. The contribution of each component to the PDN’s impedance is distinct at
different frequencies; see Figure. 2(b). While at lower frequencies, the equivalent impedance
of the PDN is dominated by the voltage regulator’s characteristics, at higher frequencies,
the off-chip and on-chip components contribute most to the impedance [LFH10, ZAK+17,
ZAB+18]. The main reason for such an impedance behavior is the existing parasitic
inductance on each capacitor [FCAF12]. An ideal capacitor behaves as a short-circuit
at high frequencies. However, the parasitic inductance causes the capacitor to resonate
at a particular frequency depending on its capacitance and inductance values. Smaller
capacitors have smaller parasitic inductance due to their smaller physical dimensions;
therefore, they resonate at higher frequencies. In this case, the capacitor’s impedance for
frequencies higher than its resonance frequency increases, and thus, at very high frequencies,
the capacitor behaves like an open circuit. Consequently, by moving to higher frequencies,
each set of capacitors, from the large to small ones, become open circuits, and their effect
on the PDN impedance diminishes.

To characterize the PDN impedance over different frequency bands, Z (impedance) and
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Figure 2: (a) The equivalent RLC circuit of the system’s PDN (b) Contribution of different
parts of the PDN to the magnitude of the PDN impedance over frequency.

S (scattering) parameters are used [Bog10, Pup20]. These parameters are usually employed
in RF/Microwave engineering and in power/signal integrity analysis of electronic systems
to describe the electrical properties of linear RLC electrical networks. S- and Z-parameters
are complex numbers (including the voltage amplitude and the phase of traveling waves)
and are frequency-dependent. The number and organization of the parameters depend
on the available electrical ports on the RLC circuit. S-parameters directly represent the
signal’s attenuation and reflection/transmission at each port of network. On the other
hand, Z-parameters can be used to derive the observed impedance at each port of the
network. S-parameters and Z-parameters represent comparable data, but measuring one
or the other may be more convenient depending on the measurement conditions. Network
analyzers are the primary instruments for measuring these parameters. They contain
both a source used to stimulate the PDN of the system by injecting sine waves with
different frequencies into the network and receivers, used to measure the amount of signal
reflection and transmission at each frequency. The resulting measurements reveal the
system’s frequency response. We distinguish scalar network analyzers (SNAs) and vector
network analyzers (VNAs). While SNAs can only measure the magnitude of the signal,
VNAs can measure both the amplitude and the phase of the traveling wave. VNAs have
been utilized in the literature for detecting counterfeit and tampering activities at the
PCB level using both scattering [MGST22] and impedance parameters [ZSS+22]. There
also exist similar commercial products that characterize the V/I signatures of the ICs (e.g.,
SENTRY [ABIa]) and PCBs (e.g., AMS [ABIb]) in a frequency range.

2.2 Challenges with Current On-Chip Circuit-based Sensors

A few on-chip circuit-based sensors have been proposed in the literature to indirectly sense
the changes in the impedance of the PDN due to different anomalies. Virtually all these
circuit-based sensors are based on various analog to digital converters (ADCs). Ring-
oscillators (ROs) are a popular example of such ADCs due to their sensitivity, simplicity,
and compatibility with digital circuits. The main hope has been that modifications in
part of the system’s board or package lead to changes in the behavior of these ROs, and
consequently, the attacks would be detected. For instance, on-chip RO-based sensors have
been proposed to detect counterfeit PCBs and hardware Trojan implants on PCBs by
monitoring the PDN [LML12, WHT19] or traces of the PCB [GXTF17, ZRS21, BEG+21].
While in the former case, a network of ROs is realized on the chip to sense the PDN
modifications, in the latter schemes, either extended ROs between chips and off-chip PCB
traces or I/O bank-based ROs are deployed to monitor the physical integrity of connected
traces to the chip. Such on-chip RO-based sensors have also been proposed to measure
the impact of die-package stress interaction on transistor performance [LXH+12]. In more
ambitious attempts, it has even been tried to detect the effect of non-invasive attacks on
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the system. A prime example is the integration of a custom LC oscillator into the front side
of the IC package to detect the approach of an EM probe [HHM+14]. Another example is
the measurement of the voltage drop caused by the inclusion of the shunt resistor into the
PCB using an on-chip RO [LML12].

By taking a careful look at the outcomes of these sensors, it becomes evident that the
changes in the behavior of RO sensors in some tampering scenarios are not distinguishable
from changes resulting from the noise (i.e., thermal noise, process variation, etc.). Moreover,
they have been designed only for specific system modifications, and therefore, do not cover
a wide range of tampering scenarios. The main reason behind such weak performance
of virtually all these solutions is their passive sensing mechanism. As described in the
previous subsection, each component on an electronic board contributes to the overall
PDN impedance in different frequency bands. To measure the PDN impedance at different
frequencies, each discrete frequency needs to be measured by actively stimulating the
system and measuring each response using RO sensors. If the system is stimulated using
always-on stressor circuits or not stressed at all, the RO sensors can only measure the
DC characteristics of the PDN, namely the resistance. Even if we consider the generated
pulses by switching transistors in an RO sensor as stressors, the switching frequency and
its harmonics are constant, and thus, the system is stimulated at only a few frequency
points. Some PCB modifications might lead to resistance variations, and therefore, such
passive sensors can detect them. However, many tamper events (as will be shown in this
paper) lead to changes in the capacitance and inductance at specific frequencies, which
are not measurable using passive sensors.

3 Methodology

3.1 Threat Model
This section reviews our threat model with the presumption of having an on-chip network
analyzer capable of measuring the core and I/O PDN impedance profiles. For our threat
model, we assume that the victim’s electronic board is operated in an untrusted field
and the attacker has physical access to it. The goal is to detect the attacker’s tampering
attempt on the system before she can mount SCA or FI attacks. The attacker is interested
in the secrets and assets stored on a security-critical IC (e.g., a root-of-trust, cryptographic
chip, etc.) soldered on a PCB. We assume that this security-critical IC contains an
embedded network analyzer circuit for impedance characterization of the PDN. If the
security-critical IC is an FPGA, the network analyzer can be programmed as a soft IP
into it along with other existing IP cores. Therefore, no additional modification is needed,
and the golden impedance signature of the PCB remains intact. For non-FPGA systems,
the system should be redesigned to include an FPGA-based or ASIC network analyzer.
We assume that the PDN’s impedance profiles of genuine samples have been collected
in an enrollment phase in a trusted environment and stored on the same chip, which
performs the impedance characterization. Later in the hostile environment, the impedance
characterization can be performed before boot or during runtime to verify the system’s
integrity for possible tampering attempts. Upon detection of a discrepancy between the
measured impedance profile and the golden impedance profile, an anti-tamper response
(e.g., key zeroization) will be executed.

We assume that the adversary can physically tamper with all components on the core and
I/O PDNs of the board connected to the victim chip, including adding/removing/replacing
other components. Moreover, she can make physical connections with the core and I/O
PDNs of the system to run measurements or communicate with the victim chip. She
also can tamper with the IC package and pins and even place probes in the proximity of
the package. However, we assume that she cannot tamper with the running impedance
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characterization IP during the design phase (e.g., using hardware Trojan insertion) or
operation phase (e.g., using remote fault injection attacks). Furthermore, the proposed
sensing countermeasure only works on powered-on systems. Attacks on powered-off devices
for netlist reverse-engineering purposes or non-volatile memory (NVM) content readouts
using techniques such as scanning electron microscopy are out of the scope of this work.

3.2 Embedded Network Analyzers
The VNA functionality needs to be realized on one or multiple chips of an electronic
board to enable self-contained monitoring of the physical integrity from PCB to chip level.
In the field of power integrity, RF, and microwave engineering, there have been a few
attempts to miniaturize VNAs for embedded systems. One prominent example is the
open-source NanoVNA kits [Edy], which utilize off-the-shelf analog and digital chips (e.g.,
audio codec, microcontrollers, mixers, and oscillators) to realize small-size and portable
VNAs. It is conceivable that small devices, such as NanoVNA, can be integrated into
large electronic boards to stimulate the PDN and collect scattering/impedance traces
during runtime. VNA can even be constructed from single-chip solutions such as the
ADL5960 chip from Analog Devices [Ana], Inc. or custom analog designed chips [YHN11].
While such analog technologies provide high-resolution PDN characterizations, they are
incompatible with many legacy and low-cost systems. Therefore, there have been parallel
efforts [Ior18, ZAB+18, GOKT18, OBDS+19] to emulate the functionality of VNAs using
the available digital resources on FPGAs for power integrity purposes.

A VNA on an FPGA consists of an active and a passive module, see Figure. 3. The active
module needs to stimulate the PDN of the system by drawing electrical current with different
frequencies using power waster circuits (e.g., an array of interconnected configurable logic
blocks (CLBs) [Ior18, ZAB+18], ring-oscillators (ROs) [GOKT18, PHT20], or Dual RAM
collisions [ATG+19]). A sinusoidal current modulator controls the activation frequency
and amount of consuming current of power waster circuits. The passive module, on the
other hand, needs to measure the voltage drops using on-die voltage sensors and other
analog-to-digital (ADC) circuits, such as ROs or Time-to-Digital converters (TDCs), using
the available resources on FPGAs [MLS+20]. Knowing the amount of current consumption
and voltage drop can reveal the approximate impedance value of the PDN seen by the
logic circuits of the FPGA fabric at a specific frequency. Here we elaborate more on how
such circuits approximate the impedance.

Currently, the two proposed FPGA-based VNA variants in the literature [Ior18,
ZAB+18] use similar power wasting circuits based on buffer/inverter chains, but they use dif-
ferent sensing circuits for measuring the voltage drop, namely TDC-based ADCs [ZAB+18]
and RO-based ADCs [Ior18]. As we use an RO-based ADC in this paper, we focus on how
the frequency changes in a RO, measured by on-chip binary counters, can be converted to
the impedance values. Activating the power wasting circuit on the core voltage plane at
frequency fi, generates a sinusoidal current over time (I = I0ej2πfit) through the PDN,
which causes sinusoidal voltage variation (V = V0ej2πfit+ϕ) on the PDN with lagging in
the phase. In this case, the impedance of the PDN at frequency fi in the Polar coordinate
representation is given by ohm’s law as ZP DN = V/I = (|V |/|I|)eϕ. Using the Cartesian
representation, the impedance can be written as a complex number:

ZP DN = RP DN + jXP DN (1)

where the real part RP DN of impedance is the resistance and the imaginary part XP DN

is the reactance caused by the capacitance and inductance of the system. While RP DN

is frequency-independent, XP DN is a function of frequency. The magnitude of the PDN
impedance is |ZP DN | =

√
R2

P DN + X2
P DN . The magnitude of the PDN impedance can

be approximated by considering only the difference in values of voltage and current
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Figure 3: Main building blocks of an embedded VNA on FPGA.

when the power wasters are activated (VON and ION ) or deactivated (VOF F and IOF F ),
cf. [Ior18, ZS18]

|ZP DN | ≈
∣∣∣∣∆V

∆I

∣∣∣∣ =
∣∣∣∣VOF F − VON

IOF F − ION

∣∣∣∣ (2)

On FPGAs, ION and IOF F are constants and can be estimated either during the
synthesis using the FPGA power estimators or using off-chip power monitoring modules.
VOF F equals the supply voltage of the FPGA VSUP P LY . However, the VON is dynamic
and approximated using the frequency of the RO-based sensor during the measurement.
The frequency of an RO is proportional to the voltage drop on the FPGA, i.e., fROOF F

≈
kVOF F = kVSUP P LY and fROON

≈ kVON , where k is a constant. In this case, based
on equation 5, the impedance magnitude at a given frequency can be written as follows,
cf. [Ior18]

|ZP DN | ≈

∣∣∣∣∣∣
( fROOF F

−fROON

fROOF F
)VSUP P LY

IOF F − ION

∣∣∣∣∣∣ (3)

where fROOF F
and fROON

are the RO frequencies when the power-waster circuits are
deactivated and activated, respectively. To characterize the complete profile |ZP DN | over
a frequency range, the fROON

should be measured under different activation frequencies of
power-wasting circuits. Note that in the ideal case, the activation signal for the power
wasting circuits should be a real sinusoidal wave, not a pulse wave. While sinusoidal waves
at a given frequency have a single harmonic, pulse waves at the same frequency contain the
sinusoidal frequency and several harmonics at the higher frequencies. This phenomenon is
called total harmonic distortion (THD). Hence, to generate such sinusoidal wave signals on
FPGAs, one can use either Coordinate Rotation Digital Computer (CORDIC) algorithms
or Lookup-Table methods to store amplitude samples of a sinusoidal function over time.
Such techniques, unfortunately, cannot generate sinusoidal waves higher than a few tens of
megahertz using the fastest clocks on modern FPGAs. Therefore, at higher frequencies
(e.g., higher than 100 MHz), we should inevitably use pulse waves to activate power-wasting
circuits. Naturally, this causes inaccuracies in the estimation of the impedance. However,
for tampering detection purposes, we are only interested in detecting changes in impedance
values, not their absolute physical values. Thus, as long as the measurements for a specific
frequency are performed consistently using sinusoidal or pulse waves, we still can rely on
the estimated |ZP DN | for tampering detection.

3.3 Statistical Analysis on Noisy Measurements
Voltage and temperature variations can affect the behavior of the RO sensor on the chip,
leading to noisy measurements. In this case, measurement repetition at each frequency
point can provide us with a probability distribution for impedance values. Here, we
provide the preliminary information required for the statistical analysis and comparison
of these probability distributions. In our notation, m is the number of frequency points,
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where the impedance of the PDN is measured using the embedded VNA. The number
of measurement repetitions for frequency fi is denoted by n. We define Zi as a random
variable corresponding to the impedance of the PDN at the frequency fi. More precisely,
we define ZG

i and ZT
i as random variables corresponding to the impedance of the PDN at

the frequency fi in the genuine and tampered system, respectively. The realization (i.e.,
the measured values) of the ZG

i and ZT
i in the jth measurement are denoted by zG

ij
and

zT
ij

, respectively. We show the empirical cumulative distribution function (ECDF) of ZG
i

and ZT
i with Gi and Ti, respectively. Finally, we denote the probability density function

(PDF) of ZG
i and ZT

i with γi and τi, respectively.

3.3.1 Wasserstein Metric

In order to quantify the difference between ZG
i and ZT

i , we will use the Wasserstein
metric [ACB17]. The Wasserstein metric is a function that gives a distance between two
probability distributions. The pth (p ≥ 1) Wasserstein distance between γi and τi is given
by

Wp(γi, τi) = [inf E(d(ZG
i , ZT

i ))p](1/p) (4)

where E(Z) is the expected value of a random variable Z, d is the Euclidean distance
between two points, and the infimum is taken over all joint distributions of the random
variables ZG

i and ZT
i with PDFs γi and τi, respectively.

3.3.2 Empirical Distribution Function Tests

ZG
i follows a Gaussian distribution with the mean µG

i and the deviation σG
i due to the

existence of thermal noise, which has the characteristics of a white additive Gaussian
process. However, ZT

i does not necessarily follow a Gaussian distribution. In some cases
(as we will see in Sect. 5), the tampering can indirectly contribute to unknown disturbances
in the impedance measurement, which makes ZT

i non-Gaussian. To compare ZT
i and ZG

i ,
we can use empirical distribution function tests, which can also be applied to non-Gaussian
distributions. We deploy two non-parametric statistical tests on samples z1, z2, · · ·, zn to
detect the tamper events, namely Shapiro-Wilk (SW) and Kolmogorov-Smirnov (KS) tests.
The SW test is a test for normality, testing whether measurement samples follow a normal
distribution. The KS test is a supremum-based statistical testing, which is based on the
largest vertical difference between two ECDFs. We refer the reader to the [RW11] for more
information. KS test can be used to test whether two data samples come from the same
distribution.

4 Experimental Setup
For our experiments, we used Digilent Arty S7 development boards [Diga] which contain
AMD/Xilinx Spartan-7 FPGAs manufactured with a 28 nm technology. These boards have
multiple power domains, namely, a 1 V domain supplying the core (VCCINT ) and Block
RAMs (BRAMs) (VCCBRAM ) of FPGA, a 3.3 V domain supplying the FPGA I/O banks
(VCCO), and a 1.8 V domain as the auxiliary supply voltage (VCCAUX). In this paper,
we perform our measurements on VCCINT and VCCO PDNs as they are the main media
for SCA/FI attacks. Figure. 4 shows the front and backside of the Arty S7 development
boards used in our experiments. In Figure. 4a, the area in red color shows the jumper
"JP3" used for bypassing the 10 mΩ shunt resistor, and in Figure. 4b, the areas in red and
blue color show 47 nF and 470 nF decoupling capacitors, respectively.

We have used PIscanner IP [PIS, Ior18] for realizing a VNA on the FPGA. This IP
generates current on the FPGA using configuration logic blocks (for the core voltage PDN)
and I/O blocks (for I/O voltage PDN) by sequencing multiple transient switching currents
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(a) (b)

FPGA
JP3

I/O port

Figure 4: Digilent FPGA development kit. (a) Front side of the board. The area in red
color shows the jumper used for bypassing the 10 mΩ shunt resistor. The highlighted area
in green color shows one of the I/O ports. The highlighted point in yellow color on the
FPGA shows the approximate location for the EM probe measurements with maximum
coupling. (b) The backside of board. The areas in red and blue color show 47 nF and 470
nF decoupling capacitors, respectively.

to superimpose to an overall constant current. The design can measure the impedance
with a resolution of 1 mΩ over 0 - 588 MHz. However, we performed the impedance
measurements within 100 Hz - 588 MHz for this specific FPGA board since there was
not much useful information between 0 - 100 Hz for our experiments. Moreover, due
to large wavelengths between 0 - 100 Hz, the integration time is increased significantly.
Impedance characterization beyond 1 GHz requires analog VNAs. The IP generates
sinusoidal activation waves using the Lookup Table method for lower frequencies and pulse
activation waves for higher frequencies using the Mixed-Mode Clock Manager (MMCM)
of Xilinx FPGAs [Ior16, Ior20]. Moreover, it uses RO and IOBUF ROs [BEG+21] for
measuring the voltage drop on the core and I/O banks of the FPGA, respectively. The
time needed to scan the entire frequency band is in the order of seconds. Such a resolution
is sufficient to detect permanent tamper events (e.g., capacitor removal) and temporary
tampering (e.g., connecting probes) occurring in order of minutes/hours for a practical
SCA/FI. More specifically, there is a trade-off between detection accuracy and scan time
that can be controlled by tuning the number of frequency points measured. The IP
occupies 963 FFs and 1459 LUTs. The cost of the IP is $2000. It is a one-time payment
for all FPGAs of the same family. We communicated with the FPGA from our laptop
using a UART communication link. After loading the VNA bitstream to FPGA, we could
send commands to the FPGA and receive measurement data from it using the same serial
link. Finally, we carried out offline statistical analyses (see Sect. 3.3) on the impedance
signatures collected from the experimental setup mentioned above using MATLAB [Mat22].
We calculated Wasserstein distance in Sect. 5.3 using Python’s scipy.stats library.

5 Results
This section presents our impedance characterization results for various classes of tamper
events and physical conditions. There are probably unlimited tamper events that can occur
to a sample, and naturally, we cannot cover all of them. However, to show the sensor’s
capability in covering different threats, we select a set of few tamper events, which can
represent virtually all possible modifications. Therefore, we prioritize our experiments
based on the physical distance of the tamper event to the chip’s die, from the maximum to
the minimum distance. Moreover, we make sure that we cover the entire frequency band
by tampering with the resistive, capacitive, and inductive portion of the PDN impedance.
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(a) (b)

Figure 5: The mean of 105 impedance measurements over the frequency band of 100 Hz -
588 MHz (a) An untouched sample (intra-genuine measurements). (b) The board with
added 10 mΩ shunt resistor.

Hence, we start by experimenting on a shunt resistor, which has the maximum distance
from the FPGA chip, and we continue the experiments to observe the impact of tampering
on the FPGA chip itself.

Since some of our performed modifications to the FPGA boards are irreversible (e.g.,
polishing a package), we had to use different boards from the same family for each
tampering experiment. The Digilent Arty S7 kits have a 10 mΩ shunt resistor [Diga, Digb]
with the possibility of bypassing it using a jumper (see JP3 jumper in Figure. 4a). We
used the boards in the bypassed mode for our reference measurements for all experiments,
except for the experiment in Sect. 5.2.2. To have enough data for statistical analysis, the
PDN impedance profiles of all FPGA boards have been measured 105 times (for obtaining
statistically significant results [DW09]) using the FPGA impedance characterization method
described in Sect. 3.2 before any tampering. The measurements were carried out within
the frequency band of 100 Hz - 588 MHz with logarithmic steps. The total number of
frequency points was 152. After changing the physical condition of the boards or tampering
with them, we repeated the impedance characterization 105 times over the same frequency
range. It should be noted that all experiments were conducted at room temperature.
Finally, we calculated the Wasserstein distance (WD) between the genuine and tampered
samples’ impedance signatures over the entire frequency band (i.e., between 100 Hz - 588
MHz) to quantitatively distinguish between legitimate and tampered samples.

5.1 Tamper Events not Causing External Disturbances
Here, we consider tamper events that do not cause further external disturbances on the
sensor, and therefore, all the measurements on modified samples are mainly influenced by
the thermal noise.

5.1.1 Intra-genuine Signature Consistency

In the first step, we wanted to assess the consistency of PDN impedance signatures for the
same board over time. This is of great importance as it shows to what extent we can rely on
a golden impedance signature. In this regard, we performed two sets of 105 measurements
in two different trials for the same samples on different days and times. Figure. 5a
illustrates the mean of the collected impedance traces for two trials of measurements on
the same board, over the frequency band of 100 Hz - 588 MHz. According to Figure. 5a, it
can be observed that the mean of impedance magnitudes are well-matched to each other.
Figure. 11a shows the histograms for the intra-genuine measurements’ trials at f = 315.97
MHz, where the maximum distance between the mean of two trails of the genuine boards’
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Figure 6: The mean of 105 impedance profile measurements for removing 470 nF decoupling
capacitors over the frequency band of 100 Hz - 588 MHz. The right-side figure shows the
zoomed-in view of the bandwidth with the most deviation from the mean graph.

measurements occurs. Form Figure. 11a, it can be seen that the maximum deviation
between the mean of the measurements is 1.67 mΩ.

5.1.2 Adding a Shunt Resistor

First, we emulated the primary preparation step for power analysis attacks, adding a
shunt resistor on the victim PCB’s power rails to enable the measurement of current
fluctuations. Even if such shunt resistors exist on a genuine PCB, adversaries might
want to replace them with other resistors to externally-amplify couplings of shares in
protected cryptographic implementations [DCEM18, LBS19]. As we had bypassed the
existing shunt resistor of the FPGA boards for all of our golden signature extractions,
we just needed to remove the jumper to emulate the inclusion of a shunt resistor (see
Figure. 4 (a)). The existing shunt resistor on samples has a 10 mΩ resistance[Diga, Digb].
The means of PDN impedance measurements for both genuine and tampered samples for
105 measurements are shown in Figure. 5b. As it can be observed, there is a considerable
shift in the magnitude of the PDN impedance in the entire spectrum. This shift looks
constant until the system’s resonance frequency and starts to change in higher frequencies.
For this case, the maximum deviation takes place at f = 587.80 MHz. Form Figure. 11b,
it can be seen that the maximum deviation between the mean of the measurements is
52.08 mΩ, which is 31.18 times the maximum deviation of the intra-genuine measurements
(1.67 mΩ). Interpretation. As described in Sect. 3.2, the impedance magnitude of the
PDN can be written as ZP DN = RP DN + jXP DN . The primary contributor to the shift in
Figure. 5b is the resistance portion of the impedance RP DN , which is independent of the
frequency. However, resistors used on PCBs are not ideal, and thus, they contain parasitic
capacitance and inductance and can show much higher impedance magnitudes at higher
frequencies. Therefore XP DN of the PDN impedance also plays a role in this shift.

5.1.3 Removing Decoupling Capacitors

We performed two independent sets of tampering on two different samples to observe
the sensor’s sensitivity to the decoupling capacitors’ removal. First, we removed three
470 nF decoupling capacitors on one of the FPGA boards and measured the impedance
profile over frequency. Second, we removed eight 47 nF decoupling capacitors on another
FPGA board and measured the impedance profile to check their effect on the physical
behavior of the system as well. The location of these two sets of capacitors is shown in
Figure. 4(b). As decoupling capacitors behave as low-pass filters, the adversary usually
removes these decoupling capacitors in real-world scenarios to amplify leakage through
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Figure 7: The mean of 105 impedance profile measurements for removing 47 nF capacitors
from the board over the frequency band of 100 Hz - 588 MHz. The right-side figure shows
the zoomed-in view of the bandwidth with the most deviation from the mean graph.

power consumption.
Figure. 6 and 7 demonstrate the mean of |ZP DN | profiles of 105 measurements for the

genuine sample and the samples from which 470 nF and 47 nF decoupling capacitors have
been removed, respectively. According to these results, it is observable that each set of
decoupling capacitors contributes to a particular portion of the impedance spectrum. In
Figure. 6 and 7, the right-side graphs show the zoomed-in view of the bandwidth where
the most significant deviation from the genuine |ZP DN | signatures occurs.

By removing 47 nF and 470 nF decoupling capacitors, the maximum deviation happens
at f = 39.90 MHz and f = 1.57 kHz, respectively. Based on Figure. 11d and 11c, the
maximum deviation between the mean of the measurements is 5.95mΩ and 3.83 mΩ for
47 nF and 470 nF capacitors removal, respectively. It is observable that the maximum
deviation for 47 nF and 470 nF capacitors removal cases is 3.5 and 2.29 times the maximum
deviation of the intra-genuine measurements (1.67 mΩ).
Interpretation. While 47 nF capacitors affect the frequency band of 3.69 - 60.36 MHz,
470 nF capacitors directly impact the lower frequency band below 9.4 MHz. This is in
line with the theoretical expectations presented in Sect. 2.1, where the effect of smaller
capacitors on the impedance is significant at higher frequencies due to their smaller physical
dimensions, causing a resonance at higher frequencies.

5.1.4 Proximity of an EM Probe

Our next experiment analyzes the influence of placing a high-precision EM probe in the
vicinity of the FPGA surface. The interesting fact about this experiment is that there is no
physical connection between the probe’s tip and the system. The hope is that a coupling
between the EM probe and the metal layers of the chip affects the PDN impedance at
high frequencies [HHM+14]. We used an EM probe station from Riscure with HP EM
probe 125 SN126 0.2 mm to emulate this class of non-invasive attack [Ris].

We scanned the surface of the FPGA by placing the EM probe in the vicinity of the
FPGA package surface in different locations to evaluate the effect of impedance coupling
between the probe and the metal lines of the FPGA. The sensor and stressor circuits were
implemented on the X0/Y0 bank of the Spartan 7 FPGA. While the physical location of
metal lines can differ from the location of the utilized logic blocks on the FPGA, we still
found the strongest coupling effect when the probe was located on top of the X0/Y0 bank
(Figure. 8b. The mean of 105 measured impedance signatures for this attack can be seen
in Figure. 9. The maximum deviation takes place at f = 284.92 MHz. Form Figure. 11e,
the maximum deviation between the mean of the measurements is 13.65 mΩ, which is 8.17
times the maximum deviation between the mean of the intra-genuine measurements.
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(a) (b)

Figure 8: Devices under attack (a) Polished FPGA package (b) Placing an EM probe on
top of the FPGA package.

Figure 9: The mean of 105 impedance profile signatures when the EM probe is positioned
over the left corner of the FPGA.

Interpretation. The observable effect can be explained using the cavity perturbation
theory [Poz11]. According to this theory, when a small sample (here, the small cross
section of the EM probe) is exposed to electric and magnetic fields of a structure (here,
the FPGA), the sample perturbs the field distribution that causes a change in the resonant
frequency of the structure. This coupling results in the field perturbation of the circuit
and creates this added resonance frequency to the impedance profile as seen in Figure. 9.

5.1.5 IC Package Polishing

The goal of this experiment is to find out whether IC package polishing/removing has
an impact on the PDN impedance. Package polishing is the main preparation step for
carrying out semi- or fully-invasive attacks. To emulate this attack, we partially polished
the surface of the FPGA package and measured the impedance profile magnitudes, see
Figure. 8a. During the polishing of the IC package on the IC frontside, a small area of
metal layers were exposed. The exposure of the die to the ambient light photons can
disturb the measurements. Therefore, we carried out these measurements in an isolated
dark room. Figure. 10 illustrates the mean of 105 impedance profile signatures for the
genuine sample and the FPGA, whose package is partially polished and is placed in a dark
room during the measurements. For this case, the maximum deviation of the mean graph
occurs at f = 430.96 MHz. Form Figure. 11f, it can be seen that the maximum deviation
between the mean of the measurements is 18.49 mΩ, which is 11.07 times the maximum
deviation of the intra-genuine measurements (1.67 mΩ).
Interpretation. The plastic package behaves as a dielectric material contributing to
on-chip PDN capacitance [Inc96]. Thus, polishing the package affects the system’s PDN
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Figure 10: The mean of 105 impedance profile signatures when the surface of the FPGA
package is polished.

impedance. Its effect is observable at high frequencies due to the smaller dimensions of IC
structures. Note that we did not de-solder the FPGA for polishing.

5.2 Tamper Events with External Disturbances
Here, we present two sets of experiments where tampering causes extra environmental
disturbances on the sensor. In these cases, thermal noise is not the only noise source for
the measurements, and we observe an irregular non-Gaussian impact on the impedance
measurement distribution of tampered samples.

5.2.1 IC Package Polishing with Exposure to Light

As mentioned in Sect. 5.1.5, the exposure of the die to the ambient light photons can
disturb the measurements. As such a scenario still can occur in a real-world attack, we
decided to perform the impedance characterization in this physical condition as well.
Therefore, we conducted the measurements in a room where the board was exposed to
the room light. Figure. 12a illustrates the mean of 105 impedance profile signatures for
this set of measurements. As seen per results, there exists an unusual behavior in the
impedance signatures for this case. Careful investigation of the results showed a significant
fluctuation in impedance signatures in frequencies above the resonance frequency, where
the overall impedance is dictated by the IC package and die. For this case, the maximum
deviation takes place at f = 388.61 MHz. Form Figure. 12b, the maximum deviation
between the mean of the measurements is 19.39 mΩ, which is 11.61 times the maximum
deviation between the mean of the measurements between the intra-genuine measurements
(1.67 mΩ). Figure. 12b shows that after such tampering, the data distribution is divided
into two bell curves. This was not the case for the previous results where we investigated
other classes of tamper events.
Interpretation. The unusual impedance signature in Figure. 12a could be due to the
interaction of photons with metal layers and the active region of the chip, leading to local
temperature variations, which affect both the sensor and on-chip impedance.

5.2.2 Connecting an Oscilloscope Probe

In this experiment, we connected an oscilloscope probe to the jumper "JP3" pins to analyze
the impact of connecting a measurement device without any other physical modifications
to the system. Figure. 12c shows the impedance profile of 105 measurements conducted
using the proposed verification method for this case. Note that connecting an oscilloscope
probe necessitates removing the jumper "JP3" from the PCB’s PDN. Therefore, the golden
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(a) (b) (c)

(d) (e) (f)

Figure 11: Impedance histogram representations. All histograms are plotted at the
frequency point where the distance between the mean of the measurements is maximum.
(a) Intra-genuine measurements at f = 315.97 MHz. (b) Adding shunt resistor (f = 587.80
MHz). (c) 470 nF capacitors removed (f = 1.57 kHz). (d) 47 nF capacitors removed
(f = 39.90 MHz). (e) EM probe on the location showed in Figure. 4(a) in yellow color
(f = 284.92 MHz). (f) FPGA package polished (not exposed to light, f = 430.96 MHz).

sample for this experiment would be the FPGA board without bypassing the shunt resistor.
We did not have complete control over external disturbances during the measurements in
this attack. An example of such disturbances is slight probe movements that can happen
during the measurements. Moreover, the unshielded cable and probe connector can behave
like an antenna injecting EM interference to the power rails of the chip, which influences
the sensor response. The maximum deviation between the mean of the measurements takes
place at f = 53.15 kHz. From Figure. 12d, the maximum distance between the mean of
the measurements is 6.05 mΩ, which is 3.62 times the maximum distance for intra-genuine
measurements (1.67 mΩ).

Interpretation. Adding the oscilloscope probe caused a shift to lower impedance
values since the oscilloscope’s output resistance would be in parallel with the shunt resistor,
and as a result, the overall ZP DN will be shifted to a lower value (the shift is around 4
mΩ). Moreover, the oscilloscope cable can create an inductance, which further affects the
impedance at higher frequencies. Due to the slight local movements of the oscilloscope
probe during the measurements, the shape of the distribution is deviated from normal, as
seen in the histogram representation in Figure. 12d.

5.3 Statistical Analysis of Impedance Traces

In this section, we present the statistical analyses conducted for our experiments. According
to the experimental results presented in subsections 5.1, and 5.2, a single measurement
can successfully detect some tamper events ( e.g., a shunt resistor addition or package
polishing). However, for some other tamper events, the impedance measurements of
genuine and tampered samples overlap. In these cases, integration is necessary to obtain
the measurement’s statistics and, thus, compare the statistical features of the data.
Furthermore, based on the results presented in Figure. 11, tamper events can change not
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(a) (b) (c) (d)

Figure 12: (a) The mean of 105 impedance profile signatures for polishing the FPGA
package and measuring impedance profile in a room exposed to light. (b) Histograms at
f = 388.61 MHz for polishing the FPGA package in a room exposed to light. (c) The
mean of 105 impedance profile signatures for connecting the oscilloscope probe to the DUT.
(d) Histograms at f = 53.15 kHz for connecting the oscilloscope probe to the DUT.
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Figure 13: The Wasserstein distance profile for intra-genuine measurements and different
attacks over 100 Hz - 588 MHz band (core voltage PDN). The figure on the right shows
the zoomed-in view of the left-side figure, excluding the shunt resistor added experiment.

only the mean of the measurements but also the variance or the entire shape of the PDF.
Therefore, we deploy the Wasserstein distance (WD) metric (explained in Sect. 3.3.1)
to quantify the dissimilarities between the collected impedance traces of genuine and
tampered samples. We computed the WD for intra-genuine measurements as well as
tamper events performed throughout this work. As the disturbances in some tampering
experiments are not systematic and repeatable, they cannot be directly compared with
other results. Hence, we excluded these particular experiments from the WD analysis.
The WD distance profile is given in Figure. 13 within the frequency band of 100 Hz - 588
MHz. As it can be observed, the WD for various tamper events and physical conditions is
frequency-dependent. Note that the frequency axis of Figure. 13 is scaled logarithmically.
Thus, the effects of tamper events on WD in higher frequency bands are seen as narrow
peaks.

The magnitude of the WD metric shows that all tamper events performed in this
paper can be distinguished if we use the sensor at the right frequency. Moreover, the
detection thresholds for different tamper events, and their corresponding frequency bands,
can be selected differently. However, we still can define a global threshold at WD = 3
for the tampering experiments presented in this work without causing any false alarms.
Naturally, this threshold should be adjusted for different systems and possible tamper
events. Moreover, more research is probably required to consider a broader range of tamper
events and their influence on the WD metric.
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(a) (b)

Figure 14: Connecting the FTDI cable to one of the I/O ports. (a) The mean of 105
impedance profile signatures. (b) Histogram representation (f = 169.85 MHz).

6 Discussion

6.1 Coverage and Comparison of the Sensor

Spatial Coverage: A high spatial coverage sensor ensures that most physical locations
of the system can be sensed. To increase the spatial coverage of the proposed on-chip
impedance sensing method, one can realize multiple RO or TDC sensors and distribute
them around the core and I/O PDNs of the chip. In this case, the sensed values of
multiple sensors can be compared and analyzed. Distributing sensors on the FPGA has
been shown to increase the spatial coverage of the embedded network analyzer for power
integrity purposes [ZAB+18]. For instance, in our case, it can improve the detection of a
close-distant EM probe at various locations of the IC package. Note that on larger systems
with multiple PDNs, each power domain requires such embedded network analyzers for
impedance characterization. For instance, in case of the deployed FPGA board in this work,
the I/O PDN is separate from the core PDN of the FPGA. Therefore, any modification to
I/O PDN will be hidden from the core PDN sensor.

Realizing a network analyzer for other PDNs might be challenging as enough required
logic resources might not be available to realize the sensor circuits. For I/O PDN sensing
on FPGAs, IOBUF ROs [BEG+21] can be deployed as the sensor to monitor the voltage
drop on I/O banks. We performed an experiment using the IOBUF ROs to assess the
feasibility of detecting a physical connection to I/O ports. We connected an FTDI chip
through three wires (TX, RX, and GND) to one of the I/O ports of the FPGA board (see
Figure. 4 (a)) and measured the impedance profile of the I/O voltage PDN. The mean
of 105 measurements is depicted in Figure. 14a. In this figure, the maximum deviation
is detected at 169.85 MHz, in which the shift in the impedance magnitude is 22.42 mΩ.
There also exists a shift between 3-7 mΩ at lower and middle range frequencies. More
fluctuation in the impedance profile is observed at higher frequencies. However, these
variations were consistent in all measurements, and the detected changes at different
portions of the spectrum are reliable.
Comparison with Related Work: Table 1 compares the proposed VNA sensing
method in this work with other on-chip sensing methods in the literature in terms of
FPGA compatibility and detection capability. The proposed method enables the detection
of resistive, capacitive, and inductive tamper events in both PCB/IC core PDNs as well as
I/O PDNs, which makes it superior to other related works. Unfortunately, the overhead of
these solutions cannot be compared fairly due to the deployment of different IC platforms
for sensing and the lack of reported resource utilization for some of these sensors.
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Table 1: The comparison between embedded sensing methods.

Sensing Method FPGA
Compat.

Detection capability

Resistive
Tamp.

Inductive
Tamp.

Capacitive
Tamp.

PCB PDN
Covg.

IC PDN
Covg.

I/O PDN
Covg.

RO Array[LML12] ✓ ✓ × × ✓ ✓ ×
RO Array[WHT19] ✓ ✓ × × ✓ ✓ ×

IOBUF RO[BEG+21] ✓ ✓ × × × × ✓
Trace-based RO[GXTF17] ✓ ✓ × × ✓ ✓ ✓
Trace-based RO[ZRS21] ✓ ✓ × × ✓ ✓ ✓

Trace ADC[PHB16] × ✓ × × × × ✓
ASIC RO Array[LXH+12] × ✓ × × ? ✓ ×
LC Oscillator[HHM+14] × × ✓ ✓ × ✓ ×

TDR[FNH+18] × ✓ ✓ ✓ × × ✓
VNA (ImpedanceVerif) ✓ ✓ ✓ ✓ ✓ ✓ ✓

✓: Yes, ×: No, ?: Unknown Compat.: Compatible, Tamp.: Tampering, Covg.: Coverage

6.2 Success Rate for Reversing Physical Tampering
In some attack scenarios, the adversary might physically tamper (i.e., add, remove, or
replace components) with the powered-off device or during a period of time where the
sensor is inactive. In such scenarios, a question arises about the feasibility of undoing the
tampering effect on the impedance before the activation of the sensor. Here we should
elaborate on a couple of points. First, note that the proposed sensor in this work senses a
two-dimensional parameter, i.e., the magnitude of the impedance, which itself is a function
of frequency. Each physical tamper event affects the PDN impedance magnitude over
the entire spectrum. Therefore, the adversary is theoretically required to equalize the
impedance curve using electrical components, which is a hard, if not impossible, task due
to the following reasons. Components’ parasitics cause the most local maxima and minima
of the impedance curve over the frequency, and hence, replacing components even with
identical samples demonstrates different parasitics. Furthermore, even re-soldering the
same removed component to the system or desoldering an added component will not deliver
the same signature as the solder wire or flux characteristics will be changed. However,
reversing physical tampering might still be feasible if the tampering impact on the entire
spectrum is less than the detection threshold of the sensor.

Second, the tamper events can cause changes to the shape of impedance traces distribu-
tion, which are hard to hide or reverse. We performed empirical distribution function tests
(see Sect. 3.3.2) on some of our tamper events to see such changes. The first row of Table. 2
(SW test) shows the percentage of the number of the frequency points where impedance
distributions deviate from the normal distribution. The second row (KS test) shows the
percentage of the number of the frequency points where the impedance distribution of
the modified sample is different from the impedance distribution of the genuine sample to
the total number of frequency points. As it can be observed from the SW test, because
of the external disturbances during or after tampering, the distributions are deviated
from normal (compare with Figure. 12b and 12d). Also, from the KS test results, we can
conclude that the distributions of the samples under attack are different from the genuine
ones depending on the type of modifications. As a result, the attacker needs to correct all
these discrepancies in all frequency points to be able to undo the tampering.

Third, in our threat model, the genuine impedance signature is stored on the chip, and
thus, the adversary does not have access to it for analysis and equalization. We assume
that the signature can only be read out using semi- or fully-invasive techniques, which
will already change the PDN characteristics. Even if the adversary recovers a genuine
signature from another training sample, it will differ from another sample’s signature due
to the process variations and existing parasitics. As a result, the attacker cannot observe
the same impedance that has been used during the enrollment phase.
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Table 2: Dissimilarity ratio percentage based on statistical test results for different attacks.

Test result Intra-Genuine 47 nF caps removed Oscilloscope connected Package polished
(exposed to light)

SW test N/A 5.92 % 13.81 % 33.55 %

KS test 0 % 11.18 % 100 % 100 %

6.3 Robustness to Environmental and Malicious Noise
Voltage and Temperature Variations: As mentioned in Sect. 3.3, the RO sensor’s
output (here fROON

) can suffer from temperature variations. Naturally, measurement
repetition and averaging can minimize the effect of noise. In addition to integration, to
compensate for the thermal drift, we consider the relative (and not the absolute) frequency
values of RO in both the idle and active states of the measurements at each frequency
point. Therefore, we always measure the current reference point (i.e., fROOF F

) of the idle
state of the FPGA and then activate the stressor and measure the fROON

. In this case,
the reference point is updated for each measurement, and the effect of the temperature on
the sensor is minimized. Note that temperature can also have a direct systematical impact
on the impedance of the PDN [BFGG16]. In this case, the impedance signatures of a few
temperature points should be collected in the enrollment phase. In the verification phase
in the field, based on the system’s temperature (e.g., using the die temperature sensor),
the associated golden signature can be used to compare the measurements and golden
signature.

Voltage variations can also have an adverse impact on the RO sensor behavior. If
other active ICs share the same PDN, their activity might cause severe voltage drops,
and thus, distort the RO sensor inside the FPGA. In this case, the impedance can be
measured when other active components are idle (e.g., before booting). Another option
is to take the maximum voltage drop of other components as additive noise into account
during the enrollment phase and later adjust a detection threshold accordingly. To be
more specific, if impedance characterization should be performed when other components
are switching, we should consider the worst-case scenario, i.e., maximum possible voltage
ripple of different components and, consequently, their impact on the RO sensor frequency.
Increased voltage ripple will require a higher detection threshold and hence can decrease
the detection confidence of the system.

The changes in the voltage and temperature can also be induced by the adversary
to fool the sensor with the intention of masking the effect of the tamper event. In this
case, we elaborate on a couple of points. First, as mentioned in the previous subsection
(Sect. 6.2), the adversary does not have access to the golden impedance signature of
the device, and hence, she does not know the exact required amount of equalization to
reconstruct the golden impedance profile. Second, an adversary should bypass the voltage
regulator and connect her voltage supply or function generator to the board to change
the voltage. As shown in Sect. 5, such connections can be detected by impedance sensing.
Moreover, most voltage variations can also be detected using on-die voltage sensors. Finally,
the temperature has a global effect on the impedance curve, and its impact at different
frequency bands is different. Thus, it is challenging to mask the effect of a tamper event
in a single frequency band using a global parameter such as temperature.
EM/RF Noise: There might be some confusion if one compares impedance sensing with
side-channel sensing methods (e.g., [PKR20, PSK+22]) for verification purposes. One might
think that similar to the susceptibility of side-channel signals to EM/RF noise, impedance
values might also suffer from the same adverse effect. However, in contrast to side-channel
signals, the overall impedance of the system is constant and determined by the amount
of materials (i.e., the dielectric) and their geometry used in fabricating PCBs and ICs.
Naturally, while the impedance value might be affected under extreme mechanical stress
or temperature/humidity variations, it is not impacted by electromagnetic interference.
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Figure 15: (a) The Faraday cage setup used for isolated measurements. (b) Wasserstein
distance between isolated (ISO) and unisolated (UNISO) measurements for the genuine
board, removing 47 nF capacitors, and adding shunt resistor experiments.

However, as mentioned earlier in this subsection, the behavior of the impedance sensing
circuit (here, the on-chip RO) might be sensitive to such noise on the power line. However,
because of the existence of the voltage regulator on the board, such noise is usually filtered
before reaching the IC. Furthermore, it is very unlikely that the existing radio waves in the
room are strong enough to cause any disturbance to the implemented RO on the chip. We
conducted extra experiments to validate our assumption about the minimal impact of RF
noise on our measurements. To make a comparison, we isolated the experiment condition
using a Faraday cage and RF noise suppressor chokes for the cables, see Figure. 15a. As it
can be observed in Figure. 15b, the maximum WD over various frequencies for a genuine
board in an unisolated and isolated environment is less than 1.7, which is comparable
to the measured WD between two genuine samples in an unisolated environment (see
Figure. 13). Moreover, WD = 1.7 is smaller than the threshold (i.e., WD = 3) required
to detect tamper events. Figure. 15b also shows WD for the tampered PCB (the 47
nF capacitors removal and addition of the 10 mΩ shunt resistor experiments) between
unisolated and isolated environments. Similar to the obtained WD for the genuine sample
between unisolated and isolated environments, the maximum WD for tamper events is
very small and falls below the defined threshold of WD = 3. This confirms that there is
no significant difference in the measurement outcomes, and hence, EM/RF noise is not a
relevant factor for ImpedanceVerif.

6.4 ImpedanceVerif as PUF?

During our experiments, we have observed that different genuine samples demonstrate slight
PDN impedance differences compared to each other due to the process variation. Therefore,
there might be a potential to deploy such impedance variations to construct seamless
tamper-evident PUFs for the entire system. Moreover, it might be feasible to realize the
concept of Virtual Proofs of Reality [RMHX+15] for the entire system. However, to meet
the PUF requirements, the inter-distance of impedance variations between genuine boards
should be large enough to uniquely identify each board. Estimating the inter-distance
requires extensive measurements on a large number of boards, which was beyond the scope
of this work. If the inter-distance requirements are met, then it is also conceivable to apply
PUF key derivation techniques proposed in [IU19, GXKF22] to extract high-entropy keys
from PDN impedance measurements.
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7 Conclusion
In this work, we presented a self-contained physical verification framework, ImpedanceVerif,
which is based on the impedance characterization of the system’s power distribution
network (PDN). We first explained that various components of an electronic board have
a distinct contribution to the PDN’s impedance signature at different frequency bands.
Hence, any tampering activity on the board will lead to changes in PDN’s impedance. We
further demonstrated that the functionality of embedded network analyzers can be realized
on commercial FPGAs without any extra components and modifications to monitor the
integrity of the PDN impedance. To experimentally validate our claim, we implemented an
embedded network analyzer on commercial FPGAs and conducted extensive experiments
for various classes of attack conditions for PCBs and IC packages required for conducting
different physical attacks. We showed that by choosing the Wasserstein distance as a
statistical metric, we were able to detect various classes of tamper events (e.g., the inclusion
of a shunt resistor, proximity of an EM probe to the IC, or a polished IC package) at
distinct frequency bands with high confidence. Finally, we expect that embedded network
analyzers on ASICs will achieve higher precision and higher bandwidth in the future
using appropriate analog technologies (e.g., see [Ana]). Such future technologies enable a
high-confidence detection of more sophisticated tamper events.
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