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a b s t r a c t

In recent years we have witnessed a growing interest in the analysis of social media data under
different perspectives, since these online platforms have become the preferred tool for generating and
sharing content across different users organized into virtual communities, based on their common
interests, needs, and perceptions. In the current study, by considering a collection of social textual
contents related to COVID-19 gathered on the Twitter microblogging platform in the period between
August and December 2020, we aimed at evaluating the possible effects of some critical factors related
to the pandemic on the mental well-being of the population. In particular, we aimed at investigating
potential lexicon identifiers of vulnerability to psychological distress in digital social interactions with
respect to distinct COVID-related scenarios, which could be ‘‘at risk’’ from a psychological discomfort
point of view. Such scenarios have been associated with peculiar topics discussed on Twitter. For
this purpose, two approaches based on a ‘‘top-down’’ and a ‘‘bottom-up’’ strategy were adopted.
In the top-down approach, three potential scenarios were initially selected by medical experts, and
associated with topics extracted from the Twitter dataset in a hybrid unsupervised-supervised way. On
the other hand, in the bottom-up approach, three topics were extracted in a totally unsupervised way
capitalizing on a Twitter dataset filtered according to the presence of keywords related to vulnerability
to psychological distress, and associated with at-risk scenarios. The identification of such scenarios with
both approaches made it possible to capture and analyze the potential psychological vulnerability in
critical situations.

© 2021 Published by Elsevier B.V.
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1. Introduction

Today, social media have become the preferred tool for gen-
rating and sharing content with friends or unknown people,
ased on common interests, needs, and perceptions. In particular,
icroblogging sites are especially geared toward the exchange of

extual content and enable to build virtual communities around
pecific topics of interest, giving rise to conversations that often
efer to real-life events and scenarios.

Considering such relevant topics, it is possible to build the
o-called conversation graphs, i.e., specific network-based struc-
tures where nodes represent individuals discussing a specific
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topic, and edges show different types of social interactions among
them. These structures can be analyzed at different levels, in-
cluding a topology-based one, i.e., to study the peculiar interac-
tions and the establishment of communities among users, and a
content-based perspective, i.e., to study the lexical, semantic and
sentiment-related aspects inherent the shared texts within the
community.

In social computing and related research fields, several ap-
proaches have analyzed microblogging platforms and conversa-
tion graphs built on top of them, ranging from the study of opinion
olarization and the consequent formation of echo chambers in
he political debate [1,2], to rumor detection in the spread of
ealth-related information [3,4], just to mention the most re-
ent application scenarios. In other recent works related to the
ealthcare and public health domain, the value of considering
icroblogging platforms for a better understanding of mental
ealth states is particularly marked, given that it provides access
o individual accounts of user behaviors, activities, thoughts, and

eelings that may be indicative of emotional well-being [5].
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In the current study, we aim to consider the social content
hared on Twitter and the interactions among individuals related
o the COVID-19 pandemic, pursuing the identification of po-
ential ‘‘at-risk’’ scenarios from the psychological distress point
f view. In particular, we use a two-fold approach. In a first
pproach, defined as ‘‘top-down’’, three potential scenarios are
rovided according to the specific expertise of the medical team,
hich are associated with specific topics in Twitter by means of
hybrid unsupervised-supervised technique. Subsequently, the

onversation graphs resulting from interactions between users’
weets related to those topics are analyzed from the point of view
f the presence of potential lexicon identifiers related to vulner-
bility to psychological distress. In a second approach, defined
s ‘‘bottom-up’’, tweets encompassing terms related to negative
motions and distress are first identified and then, through a to-
ally unsupervised approach, emergent topics, possibly mirroring
t-risk scenarios, are automatically generated and analyzed.
From the outcomes of the analyses provided in the article

ith respect to both approaches, interesting results have been
btained that allow us to qualitatively assess (thanks to the team
f medical experts) the degree of vulnerability to psychological
istress relating to the considered scenarios, being also able to
apture distinct categories of psychological and emotional states
elated to the language employed.

. Background and related work

In recent years, there has been a growing interest in the study
f social media data for public health concerns, enabling to study
he domain of vulnerability to psychological distress by exploring
eatures that are hardly detectable by means of classical epidemi-
logical designs [6,7]. Research focused largely on the analysis
f User-Generated Content (UGC) that shape social media data,
ncompassing the psychological well-being of individuals and
opulations according to early warning indicators of emotional
esilience [8].

Indeed, the language and patterns of communication on social
edia seem providing multifaceted community-level information
ossibly related to plausible indicators of psychosocial health
hat may complement other traditional methods [9]. Prior studies
everaged social media and explored their utility to better under-
tand, identify, and characterize mental health-related conditions,
onitoring attitudes, including problematic Web use [10–12],
nd examining proxy variables of psychopathological conditions
otentially associated with health outcomes [13–16]. In particu-
ar, De Choudhury and colleagues [13], using crowdsourcing data
eneration methods and machine learning jointly, found that de-
reased social activity, increased negative affect, highly-clustered
go networks, and increased relational and medical concerns,
ere all related to depressive symptoms. A more recent work
as been proposed with the aim of facilitating the identification
f depressive symptoms from Twitter data, based on natural lan-
uage processing techniques. In particular, an annotated corpus of
witter posts was developed, also thanks to external depression-
elated lexicons, to enable a better understanding of conveyed
epressive symptoms and psychosocial stressors [14]. Additional
esearch focused on concerns, opinions, and perceptions em-
edded in Twitter posts, including emotional resilience [17–20].
riginating sentiment trajectories on social media might repre-
ent a novel potential approach to monitor and support emotional
ellbeing at a community-level [21–23].
Many of the above and other works in the literature, have

onsidered the Twitter microblogging platform and the analysis
f tweets content to develop powerful methods (both supervised
hrough the use of experts or external resources, and unsuper-
ised or hybrid) to explore sentiment, shared topics, themes,
447
and sources. Different techniques have been exploited to iden-
tify potential clusters according to individuals’ personal char-
acteristics and circumstances [24]. By using both classification
(i.e., supervised) and clustering (i.e., unsupervised) algorithms,
changes in user opinions and perceptions over time and across
different regions were tracked and a moderate strength of rela-
tionship between exposure to social media content and individual
perceptions was detected [25].

Previous evidence showed how digital platforms and social
media like Twitter can be leveraged for behavioral modeling and
representation, providing an opportunity to better understand
health-related concerns and the mechanisms of social influence
that may drive different behavioral responses, and monitor inter-
and intra-personal psychosocial mediators [26]. Thus, Twitter
appeared as a promising surveillance tool for public health pre-
paredness, response, and recovery, enabling to combine con-
text analysis and the semantic spectrum of User-Generated Con-
tent for the identification of type of communication and related
sentiment and emotions.

This was true also considering the recent attempt to control
the spread of epidemic diseases, such as COVID-19, and the
widespread physical distancing limiting informal social interac-
tions [27]. For instance, a study of 580 million tweets posted
during the early months (i.e., January to May 2020) of the COVID-
19 pandemic used the geographic information associated with
tweets as a proxy for human mobility assessing adherence to
guidelines about physical distancing [28]. In addition, a social
media debate, with subjective perspectives mixed-up with legiti-
mate and authoritative sources of information, emerged during
the fight against the COVID-19 pandemic possibly resulting in
emotional contagion.

The online spread of emotion-related content, leading people
to experience the same emotions often without their awareness,
suggested the need for novel surveillance approaches based on
timely evaluations of sentiment trajectories [23]. Such trajectories
were assessed using both lexicon-based methods and properly
trained and fine-tuned semantic-based models for COVID-19 re-
lated tweets, actually capturing variations also in terms of emo-
tional contagion [20,22,23,29,30]. Moreover, stress, anxiety, and
loneliness levels detected in COVID-19 related tweets in 2020
seemed increasingly divergent from 2019 ones, providing insight
into likely changes in mental health of communities and early
recognition of hot-spots of declining mental health [31]. Relevant
findings advocated the potential that social media like Twitter
offer about the monitoring of the emotional and psychological
aspects of individual perceptions during the pandemic waves,
entailing appropriate preventive activities via social media as part
of the public health response to COVID-19.

Hence, social media platforms might constitute a promising
environment for identifying potential digital identifiers of vul-
nerability to psychological distress [32]. This may suggest that,
by taking into account specific at-risk scenarios, which we corre-
spond to conversational graphs built around (emergent) discus-
sion topics, virtual communities can be followed-up with respect
to topic-dependent psychological vulnerability.

3. A methodological solution for analyzing vulnerability to
psychological distress in the COVID-19 scenario

In this section, we illustrate the methodological solution pro-
posed in this article to address the considered problem; in partic-
ular, it is provided a high-level description of the two approaches
that have been considered in this work to identify the potentially
at-risk scenarios to be analyzed in terms of the psychological
states, and in general the vulnerability to psychological distress
of individuals with respect to the COVID-19 pandemic. In fact, as
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Fig. 1. The pipeline of the two approaches followed in this work.

outlined in the Introduction, we went down two paths: in the first
direction, it was decided to follow a ‘‘top-down’’ strategy to select
three specific at-risk scenarios that were estimated to be rele-
vant by mental health specialists, later associated with discussion
topics in Twitter and analyzed with respect to the presence of
relevant lexicon identifiers of psychological vulnerability; in the
second direction, it was decided to follow a solution that, given
the tweets relating to vulnerable psychological states, proceeded
in a ‘‘bottom-up’’ manner to identify the scenarios (also in this
case associated with discussion topics) to be further investigated
with respect to psychological distress vulnerability.

The pipeline encompassing both the top-down and the
ottom-up approaches is illustrated in Fig. 1.

The top-down approach. In this approach, it was decided to study
otential COVID-19 related lexicon identifiers of vulnerability to
sychological distress with respect to three given at-risk sce-
arios (also denoted as target scenarios henceforth). Specifically,
uch scenarios have been identified by the mental health team,
nd concern:

(i) social distancing measures adopted to prevent the COVID-
19 spread (in this case, the potential negative psychological
effects could be related to loneliness, isolation, depression,
etc.);

(ii) the debates on vaccines and vaccination campaigns (in this
case, the potential negative psychological effects could in-
volve fear, uncertainty, distrust, etc.);

(iii) symptoms felt by people and possible (or effective) hospi-
talization (in this case, the potential negative psychological
effects could be anxiety, fear, panic, etc.).

In the top-down solution, given a dataset of tweets related
o COVID-19 (details about the dataset used in this work will
e provided in Section 4.1), three topics corresponding to the
bove-mentioned target scenarios around which conversations
ake place have been identified, where each topic is characterized
y a set of associated keywords. Traditionally, the simplest way
o identify topics within a textual document collection is to use
nsupervised solutions such as topic modeling, which will be

illustrated in detail in Section 3.1. In the top-down approach, to
identify such topics and associated keywords, a mixed approach
based on unsupervised learning and expert intervention has been
employed.

Specifically, by following the structured pipeline illustrated
in Fig. 1(a), we gathered COVID-19-related Twitter data, we ap-
plied to them topic modeling, we extracted a series of topics,
448
and, together with medical experts, we identified within them
those that most easily referred to the three scenarios illustrated
above. Once these topics were identified, a set of keywords pro-
vided by the experts were added to each topic to enrich it with
domain-specific terms. At this point, the topics described by the
associated keyword sets were used to re-filter the entire dataset
and generate three sub-datasets, one for each topic considered.
Subsequently, three specific conversation graphs were constructed
on top of these datasets, whose contents related to the largest
connected component of the resulting graphs were analyzed from
the perspective of psychological vulnerability.

The bottom-up approach. In this second approach, instead of
starting from potential target scenarios provided by domain ex-
perts, we considered all tweets characterized by the presence of
keywords related to potential psychological distress, in order to
identify only subsequently, in a bottom-up way, those that were
the more interesting topics for our aims, and to associate them
with target scenarios.

Specifically, according to the pipeline illustrated in Fig. 1(b),
we considered the gathered COVID-19-related Twitter dataset
and filtered it based on a depression-related lexicon that will
be illustrated in Section 3.2.1. Through this filtering phase, we
obtained a significant reduction in the number of total tweets,
keeping, based on the lexicon used, only those tweets charac-
terized by interesting psychological aspects. This has allowed the
generation of a single conversation graph, this time related only
to psychological distress; to the broader connected component of
this graph topic modeling was applied, which allowed to identify
three relevant topics in a bottom-up way. These topics, associated
with target scenarios, were then analyzed with respect to the
specificity of the vulnerability lexicon identifiers found.

3.1. Identification of keywords associated with target scenarios by
means of topic modeling

In this section, we describe the topic modeling technique that
was used in both the top-down and bottom-up approaches to
extract topics (and associated keywords) from the data under
consideration. In machine learning and natural language process-
ing, a topic model is a type of statistical model for discovering
the abstract topics that occur in a collection of documents, by
capturing the hidden semantic structures in a text body. Intu-
itively, given that a document is about a particular topic, one
would expect particular words to appear in the document more
or less frequently. Hence, the topics produced by topic modeling
techniques over a collection of textual documents are probability
distributions over words that characterize each topic [33–35].

In both the top-down and bottom-up approaches presented in
this paper, to perform topic modeling, Latent Dirichlet Allocation
(LDA) [36] was applied. Specifically, it was carried out in distinct
runs, by considering an increasing number of topics in each run
(we remind that being topic modeling an unsupervised technique
it is necessary to provide the number of topic in advance). In
particular, a number of topics from 2 to 50 was taken into
consideration. For each run (corresponding to a different number
of topics), each returned topic is identified by an automatically-
generated label and a list of associated keywords. The keywords
are sorted by their frequency with respect to the considered topic.

Actually, there are various libraries and tools (including visual
approaches) that can be employed to identify topics and help
with analyzing them [37,38]. In this work, we proceeded by using
the PyLDAvis tool,2 which performs LDA and allows the identifi-
cation, by means of an HTML interface, of the generated topics,

2 https://pypi.org/project/pyLDAvis/

https://pypi.org/project/pyLDAvis/
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he associated keywords, their saliency, and relevance to the topic.
n fact, the same word can appear in more than one topics, but
t will have a different relevance with respect to different topics.
n the employed approach, the saliency s(w) of a term [37], and
the relevance r(w|T ) of a term w for a topic T [38], are defined
as follows:

s(w) = P(w) ·

[∑
t

P(T |w) · log
P(T |w)
P(T )

]
(1)

r(w|T ) = λ · P(w|T ) + (1 − λ) ·
P(w|T )
P(w)

(2)

where the conditional probability P(T |w) is the likelihood that
the observed word w was generated by latent topic T , and the
marginal probability P(T ) is the likelihood that any randomly-
selected word w′ was generated by topic T . Concerning relevance,
λ is a weight parameter (where 0 ≤ λ ≤ 1) determines the
weight given to the probability of term w under topic T .

The use of this tool along with the topic coherence assess-
ment [39], served in this paper to identify in a manual way
(i.e., domain expert analysis) guided by an automatic method
(i.e., topic coherence) the best extracted topics with respect to
top-down and bottom-up approaches, as will be discussed in
detail in the related sections.

3.2. Content analysis for assessing topic-dependent psychological
vulnerability

The vulnerability analysis phase concerns, both for the top-
down and the bottom-up approaches, the study of particular
lexicon identifiers that can refer to psychological distress with
respect to the different target scenarios identified through the
two proposed approaches. In particular, we proceeded as follows:

(i) For each target scenario, we performed a two-fold vulnera-
bility analysis, given the presence of words related to psy-
chological vulnerability. In particular, (a) by identifying sin-
gle keywords taken from a suitable depression-related lex-
icon that appeared more frequently within the different
scenarios, and (b) by considering weighted terms having
different importance with respect to the identification of
psychological distress, as will be illustrated in more detail
in the dedicated section;

(ii) For the content related to each distinct target scenario,
sentiment analysis was performed, by considering both a
lexicon-based and a semantic-based approach.

3.2.1. Vulnerability analysis
In the recent work described in [32], reference was made

to the possibility of identifying features to measure depressive
states in social media. In this work, in particular, we refer to
features of a linguistic nature that can be extracted from the
Linguistic Inquiry and Word Count (LIWC) lexicon [40]. As declared
by its developers, the LIWC lexicon is the result of a transpar-
ent text analysis program that counts words in psychologically
meaningful categories, allowing to capture the emotional states
of individuals. In general, the spectrum of individual emotional
states is very broad, and LIWC is quite general purpose. For
this reason, in [32], to build a depressive dictionary, some sub-
categories of LIWC have been employed, the ones more relative to
depressive states, according to the authors. By considering these
categories, and other features, the authors in their work design a
depression marker model to build a list of words with a weight
(value) attribute describing how depressive or non-depressive a
word is.

Based on the same idea, but wanting to develop a more trans-
parent approach that allows to maintain a clear link between
449
terms of LIWC and weighting of the same terms with respect to
actually states of psychological vulnerability, in the current study
we have implemented the following approach. First of all, the
following categories of terms belonging to LIWC were identified
by mental health experts as particularly significant with respect
to the evaluation of vulnerability to psychological distress: anger,
anx, death, risk, sad. Each category consists of a variable number
of terms (ranging from a minimum of 103 terms for the cate-
gory risk, to a maximum of 230 terms for the category anger).
Categories may have some terms in common.

After the identification of these main categories, these terms
were weighed, with respect to their importance in assessing
psychological vulnerability. To do this, reference was made to the
use of an external resource, that is to say a dataset, built on User-
Generated Content, whose authors have declared to suffer from
depressive symptoms. A similar solution was also proposed and
adopted in [14], but using a different (and smaller) dataset for
labeling than the one used in our work, and on a more limited
number of LIWC categories. The dataset considered in this work
has been made available in [41]. Specifically, the dataset has been
generated in the context of the early depression detection problem,
and the contents considered are posts published on the Reddit
platform,3 belonging to 137 users who have declared themselves
depressed, for a total of 49,580 posts. In order to effectively
weigh the terms present in LIWC with respect to this dataset, the
frequency of the LIWC terms within the external resource was
evaluated, considering in particular their normalized frequency
with respect to the total number of terms present. Formally:

ωv(w) =
f (w)
N

(3)

where ωv(w) denotes the vulnerability weight to be associated
with the term w from the LIWC lexicon, f (w) the frequency of
the term w in the Reddit data collection, and N the total number
of terms in the collection. In this weighting phase it was possible
to verify how, out of a total of 1,315 terms present in LIWC,
724 terms were actually present in the dataset used for their
weighting.

In order to verify, with respect to which LIWC category, which
target scenarios were most at risk of psychological vulnerability,
we also defined a vulnerability score, by multiplying the weight
of the terms by their frequency in the scenario, and summing up
these values together. Formally, given w1, w2, . . . , wn the terms
belonging to LIWC appearing in a given target scenario i, and
ω1, ω2, . . . , ωn their associated weights, the vulnerability score
σv(i) for a target scenario has been computed as:

σv(i) =

∑
i

ωi ·
f (wi)
N

(4)

The results regarding the use of these vulnerability indica-
tors will be presented in Section 5, concerning the psychological
vulnerability analysis regarding the two approaches considered.

3.2.2. Sentiment analysis
Although not directly related to the concept of psychologi-

cal vulnerability, it was decided to check, with respect to the
content related to the target scenarios considered, their level of
polarization. This may help confirm or not whether or not there
may be a concordance between sentiment expressed by the posts
and possible psychological suffering. Hence, to carry out senti-
ment analysis, we proceeded by considering two methodologies,
one purely lexicon-based, and one semantic-based. The first is
based on the use of the Valence Aware Dictionary for sEntiment
Reasoning (VADER) [42], while the second is based on the use of

3 https://www.reddit.com/

https://www.reddit.com/
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he Covid Twitter BERT model (CT-BERT) [43]. The lexicon-based
approach is pretty computationally inexpensive (an important
aspect to be considered when dealing with huge amounts of
data such as those that are disseminated on social media), and
widely employed for general-purpose sentiment analysis [44].
The semantic-based approach has the advantage of being able
to consider semantic and contextual aspects with respect to the
domain of interest considered, although it is computationally
more onerous.

Concerning VADER, it employs a human-generated English
sentiment lexicon, where lexical features (i.e., words) are labeled
according to their semantic orientation as positive, negative, or
neutral, also expressing the sentiment intensity for each lexi-
cal feature. In addition, VADER manages a proper handling of
punctuation (for example, the exclamation point (!) increases the
magnitude of the intensity without modifying the semantic ori-
entation, e.g., Coronavirus won’t stop us!), as well as capitalization
ALL-CAPS is used to emphasize a sentiment-relevant word in
he presence of other non-capitalized words, e.g., Coronavirus WE
ILL WIN THIS TOGETHER), degree modifiers (which impact on

entiment by either increasing or decreasing its intensity, e.g., I
m extremely worried about Coronavirus), sentiment-laden slang
ords, and emoticons/emoji. By means of VADER, the assessment
f tweets polarity was performed by computing the so-called
olarity compound score for each tweet. The compound score is

computed as the sum of all lexicon ratings associated with words,
normalized between −1 (extremely negative) and +1 (extremely
positive). Based on the obtained compound scores, we computed
the proportion of the resulting negative (compound score ≤

−0.05), neutral (compound score between −0.05 and 0.05), and
ositive (compound score ≥ 0.05) tweets for the considered time
eriod.
To perform semantic-based sentiment analysis, we considered

he model described in [45]. Such model is pre-trained on a cor-
us of COVID-19-related tweets. To perform sentiment analysis,
he original CT-BERT model [43] – trained on 22.5 million tweets
ollected between January and April, 2020 containing at least
ne of the keywords ‘‘wuhan’’, ‘‘ncov’’, ‘‘coronavirus’’, ‘‘covid’’, or
‘sars-cov-2’’ – has been adapted by adding a so-called fine-tuning
ayer (i.e., a single neural layer) to the model, trained on the
emEval-2017 Task 4 (Sentiment Analysis in Twitter) dataset [46].
his made it possible to disambiguate, in the specific COVID-19
ontext, the neutrality of tweets originally identified by VADER as
ositive (in most of the cases) or negative, as detailed in Section 5.

. Instantiation of the top-down and bottom-up approaches
or target scenarios construction

In this section, we illustrate the instantiation of the proposed
op-down and bottom-up approaches with respect to a dataset
f tweets related to COVID-19 that was collected for the occa-
ion. This dataset is described in Section 4.1, while Sections 4.2
nd 4.3 describe, respectively, the steps performed to identify
arget scenarios with respect to the top-down approach and those
erformed with respect to the bottom-up approach.

.1. A COVID-19 dataset for vulnerability analysis on the twitter
icroblogging platform

As illustrated in Section 2, there are numerous studies that
specially in the last year have focused on the use of Twitter to
ake health-related analyses relating to COVID-19. This is also

avored by the fact that, with the spread the COVID-19 pandemic,
nd to help scientists from different disciplines to evaluate its
ffects on society, Twitter has made available, on request, the so-
alled COVID-19 stream endpoint, through which it is possible to
 t
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collect, by means of the platform’s API, a considerable amount of
tweets related to different keywords that identify the pandemic.4
Through access to this data stream, we gathered, from 15 August
until 31 December 2020, around 262 million tweets.

However, the purpose of our work is not to focus on the
study of any possible discussions related to COVID-19 in general;
instead, we focus on the identification and analysis of specific
lexicon identifiers of mental health-related vulnerability that is
probably favored by specific aspects of the pandemic, and the
way people have lived in this long period of isolation, fear, stress,
and so on. For this reason, the original dataset has been filtered
on the basis of certain topics and certain psychological states
identifiers, as introduced in Section 3, and as detailed in the next
two sections with respect to the two considered approaches.

4.2. Instantiation of the top-down approach

The instantiation of the top-down approach with respect to
the COVID-19 dataset under consideration concerned: (i) the
application of topic modeling to extract topics and keywords
from the original dataset and to allow the experts to select
the most significant topics and keywords with respect to the
initially established target scenarios; (ii) the enrichment of the
automatically extracted keywords with keywords specific to each
scenario and provided by the domain experts; (iii), the filtering of
the original dataset based on such lists of words associated with
each scenario, in order to identify the content related to these
scenarios and generate related conversational graphs.

4.2.1. Topic modeling to identify top-down target scenarios
As illustrated in Section 3.1, multiple runs have been per-

formed using LDA, for a number of topics ranging from 2 to 50.5
To provide an idea, Table 1 show the identified topics and the
respective associated keywords (the top-30 terms) in the case of
3 and 7 topics considered.

As it can be seen from the table, as the number of topics that
we try to identify in the collection of documents increases, the
more these topics are able to be discriminating. For example, by
forcing the generation of only 3 topics, we can say little about
their characteristics; topic 1 is constituted by mixed terms refer-
ring to distinct aspects related do COVID-19; together with topic
2, it is, in any case, the most health-related (terms in magenta).
In fact, topic 3 seems to be more related to politics (terms in
green), which in the top-down approach has not been deemed
as an interesting at-risk scenario according to the considered
psychological issues.

With a number of topics equal to 7, we can see how topics
start to be more differentiated; in fact, in addition to the political
topic that in this categorization appears more identified by topic 7
(terms in green), we can see how in topics 5 and 6 words appear
that are related to (Christmas) holidays, to spending time with
friends and relatives, and to a sense of hope (terms in pink). We
can also see how some of the topics contain keywords that are
already pretty closer to the target scenarios that we are interested
in analyzing in this work. For example, topic 2 seems to be most
correlated to hospitalization (terms in purple), while in topics

4 The COVID-19 stream endpoint return tweets based on the Twitter’s COVID-
9 Tweet annotation, and a set of defined parameters giving a comprehensive
iew of the conversation around this topic. For more information: https://
eveloper.twitter.com/en/docs/labs/covid19-stream/overview
5 In the top-down approach, topic modeling has been applied, for efficiency

ssues, to 10% of the tweets collected every day, being in fact just a phase
f support to the domain experts for the identification of a set of potential
eywords considered significant for the next filtering phase, an activity anyway
o be carried out manually in such a top-down strategy.

https://developer.twitter.com/en/docs/labs/covid19-stream/overview
https://developer.twitter.com/en/docs/labs/covid19-stream/overview
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xamples of topic modeling with LDA applied to the random dataset considered
or a number of topics equal to k = 3 and k = 7.
Topic Keywords

Run k = 3

1 Lockdown, relief, government, health, public, time,
christmas, country, workers, vaccines, state, money,
congress, world, work, week, stimulus, lockdowns,
countries, news, americans, restrictions, read, vaccination,
millions, support, immunity, december, deaths, businesses.

2 Cases, deaths, year, home, test, vaccines, christmas, pfizer,
quarantine, time, work, hospital, spread, million, health,
care, patients, death, safe, family, live, stay, rate, world, life,
house, died, number, positive, tests.

3 Trump, wear, wearing, tested, positive, realdonaldtrump,
president, biden, americans, days, good, died, china, year,
election, lives, social, time, media, line, america, fucking,
sick, stop, news, country, lost, remember, life, family.

Run k = 7

1 Lockdown, spread, government, lockdowns, work, world,
strain, immunity, stop, rate, time, open, vaccines,
restrictions, south, herd, great, year, support, variant,
december, countries, state, asymptomatic, schools,
vaccination, country, week, govt, read.

2 Cases, deaths, health, death, million, public, number, lives,
total, high, state, record, states, news, numbers, reported,
risk, world, daily, hospitals, hospital, crisis, data, country,
canada, breaking, days, united, report, patients.

3 Trump, vaccines, pfizer, realdonaldtrump, biden, china,
president, america, fauci, moderna, news, american, doses,
americans, election, world, years, country, media,
administration, time, force, money, hoax, truth, year,
history, effective, medical, science.

4 Positive, wear, test, tested, wearing, social, distancing,
vaccinated, face, negative, tests, home, good, twitter, hands,
christmas, life, year, symptoms, days, tweet, holiday, phone,
quarantine, family, night, post, game, time, season.

5 Lockdown, christmas, died, year, fucking, days, government,
family, lost, americans, hospital, patients, months, care,
workers, money, million, weeks, holidays, homes,
politicians, child, business, week, finally, country, feel, anti,
friends, billion.

6 Stay, time, wear, safe, home, love, quarantine, year, vote,
hope, good, wearing, literally, life, line, happy, family,
person, worry, sick, middle, black, shut, country, girls,
healthy, merry, voting, face, christmas.

7 Relief, congress, work, americans, care, health, workers,
stimulus, house, senate, republicans, trump, checks, pass,
working, package, mcconnell, government, mitch, millions,
white, healthcare, home, american, court, staff, plan,
president, democrats, tested.

1, 3, and 4 appear some terms related both to social distancing
(terms in orange) and to vaccines (terms in cerulean).

However, it is clear that this does not represent in our eyes
clustering that is still totally effective to identify the target

cenarios. Hence, having the set of keywords associated with
entative topics in different runs, it was necessary to carry out
manual analysis to better identify the topic model parameters

hat best represented the three target scenarios we wanted to
tudy. This manual analysis was performed both by means of the
elp provided by the PyLDAvis tool introduced in Section 3.1, and
y referring to the topic coherence values calculated as described
n [39] and illustrated in Fig. 2.

As can be seen from the figure, the highest values of topic
oherence occur for a number of topics equal to 9, 20, 38, and
8. Fig. 3 illustrates the use of the tool for a number of topics
qual to 9, from which the experts have extracted the significant
eywords related to the three target scenarios considered.
451
Fig. 2. Topic coherence values over the 50 runs performed in the top-down
approach.

Table 2
Keywords extracted through the application of topic modeling with 9 topics and
association with the respective target scenarios.
Target Keywords

Social distancing Distance, distancing, family, holiday, home,
lockdown(s), mask, quarantine, restrictions,
safe, smartworking, social, spread, stay, wear,
wearing.

Vaccines &
vaccinations

Asymptomatic, billion, biotech, drug(s), fear,
government, herd, immunity, money, negative,
paid, pfizer, positive, rich, test(s), tested,
testing, trial, vaccination(s), vaccine(s).

Symptoms &
hospitalization

Bed(s), cancer, care, doctor(s), hospital(s),
nurse(s), patient(s), room, strain, symptom(s),
treatment(s).

Such keywords, which have been extracted in particular from
topics with labels 3, 6, and 9, are illustrated in Table 2. In par-
ticular, with respect to the keywords associated with the ex-
tracted topics, a keyword selection phase was performed. This
was obtained both automatically, by removing overlapping words
among topics, by keeping the one with higher saliency and rele-
vance with respect to the topic, and thanks to the team expertise,
to remove those keywords deemed unsuitable or not particularly
significant with respect to the target scenario.

Furthermore, other domain-specific keywords relating to the
three situations of interest were also provided, as illustrated in
the next section.

4.2.2. Enrichment of target scenarios by means of keywords provided
by experts

The unsupervised automatic method for topic identification
contributed to extract a first useful list of keywords to be associ-
ated with the target scenarios of interest. However, we decided
to consider other potentially relevant domain-specific keywords
provided by medical experts. Therefore, in addition to those il-
lustrated in Table 2, the following terms have been added to each
target scenario. Specifically, with respect to social distancing, they
are:

mask – facemask – gloves – hand (hygiene)

The above-mentioned terms have been extracted from the
COVID-19 table of PPE with description and related standard (sim-
plified version),6 by the World Health Organization (WHO).7 With

6 https://www.who.int/publications/m/item/from-DCP-v5-list-PPE-v8082020
7 https://www.who.int/

https://www.who.int/publications/m/item/from-DCP-v5-list-PPE-v8082020
https://www.who.int/
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Fig. 3. Interface of the tool used to interpret the topics extracted by choosing a
variable number of topics. In particular, in the figure, the number of extracted
topics is equal to 9, and the selected topic is the one labeled as 6.

respect to vaccines & vaccinations, the following keywords, ex-
racted by the WHO’s Draft landscape of COVID-19 candidate vac-
ines,8 have been added:

DNA – RNA – replicating – inactivated – vector
attenuated – recombinant – particle – protein – subunit
moderna – astrazeneca

8 https://www.who.int/publications/m/item/draft-landscape-of-covid-19-
andidate-vaccines
 c
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Finally, with respect to symptoms & hospitalization, the follow-
ing keywords, extracted by the list of symptoms provided by the
Centers for Disease Control and Prevention,9 have been added:

fever – chills – breath (and/or breathing) – fatigue
(muscle or body) ache – headache – taste – smell
(sore) throat – congestion – runny (nose) – nausea
vomiting – diarrhea – antibody (or antibodies) – test
serology – pharyngeal (and/or pharynx) – swab
molecular – immunological – antigen

4.2.3. Filtering the dataset by means of keywords identifying target
scenarios

Based on the keywords extracted from the topic modeling
phase and those added by the experts, the three resulting sets
of keywords representing the three target scenarios were used to
filter the original COVID-19 dataset, which, we recall, consisted
of around 262 millions of tweets. In this way, it was possible
to generate three sub-datasets that contain only those tweets
that refer to the target scenarios of interest. The characteristics
of these datasets, and of the resulting conversation graphs, are
illustrated in Table 3.10

In particular, the table shows the number of filtered tweets
(# tweets) associated with each target scenario, and the char-
acteristics of the resulting conversation graphs. The graphs have
been built by considering users whose tweets contain at least one
term belonging to the related target scenario, and edges among
users have been built by considering retweet, mention, and quote
actions. The resulting structure was a weighted graph, where
weights on edges represent the number of interactions among
users. In the table, the number of nodes (# nodes) and edges
(# edges) relating to the conversation graphs built this way are
indicates, as well as the degree of each graph (G degree), and
the number, for the largest connected component (CC) of each
graph, of nodes (CC nodes) and edges (CC edges), together with
its degree (CC degree).

Furthermore, the data relating to the largest connected com-
ponent when the edges with weight equal to 1 were removed
are also provided, in particular its number of nodes (CC2 nodes),
edges (CC2 edges), and its degree (CC2 degree). Only the data re-
lating to this latter connected component were considered in our
subsequent analyses, as only the nodes that have had at least two
interactions between them have been taken into consideration.
This choice was dictated by the desire to analyze the most closely
interacting communities, bearing in mind the concept, illustrated
in the Introduction, of possible emotional contagion discussed in
the literature [23].11

4.3. Instantiation of the bottom-up approach

The instantiation of the bottom-down approach with respect
to the COVID-19 dataset under consideration concerned: (i) the
filtering of the dataset based on the depression-related terms that
were extracted through the approach described in Section 3.2.1
and the construction of the related (single) conversational graph,
and (ii) the application of topic modeling to the content extracted
from that conversational graph to identify the most significant
topics to be associated with target scenarios on which to assess
psychological vulnerability.

9 https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.
tml
10 In the table, the number of tweets may be lower than the number of users
ecause only tweets referencing COVID-19 were made available through the
witter stream endpoint and considered in this work; in addition, a single tweet
elated to COVID-19 may be linked to more than one user if a response to the
weet is provided or if it is retweeted or mentioned.
11 It should also be noted that in this work we are not interested in analyzing
he behavior of possible outliers, and that the members of the largest connected
omponent still constitute about 80% of the total virtual community considered.

https://www.who.int/publications/m/item/draft-landscape-of-covid-19-candidate-vaccines
https://www.who.int/publications/m/item/draft-landscape-of-covid-19-candidate-vaccines
https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html
https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html
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Table 3
Characteristics of the datasets and conversation graphs associated with the three target scenarios after the filtering
phase on the basis of the keywords extracted by means of topic modeling and the intervention of experts.
Datasets Social distancing Vaccines & vaccinations Symptoms & hospitalization

# tweets 3,347,407 944,108 632,200
# nodes 3,900,140 3,518,257 1,047,215
# edges 8,398,646 867,068 1,922,023
G degree 4.3068 4.4893 3.6707
CC nodes 3,509,001 1,445,218 909,089
CC edges 8,146,111 3,441,020 1,832,946
CC degree 4.6430 4.7619 4.0325
CC2 nodes 212,012 102,497 49,685
CC2 edges 390,702 183,200 76,012
CC2 degree 3.686 3.575 3.060
.

Table 4
Characteristics of the vulnerability dataset and the associated conversation graph

Vulnerability dataset

# tweets 1,000,000
# nodes 677,286
# edges 1,013,258
Graph degree 2.9921
CC nodes 579,469
CC edges 949,646
CC degree 3.2776
CC2 nodes 221,498
CC2 edges 591,675
CC2 degree 5.3425

4.3.1. Filtering the dataset based on depression-related terms
Through this filtering phase, we obtained the number of

weets illustrated in Table 4, which allowed the generation of a
ingle conversation graph, this time only related to psychological
istress, with the characteristics there illustrated.
On the basis of this set of tweets, a topic modeling activity

as carried out on those belonging to the largest connected
omponent of the graph where edges with weights equal to 1
ere excluded (CC2), to evaluate if it was possible to recognize
opics referable to scenarios of interest, which in the top-down
ase had been indicated directly according to the expertise of the
ental health team.

.3.2. Topic modeling to identify bottom-up target scenarios
As in the case of the top-down approach, the same topic

odeling technique illustrated in Section 3.1 has been applied to
he bottom-up approach, performing the same number of runs
rom 2 to 50.12 In this case, the values of topic coherence are
hown in Fig. 4 and appear higher for a number of extracted
opics of 32, 36, 40, and 42.

Again, thanks to such topic coherence values and the use of
he visual tool to analyze the extracted topics, the medical expert
eam evaluated as suitable to identify possible target scenarios
he keywords associated with labels 1, 12, and 27, when the
umber of considered topics was 40. Despite the high number of
enerated topics, it was observed that there were always three
r four topics of greatest importance to the aim of our work,
hich were simply divided into several sub-topics that were
emantically overlapping when the number of topics extracted
ncreased.

The list of the 15 most frequent words for each considered
opic is illustrated in Fig. 5. Topic 1 can quite clearly represent the
cenario concerning the adoption of social distancing measures
nd the use of protective devices and hygiene measures: in fact, we

12 In the bottom-up approach, given its different nature w.r.t. the top-down
olution and the significant reduction in the size of the dataset considered due
o the preliminary filtering phase, the topic modeling activity was applied to
he entire dataset.
453
Fig. 4. Topic coherence values over the 50 runs performed in the bottom-up
approach.

found keywords related to these aspects, e.g., wear(ing), mask(s),
social, distancing, home, stay, safe, etc. Topic 12 was mostly
related to tests for the detection of positivity to the virus and
hospitalization. Finally, topic 27 was mainly related to politics.

From this topic modeling activity it emerged how, compared
to the topics (and, hence, the target scenarios) initially considered
in the top-down approach, there are actually some overlaps, and
how the political sphere, initially not taken into consideration,
is somehow connected to the presence of relevant lexicon iden-
tifiers of psychological vulnerability. As for the vaccines topic,
expressly taken into consideration in the top-down approach, this
emerged through the presence of some keywords associated with
different cross-cutting topics, especially as the number of consid-
ered topics increases, but it did not emerge as an independent
topic (and therefore as a target scenario). This can perhaps be
traced back to the particular time period in which the tweets
were collected, in which the vaccine development stage was still
very embryonic.

5. Results of the vulnerability analysis for the top-down and
bottom-up approaches

The top-down and bottom-up approaches, instantiated on the
dataset of tweets related to COVID-19, both ultimately resulted in
a set of content filtered based on particular keywords related to
three target scenarios. In this section, these contents are analyzed
with respect to the presence of lexicon identifiers of psycho-
logical vulnerability and to polarity, based on the measures and
approaches described in Section 3.2.

5.1. Vulnerability analysis for the top-down approach

Both on the basis of the non-weighted words present in LIWC
and on the basis of the weighted dictionary generated by the pro-
posed approach, a double vulnerability analysis was performed. A
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Fig. 5. Top-15 terms for the topics 1, 12, and 27, with a number of extracted
opics equal to 40.

able 5
lobal vulnerability scores for the three (top-down) target scenarios.
Target scenarios

Social distancing Vaccines & vaccinations Symptoms & hospitalization

0.0038 0.0026 0.0037

first analysis was made, for each target scenario, of the most top-5
frequent words belonging to the LIWC categories anger, anx, risk,
ad, as illustrated in Figs. 6–8.13

In addition, Table 5 summarizes the global vulnerability scores
omputed for each target scenario, while Fig. 9 illustrates the
roportion of the vulnerability scores computed for each category
f LIWC terms with respect to each scenario.
Finally, Table 6 illustrates the trend of the sentiment for the

hree target scenarios using the VADER lexicon-based approach,
hile Table 7 presents the results related to the usage of the
emantic-based CT-BERT model.

13 The figure relating to the death category was not provided as the terms
sed and their distribution did not present substantial differences among target
cenarios.
454
Fig. 6. Frequencies of the top-5 terms that appear in the target scenario social
distancing with respect to the four LIWC categories.

Fig. 7. Frequencies of the top-5 terms that appear in the target scenario vaccines
& vaccinations with respect to the four LIWC categories.

5.2. Vulnerability analysis for the bottom-up approach

Using the same vulnerability analysis methodology detailed
for the top-down approach, also in this case we provide the
results of the presence of terms belonging to LIWC, and of the
presence of terms that are more significant as identifiers for
indicating psychological vulnerability.

First of all, the top-5 most frequent LIWC terms that appear
in the considered scenarios are illustrated in Figs. 10–12, with
respect to the distinct LIWC categories illustrated in the case of
the top-down approach.

Secondly, the vulnerability values associated with the three
(bottom-up) target scenarios are indicated in Table 8.

The vulnerability values are much lower than those obtained
in the top-down approach because the number of terms on which
these values have been normalized is much higher in the case
of the bottom-up approach, which started from a much larger
dataset of tweets. Finally, in Fig. 13, the proportions of the vul-
nerability scores for the three target scenarios with respect to the

individual LIWC categories are presented.
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Table 6
Sentiment analysis values obtained by VADER on the three considered (top-down) target scenarios.
Target Social distancing Vaccines & vaccinations Symptoms & hospitalization

Positive 39% 46% 40%
Neutral 20% 15% 12%
Negative 41% 39% 48%
Table 7
Sentiment analysis values obtained by employing CT-BERT on the three considered (top-down)
target scenarios.
Target Social distancing Vaccines & vaccinations Symptoms & hospitalization

Positive 10% 8% 4%
Neutral 40% 35% 46%
Negative 60% 57% 50%
Fig. 8. Frequencies of the top-5 terms that appear in the target scenario vaccines
vaccinations with respect to the four LIWC categories.

Fig. 9. Vulnerability scores per category with respect to the three (top-down)
target scenarios.

Table 8
Global vulnerability scores for the three (bottom-up) target scenarios.
Target scenarios

Social distancing & protection Tests & hospitalization Politics

0.0011 0.0007 0.0005

With respect to the polarity associated with tweets related
o the considered target scenarios, by using the same senti-
ent analysis techniques illustrated in Section 3.2.2, results are

llustrated in Table 9 (VADER) and in Table 10 (CT-BERT).

.3. Discussion

By referring to the results obtained and illustrated in the
revious sections, allowing to capture the potential presence
455
Fig. 10. Frequencies of the top-5 terms that appear in the (bottom-up) target
scenario social distancing and protection with respect to the four LIWC categories.

Fig. 11. Frequencies of the top-5 terms that appear in the (bottom-up) target
scenario tests & hospitalization with respect to the four LIWC categories.
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Table 9
Sentiment analysis values obtained by VADER on the three considered (bottom-up) target scenarios.
Target Social distancing and protection Tests & hospitalization Politics

Positive 20% 7% 64%
Neutral 2% 2% 2%
Negative 78% 89% 34%
Table 10
Sentiment analysis values obtained by employing CT-BERT on the three considered (bottom-up)
target scenarios.
Target Social distancing and protection Tests & hospitalization Politics

Positive 8% 7% 9%
Neutral 23% 23% 26%
Negative 69% 70% 65%
c
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Fig. 12. Frequencies of the top-5 terms that appear in the (bottom-up) target
cenario politics with respect to the four LIWC categories.

Fig. 13. Vulnerability scores per category with respect to the three (bottom-up)
target scenarios.

of vulnerability to psychological distress in the context of the
conversations held on Twitter with respect to the COVID-19 pan-
demic, some considerations about the different scenarios and
considered approaches are here provided. Given the hybrid, mul-
tidisciplinary nature of the proposed approach, the results can
be interpreted qualitatively, by focusing on the experience of the
medical staff.

5.3.1. Main findings
The first observation that emerges is that, considering both

the top-down and bottom-up approaches, we have been able to
capture target scenarios that are at least partially overlapping,
apart from the case of vaccines and vaccinations that may have
been influenced by the particular period of data collection. This is
particularly evident in the bottom-up approach, which is totally
data-driven. However, there are sometimes significant differences
456
between the two approaches in the vulnerability and content
polarity analyses that merit further discussion.

Vulnerability analysis and top-down approach. From the obtained
results, we can observe how the most frequent terms regard-
ing the four LIWC categories illustrated in Figs. 6–8 change, at
least in part, depending on the considered scenario. If we refer
to the social distancing scenario, we can see for example that,
compared to the anger category, there are more terms that refer
to annoyance and protest, while the same category relating to the
vaccines & vaccinations scenario has a couple of terms, i.e., kill and
murder, which may perhaps refer to the concern of serious con-
traindications and reactions. Regarding the category of anxiety, it
seems that the target scenarios social distancing and symptoms &
hospitalization involve more aspects related to risk, worry, fear.
The concept of risk emerges in all three scenarios, even if words
related to remaining safe and to safety appear more connected to
social distancing and vaccines & vaccinations.

Concerning the global vulnerability scores illustrated in Fig. 9,
we can observe that the social distancing and symptoms & hospi-
talization scenarios seem to be more at risk. If we then analyze in
detail the LIWC categories that have higher vulnerability scores,
in Fig. 9, we realize that the lexicon identifiers that indicate
greater psychological vulnerability fall into the anger and risk
ategories in particular for the target scenarios social distancing
nd vaccines & vaccinations. Compared to the first scenario, the
econd has a large increase in vulnerability identifiers that fall
nto the death category, an aspect that is shared by the symptoms
& hospitalization target scenario. Unlike the first two, however,
the third scenario shows a limited number of vulnerability iden-
tifiers in the anger category. The lexicon identifiers belonging to
he anx and sad categories are roughly in the same proportion in
all three scenarios.

Vulnerability analysis and bottom-up approach. In this case we
note, in Figs. 10–12, that the anger category terms are very similar
for social distancing & protection and tests & hospitalization, while
there is an interesting spike of the term vicious in relation to the
politics scenario. If we consider the anx category, the terms are
pretty similar for the three scenarios; as regards the risk category,
the terms are quite similar for the first two scenarios, while for
the politics scenario there is a peak of the term safe, perhaps a
symptom of the need for protection that is expected from politics.
The sense of loneliness emerges overwhelmingly with respect to
all three scenarios in the sad category, accompanied by a peak
of the term lost in the political scenario. In association with the
consideration made above, it could refer to the need for security
which is not currently met.

Also in this case, referring to global vulnerability scores in
Table 8 (the reason for such low values has been explained in the
dedicated section) we can observe how the most at-risk scenarios
(with respect to psychological vulnerability) seem to be the first
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wo. Finally, if we refer to Fig. 13, which reports the percentages
f the vulnerability scores referred to the various LIWC categories,
e can note that anxiety seems to be the emotional state that

most distinguishes the social distancing & protection scenario;
anger, sadness and emotional states linked to a possible risk char-
acterize the tests & hospitalization scenario; anxiety and sadness
are the emotional states most linked to the politics scenario.

Comparison between the two approaches. From both approaches,
it emerges that the scenarios social distancing and symptoms
& hospitalization from the top-down approach, and the almost
corresponding scenarios social distancing & protection and tests
& hospitalization from the bottom-up approach, are those that
are particularly affected by potential psychological vulnerability.
Thus, in this case, both approaches lead to a similar result.

On the contrary, it was possible to identify, by means of the
bottom-up approach, that even when users talk about topics in
relation to politics and COVID-19, they use as well important
lexical identifiers related to potential psychological vulnerability,
an aspect that was not initially considered in the top-down ap-
proach. In addition, finding many important lexicon identifiers
in the anger category in the bottom-up approach, somewhat
contradicts what was evidenced by the top-down one, which had
demonstrated a low anger score for the symptoms & hospital-
ization scenario. This may be due to the fact that in the second
case, more than the symptoms, reference was made to the test
phase with respect to COVID-19 positivity, which emerged more
than the symptom aspect in association with hospitalization. This
could mean that the two scenarios are actually interpreted very
differently and actually represent two different situations: the
fear of being hospitalized having some symptoms, and possible
dissatisfactions related to the screening procedures. However,
these and other hypotheses certainly deserve further analysis in
order to be fully confirmed.

Sentiment analysis. Discussions related to sentiment analysis
computed w.r.t the two approaches considered, depend heavily
on whether VADER or CT-BERT is used to perform this task.
For both top-down and bottom-up approaches, using CT-BERT to
analyze content polarity allows us to ‘‘correct’’ some distortions
caused by using the lexicon-based approach.

For example, when considering VADER, we note how the
conversations about social distancing are more or less equally
distributed between a positive and negative sentiment in the case
of the top-down approach, while they are more clearly negative in
the bottom-up approach with regard to the target scenario social
distancing and protection. However, when we refer to CT-BERT,
we see how sentiment is basically trending negative for all three
scenarios in both approaches.

As for the two non-overlapping target scenarios in the two ap-
proaches, namely vaccines & vaccinations (top-down) and politics
(bottom-up), they both show a mostly positive sentiment when
considering VADER, while they turn to a negative sentiment as
the other scenarios when considering CT-BERT.

5.3.2. Limitations
The proposed work, in part because of its interdisciplinary

nature, the need to largely use medical experience through the
definition of hybrid solutions, and the novelty of the problem,
meant that choices had to be made and results had to be analyzed
in ways that can be considered, in some aspects, limitations of the
approach.

For example, the current work is based on Twitter as a widely
adopted social media. However, Twitter is extremely popular
in countries like the US and Japan, but much less in countries
like Russia, China, and some EU countries. Findings might be
influenced by the different popularity and usage of Twitter in
457
various countries, against other popular social media platforms
(e.g., Facebook, Reddit, SnapChat, Instragram, Glitch). Thus, fur-
ther research should consider potential social media competitors.

Regarding the technical solutions proposed and the analysis
of the results, we are aware that the former do not constitute
an absolute novelty, but we believe that they are if used in
the way we did within an innovative field such as the study
of mental well-being through social content analysis; as for the
results obtained, they are essentially a qualitative assessment of
the proposed approach, which was interpreted by the domain
experts based on their experience in the field.

At present, the available literature does not yet provide ad-
equate, publicly accessible resources for a strictly comparative
evaluation. However, we have relied on some shared aspects and
premises in the development of the current work.

6. Conclusions

Social media are nowadays the tool through which people
can freely publish content that refers to various aspects of their
personal life, and therefore also to their state of mental health
and psychological vulnerability.

Over the past year, we have all had to deal with the effects
the COVID-19 pandemic has had on our lives. For many people,
this has been particularly difficult from a psychological point of
view. The idea from which this article was born is that many
individuals will have used social platforms, Twitter in particular,
to talk about their discomfort, which, in our opinion, can concern
various areas related to the pandemic. One can feel anxious about
fearing contagion, depressed about being isolated and distant
from other people, wary and afraid of the possibility of being
vaccinated and hospitalized.

In our opinion, it was therefore necessary, starting from con-
tent disseminated on Twitter relating to the pandemic, to better
identify these situations and the degree of psychological vulnera-
bility of individuals with respect to them. This problem, in order
to be addressed, undoubtedly requires the participation of experts
in the psychological/psychiatric field and the use of information
technologies for the analysis of large amounts of data. This led to
the study of the problem from two points of view, one top-down,
based on the definition by experts of target scenarios, and one
bottom-up, consisting above all of a data-driven strategy. Through
both these approaches, it was possible to verify how interesting
outcomes can emerge, useful to mental health experts in the face
of the use of social media, especially in situations as extreme as
a pandemic can be.

Multiple future developments can be considered. In this work
we have considered some techniques (e.g., topic modeling and
sentiment analysis) taken from the literature, albeit employed
and parameterized according to the specific scenario. From this
perspective, a comparison with other techniques can certainly be
of interest, also as regards the development of more semantically
relevant approaches for the weighting of the dictionary of terms
with respect to their importance in verifying the state of psycho-
logical vulnerability. Furthermore, it could be useful to deepen the
investigation of content-aware community detection algorithms
to capture more relevant and specific aspects of the emotional
contagion.

Finally, together with the use and development of additional
analyses, it will be necessary to further investigate the link be-
tween the presence of lexicon identifiers and psychological dis-
tress, possibly following specific users within existing commu-
nities through conversation graphs. This must be further inves-
tigated also considering the only partial overlap between the
available findings of the top-down and bottom-up approaches.
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