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Abstract

We prove that if two linear codes are equivalent then they are semi-linearly equivalent.
We also prove that if two additive MDS codes over a field are equivalent then they are
additively equivalent.

1 Introduction

Let F be a finite set. A code A of length n is a subset of F n. The Hamming distance d(u, v)
between u, v ∈ F n is the number of coordinates in which u and v differ. As in [8], we say that
two codesA and B are equivalent if, after some permutation α of the coordinates of the elements
of A, there exist permutations σi of F such that for all u = (u1, . . . , un) ∈ A,

(σ1(u1), . . . , σn(un)) ∈ B.

Let ψ denote the bijection from A to B induced by these permutations. Then it is clear that ψ
preserves Hamming distance; that is

d(u, v) = d(ψ(u), ψ(v))

for all u, v ∈ A.

If F is a finite field and A and B are k-dimensional subspaces of F n then we say that A and
B are linear codes. Two codes are A and B are linearly equivalent in the above definition of
equivalence if, for all i ∈ {1, . . . , n},

σi(x) = λix,
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for some non-zero λi ∈ F . In the case that F has non-trivial automorphisms (fields of non-prime
order), for a fixed automorphism β of F , applying the permutation

σi(x) = λix
β,

to the i-th coordinate of the codewords of A, we get a linear code B which is equivalent to A.
This more general equivalence we will call semi-linear equivalence, following [3], [6] and [10].
It is also called PΓL-equivalence [2] and is referred to as simply equivalence in [4] and [7].

The main result of this note is the following theorem.

Theorem 1. Two linear codes are equivalent if and only if they are semi-linearly equivalent.

Based on the above discussion, it is trivial that if two linear codes are semi-linearly equivalent
then they are equivalent. Thus the goal here is to prove that if A and B are equivalent linear
codes then they are semi-linearly equivalent.

Theorem 1 can be compared to Theorem 1.5.10 in [3]. In that theorem they prove that if there is a
Hamming distance preserving bijection of F n which maps subspaces to subspaces then this map
is semi-linear, i.e. it is additive and σ(λx) = λβσ(x), for all λ ∈ F , where β is an automorphism
of F .

Theorem 1 has significant implications when classifying codes. For example, in a classification
of codes up to equivalence, as in [1], [8] and [9], one will not find two linear codes in the
same equivalence class. Perhaps of more interest is that in a classification of linear codes up to
semi-linear equivalence, as in [2] and [5], we can now be sure that two semi-linearly inequivalent
codes are also inequivalent.

2 Equivalence implies semi-linear equivalence.

LetA and B be k-dimensional linear codes over a finite field Fq of length n which are equivalent.
Since α(A) is also a linear code equivalent to B, we can assume that α, the permutation of the
coordinates of the elements of A, is the identity by replacing A by α(A). Indeed, by re-ordering
the coordinates in both codes, if necessary, we can find generator matrices A and B in standard
form for A and B respectively. Recall that a generator matrix is a k × n matrix whose row space
is the code. By applying elementary row operations, and permuting the columns if necessary,
one can always find a generator matrix in standard form, that is a generator matrix in which the
initial k × k sub-matrix is the identity matrix.

As above, we denote by σi the permutation in the i-th coordinate which has the property that for
all u = (u1, . . . , un) ∈ A,

(σ1(u1), . . . , σn(un)) ∈ B.
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Lemma 2. If not all of the columns of A and B are of weight one then, for each j ∈ {1, . . . , n},
the map

τj(x) = σj(x)− σj(0)

is additive.

Proof. Let A = (αjr) and let B = (βjr).

We have that for each a = (a1, . . . , ak) ∈ Fkq , there is a b = (b1, . . . , bk) ∈ Fkq , such that

(σ1(a1), . . . , σk(ak), σk+1(
k∑
j=1

αj,k+1aj), . . .) = (b1, . . . , bk,
k∑
j=1

βj,k+1bj, . . .). (1)

Hence, for j ∈ {1, . . . , k},
bj = σj(aj)

and
k∑
j=1

βjrσj(aj) = σr(
k∑
j=1

αjraj), (2)

for r ∈ {k + 1, . . . , n}.
Setting ai = 0 for i 6= j we deduce that

βjrσj(aj) +
∑
i 6=j

βirσi(0) = σr(αjraj). (3)

Summing over j, and substituting in (2)

k∑
j=1

σr(αjraj)−
k∑
j=1

∑
i 6=j

βirσi(0) = σr(
k∑
j=1

αjraj)

which implies
k∑
j=1

σr(αjraj)− (k − 1)
k∑
i=1

βirσi(0) = σr(
k∑
j=1

αjraj).

Again from (2)
k∑
i=1

βirσi(0) = σr(0). (4)

Thus,
k∑
j=1

σr(αjraj)− (k − 1)σr(0) = σr(
k∑
j=1

αjraj). (5)



4

Define
τr(x) = σr(x)− σr(0).

Then (5) becomes
k∑
j=1

τr(αjraj) = τr(
k∑
j=1

αjraj). (6)

Firstly, assume that the r-th column of A is not of weight one. Without loss of generality
α1r, α2r 6= 0, so substituting in (6), a1 = α−11r x and a2 = α−12r y, aj = 0 for j ∈ {3, . . . , k}, we
have that

τr(x+ y) = τr(x) + τr(y).

We conclude that τr is an additive permutation of Fq.

Subtracting (4) from (3), we have that

βjr(σj(aj)− σj(0)) = τr(α1ra1)

This implies that
τj(x) = σj(x)− σj(0)

is additive too, for j ∈ {1, . . . , k}.
Now consider the case that the r-th column of A is of weight one for some r ∈ {k + 1, . . . , n}.
Then, from (2),

σr(αirai) =
k∑
j=1

βjrσj(aj)

for some i ∈ {1, . . . , k}. Since this holds for all (a1, . . . , ak) ∈ Fkq , we conclude that βjr = 0 for
j 6= i and hence,

σr(αirai) = βirσi(ai).

This implies σr(0) = βirσi(0) and so

τr(αirai) = βirτi(ai).

Since τi is additive, this implies τr is additive.

The following lemma implies that we can assume that σi is additive, by replacing σi by τi, for
each i ∈ {1, . . . , n}.

Lemma 3. If not all of the columns ofA andB are of weight one then, for all u = (u1, . . . , un) ∈
A,

(τ1(u1), . . . , τn(un)) ∈ B.
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Proof. By Lemma 2 and (1), for each a = (a1, . . . , ak) ∈ Fkq , there is a b = (b1, . . . , bk) ∈ Fkq ,
such that

(τ1(a1), . . . , τk(ak), τk+1(
k∑
j=1

αj,k+1aj), . . .) + v = (b1, . . . , bk)B,

where v = (v1, . . . , vn) ∈ Fnq is defined by vj = σj(0).

Since τi is additive, τi(0) = 0. Thus, with a = (0, . . . , 0) the above implies there is a (b′1, . . . , b
′
k)

such that
v = (b′1, . . . , b

′
k)B.

Thus

(τ1(a1), . . . , τk(ak), τk+1(
k∑
j=1

αj,k+1aj), . . .) = ((b1, . . . , bk)− (b′1, . . . , b
′
k))B,

and hence for each a = (a1, . . . , ak) ∈ Fkq , there is a c = (c1, . . . , ck) ∈ Fkq , such that

(τ1(a1), . . . , τk(ak), τk+1(
k∑
j=1

αj,k+1aj), . . .) = (c1, . . . , ck)B.

We are now in a position to prove the main theorem. Note that an additive permutation of Fph is
of the form

x 7→
h−1∑
i=0

cix
pi .

This is easily verified since if we consider Fph as Fhp then an additive map is given by an h× h
matrix over Fp. Thus, there are ph2 in total, which coincides with the number of functions which
can be defined as above.

Proof. (of Theorem 1)

Suppose all of the columns of A and B are of weight one. Then, after a suitable permutation of
the coordinates, A is linearly equivalent to a code A′ whose codewords are

(a1, . . . , a1︸ ︷︷ ︸
m1

, a2, . . . , a2︸ ︷︷ ︸
m2

, . . . , ak, . . . , ak︸ ︷︷ ︸
mk

). (7)

Thus, since A′ and B are equivalent, applying a suitable permutation of the coordinates of the
elements of B and scaling the columns of B so that its non-zero entries are one, we have that
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there are permutations θi of Fq and a function f from {1, . . . , n} to {1, . . . , k}, such that for all
(b1, . . . , bk) ∈ Fkq ,

(θ1(bf(1)), θ2(bf(2)), . . . , θn(bf(n)))

is equal to (7), for some (a1, . . . , ak) ∈ Fkq .

Comparing with (7) we have that, for example, if m1 > 2,

θ1(bf(1)) = θ2(bf(2))

for all (b1, . . . , bk) ∈ Fkq . This implies f(1) = f(2), and hence θ1 = θ2, etc. Thus we conclude
that B is linearly equivalent to a code which has codewords

(bg(1), . . . , bg(1)︸ ︷︷ ︸
m1

, bg(2), . . . , bg(2)︸ ︷︷ ︸
m2

, . . . , bg(k), . . . , bg(k)︸ ︷︷ ︸
mk

). (8)

Hence, A is linearly equivalent to B.

Suppose not all of the columns of A and B are of weight one.

By Lemma 3, we can assume for j ∈ {1, . . . , n},

σj(x) =
∑
i

cjix
pi .

As in the previous proofs, let B = (βjr) and let A = (αjr).

Substituting in (2), we have that for all (a1, . . . , ak) ∈ Fkq and r ∈ {k + 1, . . . , n},

k∑
j=1

h−1∑
i=0

βjrcjia
pi

j =
∑
i

cri(
k∑
j=1

αjraj)
pi .

Therefore, for all j ∈ {1, . . . , k}, r ∈ {k + 1, . . . , n} and i ∈ {0, . . . , h− 1},

βjrcji = criα
pi

jr. (9)

Let t ∈ {0, . . . , h − 1} be minimal such that c1t 6= 0. We aim to show that we can multiply
columns and rows of B by non-zero elements of Fq in such a way that the matrix B will transform
into Apt . If both αjr and βjr are zero then they will be unaffected by these multiplications and so
for this particular entry the previous statement holds. Thus, we assume that αjr and βjr are not
both zero for any particular j ∈ {1, . . . , k} and r ∈ {k + 1, . . . , n}.
If βjr = 0 then, by the previous paragraph, we can assume αjr 6= 0. Hence, cri = 0 for all
i ∈ {0, . . . , h− 1} which implies σr = 0, a contradiction.

If αjr = 0 then, by the previous paragraph, we can assume βjr 6= 0. Hence, cji = 0 for all
i ∈ {0, . . . , h− 1} which implies σj = 0, a contradiction.
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Thus, we can assume c1t, α1r and β1r are not zero. Thus, (9) implies crt 6= 0 for all r ∈
{k + 1, . . . , n}, and so

βjrcjt
β1rc1t

=
αp

t

jr

αp
t

1r

.

If cjt = 0 for some j then αjr = 0, which we have already ruled out.

Thus, we can divide the r-th column of B by β1r and multiply the j-th row of this generator
matrix by

cjt
c1t

(which does not change the code) and we get a generator matrix whose j-th coordinate of the
r-th column is

αp
t

jr

αp
t

1r

Now, multiplying the r-th column of the generator matrix by αp
t

1r, we get a generator matrix of a
code linearly equivalent to B whose r-th column is the r-th column of Apt .

Therefore, we conclude that A and B are semi-linearly equivalent.

3 Additive MDS codes

The motivation for this article stems from the discussion after Theorem 3.4 in [2]. In that
discussion the following question is asked. “If two additive codes A and B are equivalent
then are they necessarily PΓL-equivalent? Equivalently, if two additive codes A and B are
PΓL-inequivalent then is it true that they are inequivalent?” They also pose the same question for
linear codes.

We have proved in Theorem 1 that it is true for linear codes. Here, we answer the question in the
affirmative for additive MDS codes. Recall that an MDS code is a code attaining the Singleton
bound. That is, C is a MDS code of length n over F of minimum distance d if and only if
|C| = |F |n−d+1.

An additive code over Fq is linear over the prime subfield Fp, where q = ph. Two additive codes
A and B are additively equivalent if, after some permutation of the coordinates of the elements
of A, there exist permutations

σj =
h−1∑
i=0

cijx
pi .

such that for all u = (u1, . . . , un) ∈ A,

(σ1(u1), . . . , σn(un)) ∈ B.
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An additive MDS code of size qk is the row space over Fp of a kh×n matrix, whose elements are
from Fq. We can consider the elements of Fq as row vectors of Fhp , so that the generator matrix
becomes a kh× nh matrix over Fp. Suppose that the initial kh× kh sub-matrix M of this matrix
is singular. Therefore there is a Fp-linear combination of the rows whose initial kh coordinates
are zero. This implies that there is a codeword whose initial k coordinates are zero. Since the
zero vector of Fnq is also a codeword, this contradicts the fact that the minimum distance of the
code is n − k + 1. Hence, M is non-singular. Thus, left multiplying the generator matrix by
M−1, we obtain a generator matrix whose initial kh× kh sub-matrix is the identity matrix. This
we can write as

Ih Oh Oh Oh . . . . . . Oh Oh αr,1 αr+1,1 . . .
Oh Ih Oh Oh . . . . . . Oh Oh αr,2 αr+1,2 . . .
Oh Oh Ih Oh . . . . . . Oh Oh αr,3 αr+1,3 . . .

Oh Oh Oh Ih
. . . . . . Oh Oh αr,4 αr+1,4 . . .

...
... . . .

. . . . . . . . . . . . ...
...

...
...

... . . . . . . . . .
. . . . . . ...

...
...

Oh Oh Oh Oh . . . . . . Ih Oh αr,k−1 αr+1,k−1 . . .
Oh Oh Oh Oh . . . . . . Oh Ih αr,k αr+1,k . . .


, (10)

where Ih is the h× h identity matrix, Oh is the h× h zero matrix and αi,j are h× h matrices
over Fp.

Theorem 4. Two additive MDS codes over a field are equivalent if and only if they are additively
equivalent.

Proof. If two codes are additively equivalent then they are equivalent.

Suppose that the additive MDS codes A and B are equivalent. Then, according to (10), we
can find generator matrices of the form A = (αjr) and B = (βjr) for A and B respectively,
where αjr and βjr are h× h matrices. We can then mimic the proof of Lemma 2 and Lemma 3,
replacing ai and bi by row vectors in Fhp . The two proofs follows in exactly the same way as
for linear codes. Since the codes are MDS we do not have the case in which all the columns
of A or B are of weight one. The conclusion is then that σj can be taken to be additive for all
j ∈ {1, . . . , n}. Thus, we conclude that A and B are additively equivalent.

Example 5. In [2, Table 3], the second row shows that there are 3 additive MDS (8, 93, 6)9
codes, i.e. MDS codes of length 8 and minimum distance 6. Two of these codes, C1 and C2 are
linear MDS codes and have generator matrices

G1 =

 1 0 0 1 e e6 e6 e
0 1 0 e 1 e e6 e6

0 0 1 e6 e 1 e e6

 , G2 =

 1 0 0 1 e5 e7 e7 e5

0 1 0 e 1 e5 e7 e7

0 0 1 e7 e5 1 e5 e7


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respectively. Note that e ∈ F9 is a primitive element such that e2 = e + 1. It is explained
in [2] that C2 is a truncated Reed- Solomon code, while C1 is not, implying that they are not
semi-linearly equivalent. Additionally, one may show that C1 and C2 are not semi-linearly
equivalent by confirming that the columns of G2 are contained in the conic

x1x2 + e3x1x3 + x2x3,

while the columns of G1 are not contained in any conic.

The last of the three additive MDS (8, 93, 6)9 codes, C3, is not semi-linearly equivalent to a linear
code. It has generator matrix

1 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0
0 1 0 0 0 0 0 1 0 1 0 1 0 1 0 1
0 0 1 0 0 0 1 0 2 2 0 2 2 0 1 2
0 0 0 1 0 0 0 1 0 2 1 1 1 2 1 0
0 0 0 0 1 0 1 0 0 1 2 0 1 1 2 1
0 0 0 0 0 1 0 1 2 1 2 2 2 0 0 2

 .

We now know, by Theorem 1, that C1 and C2 are not equivalent and, by Theorem 4, these codes
are also not equivalent to C3.

MDS codes have been classified (up to equivalence) over alphabets of size at most 8, see [1], [8]
and [9]. If and when MDS codes over alphabets of size 9 are classified, there will be at least
three equivalence classes of codes of length 8, two of which will contain linear codes and one
of which will contain an additive code. We conjecture that there will be no further equivalence
class.

4 Comments

It is unclear to us if Theorem 4 will apply to all additive codes. The principal problem in proving
such a statement is that one cannot assume a generator matrix in standard form. It would be
interesting to have a counterexample. In the proof of Theorem 4, we view additive MDS codes
over Fq, q = ph, as linear codes over the vector space Fhp , i.e. 1 × h matrices over Fp. It is
possible that one can extend Theorem 4 to codes over general matrices. Indeed it would be
interesting to study MDS codes over matrices. In other words, the alphabet itself is taken to be a
ring of matrices. The smallest such alphabet which is not equivalent to a linear or additive code
over Fq would be over 2× 2 matrices over F2; so the alphabet would have size 16.
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Mòdul C3, Campus Nord,
Carrer Jordi Girona 1-3,
08034 Barcelona, Spain
simeon.michael.ball@upc.edu

James Dixon
Facultat de Matemàtiques,
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