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Chapter 1

Introduction

Electricity, magnetism and light, once thought to be independent phenomena, were
unified by James Clerk Maxwell [1], where he combined previous work by Michael
Faraday, André-Marie Ampère and Carl-Friedrich Gauß. The resulting electromag-
netism is capable of describing electric phenomena induced by magnetism and vice
versa as well as the prediction of electromagnetic waves. It is one of the most impor-
tant sets of equations in physics and is the foundation of modern technology which
is based on the interplay of magnetism with electricity. From using electromagnetic
waves for telecommunication, to building up speakers and microphones, our modern
technology heavily relies on the principles of electromagnetism. In some conventional
material classes, such as ferroelectrics and ferromagnets, electricity and magnetism
are seemingly decoupled. Such ferroelectric polar materials show a displacement of
charged ions driven by ferroelectric transitions, causing a finite polarization. They
therefore have different applications such as piezoelectrics, combining mechanical
stress with polarization, ferroelectric capacitors and data storage devices. Similarly,
in ferromagnetic materials, electron spins align and create a permanent magnetic
moment below the Curie temperature. Countless applications involve magnetism,
such as memory devices, electric motors, switches and even medical devices such as
magnetoencephalography. In contrast to the former two cases, there is a class of
materials where the coupling between electricity and magnetism shows up explicitly.
These materials showing cross-coupling between electric as well as magnetic proper-
ties are called magnetoelectrics, and a special subgroup of them is called multiferroics.
Multiferroics combine two ferroic orders, e.g. ferroelectricity and ferromagnetism.
Multiferroics are an active and promising field of research in solid state physics and
materials science due to their large potential in IT applications, due to their inter-
twined electric and magnetic properties. Great advances have been made in studying
multiferroics via optical measurements, dielectric spectroscopy, pyroelectric current
and magnetization measurements, as well as neutron scattering and atomic force mi-
croscopy [2–11]. A simultaneous measurement of polar and magnetic properties is
crucial to reveal possible microscopic origins of multiferroicity and to optimize the
material design for applications. One of the possible techniques capable of capturing
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Chapter 1 Introduction

polar and magnetic properties on the microscopic (atomic) level is Nuclear Magnetic
Resonance (NMR). Edward Mills Purcell [12] and Felix Bloch [13] discovered in 1946,
that the nuclear magnetic moment can be excited by radiofrequency (rf) photons of a
specific frequency, depending on the strength of the external magnetic field, and was
awarded with the Nobel Prize in physics in 1952. Since then, NMR developed to be
a very important research tool in solid-state physics, solid-state and high-resolution
organic chemistry, biology and medicine. For a fixed rf-wave/pulse, the resonance
condition is purely determined by the strength of the external magnetic field together
with the internal fields in the material. With highly inhomogeneous magnetic fields,
produced by a sequence of gradient coils [14], the resonance condition can be spa-
tially restricted to either a two dimensional slice or a point-like sample volume. This
concept revolutionized the field of medicine and led to the invention of one of the
most powerful diagnostic approaches in 1973 by Paul Christian Lauterbur [15], the
magnetic resonance tomography. It enables the creation of a three dimensional image
of the NMR-nucleus density in the measured sample.

In solid state physics, however, this imaging method is not applicable due to various
reasons. Due to the periodic crystal lattice, a 3D image would not be of great interest,
and in order to resolve fine structures such as defects, the method is not sensitive
enough as resonances from single nuclei would not be detectable above the noise level.
Instead, hyperfine shifts and quadrupolar interactions as well as dynamic processes
like the spin-lattice and spin-spin relaxations can be measured by collecting the
signal from the whole sample. This approach is used to probe microscopic processes,
ferroelectric transitions, magnetic order, domain populations, or dynamic processes
changing the relaxation behaviour.

In this work, we expand the limits of solid-state NMR inspired by concepts of mag-
netic resonance tomography and liquid-phase NMR. These prove-of-concept studies
have been carried out on multiferroic lacunar spinels GaV4S8 and GaV4Se8. Instead
of slicing the sample into planes of equal resonance condition, in our case the sampling
slices correspond to crystallographic planes with the magnetic field rotated therein,
which can be used to map out the anisotropy of the quadrupolar and hyperfine in-
teractions and, in turn, to reconstruct a 3D image of the local electronic distribution
over the magnetic V4S4 clusters.
This thesis is organized in the following way, to ensure a comprehensive reading.
In Chapter 2, an introduction into the NMR technique is given, followed by a de-
scription about the interpretation of characteristic features of NMR spectra, such
as line shifts and splittings. Chapter 3 provides an overview about multiferroicity
and lacunar spinels, which is a prerequisite for the accessability of our studies on the
target compounds GaV4Se8 and GaV4S8. Experimental details, which are specific to
the used measurement setup, are described in Chapter 4. The results of the thesis are
described in three chapters, starting with Chapter 5, where the polar properties of
lacunar spinels are investigated on the microscopic scale using 71Ga as quadrupolar
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probe. Building on this, Chapter 6 describes the determination of multiferroic do-
main populations in lacunar spinels, further supported by NMR spectroscopy on the
51V nuclei. Finally, Chapter 7 focuses on the charge distribution over V4S4 molecu-
lar cluster, first investigated via the electric field gradient tensor, and later via the
hyperfine-coupling tensor, which reveals detailed information about the spatial spin
distribution.

In summary, this thesis aimed at revealing fundamental material properties on the
microscopic scale in multiferroic systems, which has been accomplished in the molecu-
lar crystal-like magnets GaV4Se8 and GaV4S8. These results highlight the potential
of NMR spectroscopy in revealing the properties of magnetic crystals of complex
orders.
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Chapter 2

Principles of Magnetic Resonance

2.1 Nuclear Magnetic Resonance

In Nuclear Magnetic Resonance (NMR), the atomic nuclei are being investigated via
excitations due to radiofrequency photon absorption. For a nucleus to be NMR active,
it needs to possess a non-vanishing magnetic moment, since the interaction with the
magnetic field causes the degenerate energy levels of the nucleus to split. Magnetic
fields can either originate from an external magnet (NMR) or from the internal fields
produced by magnetic materials (zero-field NMR). The magnetic moment of a nucleus
is coupled to its angular momentum via the gyromagnetic ratio γ [16]:

~µn = γ~I (2.1)

The gyromagnetic ratio is given by:

γ = gµN

~
(2.2)

Here, µN is the nuclear magneton e~
2mP

and g is the g factor of the nucleus. In many
NMR experiments, internal and external magnetic fields coexist, which allows an
investigation of the local internal fields, since the nucleus is a local probe. For nu-
clei with spin grater than 1/2, a quadrupolar moment is present, in addition to the
magnetic moment. The nuclear quadrupolar moment can couple to an electric field
gradient (EFG), if present. This interaction, in analogy to the Zeeman process, splits
the previously degenerate nuclear spin transition energies. This shift of the nuclear
energy levels is even applicable without the presence of magnetic fields, by exciting
these transition with rf photons, which is then called Nuclear Quadrupole Resonance
(NQR). This effect can as well coexist with the magnetism of a compound. The study
of multiferroic materials, which combines the necessity for a magnetic and electric
study, is therefore well suited for a local probe method, capable of precise mea-
surements of the magnetic and polar properties. In the following, the experimental
technique will be discussed in more detail, mainly following references [16–18].
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Chapter 2 Principles of Magnetic Resonance

2.1.1 Nuclear Spin in a Magnetic Field

In order to describe the resonance phenomenon used in NMR, either a quantum
mechanical or a classical approach are providing deeper insights into the matter.
Both approaches will be shown shortly in the following.

Quantum Mechanical view
The interaction between the nuclear magnetic moment ~µn and the external magnetic
field ~H produces the following simple Hamiltonian, given by

H = −~µn · µ0 ~H. (2.3)

Here, µ0 is the magnetic permeability of the vacuum. With the magnetic field point-
ing in the z direction, the term simplifies further.

H = −γ~Jzµ0Hz (2.4)

The energies, or the eigenvalues of H, correspond to the eigenvalues of Iz, given by
the magnetic quantum number m ranging between −I and I with ∆m = 1.

E = −γ~µ0Hzm (2.5)

For an example nucleus with spin I = 5/2, the energy levels are shown in Fig. 2.1.
Radiofrequency photons can overcome the difference between those energy levels and
excite the nucleus into a higher energy state, absorbing the photon in the process.
The photon energy is given by:

Eph = ~ωL = ∆E = γ~µ0Hz (2.6)

In the resonance condition, the photon frequency ωL is then given by ωL = γµ0Hz,
which is known as the Larmor frequency, and which is also obtained in the classical
approach.

Classical view - Bloch Equations
In 1946, Felix Bloch introduced the equations of motion of the nuclear magnetization,
which are often referred to as the Bloch equations [13]. The equations describe the
time dependence of the nuclear magnetization, which includes a precession around
the static field ~H with the larmor frequency ωL = γµ0Hz, as well as two different
relaxation processes, with their characteristic relaxation times T1 and T2. They are
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~ν

Figure 2.1: Nuclear Zeeman effect for a spin 5/2 nucleus. The energetic degeneracy
is lifted by an external magnetic field. The energy levels are equidistant,
while radiofrequency photons can excite the nucleus from one state to the
next higher state.

given by:
dMx(t)
dt

= γ( ~M × µ0 ~H)x −
Mx(t)
T2

(2.7)

dMy(t)
dt

= γ( ~M × µ0 ~H)y −
My(t)
T2

(2.8)

dMz(t)
dt

= γ( ~M × µ0 ~H)z −
Mz(t)−M0

T1
(2.9)

Since the energy of the system is determined by the z component of the total nuclear
magnetization ~M , only the T1 relaxation process transfers energy to the lattice, hence
its name spin-lattice relaxation. The processes which cause the nucleus to lose energy
to the lattice are either dipole-dipole interactions with electronic magnetic moments,
or quadrupolar interactions with the local electric field gradients. The solution to
the third Bloch equation (z component), can be found rather straightforward, as the
z component of ( ~M × µ0 ~H) is zero, for the field pointing in the z direction, which
eliminates the first term responsible for the precession. The resulting simplified
differential equation can be solved with an exponential function:

Mz(t) = Mz(0)(1− e−t/T1) (2.10)

The T2 relaxation, however, conserves energy, as the z component is unaffected by
the relaxation process. The T2 process is driven by the interaction between fluc-
tuating nuclear spins, which produce an irreversible dephasing of the the in-plane

7



Chapter 2 Principles of Magnetic Resonance

nuclear magnetization ~Mxy. When entering the rotating frame of reference, the first
term, corresponding to the precession of the nuclear magnetization, vanishes, which
simplifies the differential equation. The solution is given by an exponential decay of
the in-plane nuclear magnetization:

Mxy(t) = Mxy(0)e−t/T2 (2.11)

The dynamics of the nuclear magnetization can be introduced via alternating mag-
netic fields (rf field) in addition to the static field. When neglecting the T1 and T2
relaxations, due to the short exposure time τ of the rf field( τ << T2, T1), the Bloch
equations in the rotating frame then become [18]:

dMx

dt
= −∆ωMy (2.12)

dMy

dt
= −∆ωMx − γµ0HxMz (2.13)

dMz

dt
= γMyµ0Hx (2.14)

Here, ∆ω = ω−ωL is the frequency difference between the rf frequency and the larmor
frequency. The time dependence of the z component of the nuclear magnetization is
then given by [18]:

Mz(t) = Mz,0
(γµ0Hx)2 cosωeff t+ ∆ω2

ω2
eff

(2.15)

Where ωeff = γµ0Heff = γ
√
µ2

0H
2
x + ∆ω2/γ2. If the frequency of the rf pulse is

equal to the Larmor frequency, hence ∆ω = 0, the magnetization vector rotates into
the x-y plane after a time of t = π/(2µ0γHx).

2.1.2 Pulse Sequences

The classical picture involving the Bloch equations allow for a vivid picture of the
measurement process in NMR spectroscopy. The z component of the nuclear magne-
tization can be measured by utilizing the fact that applying an oscillating magnetic
field with ω = ωL can tilt the nuclear magnetization vector. The total energy needed
to tilt the magnetization by an angle α is given by:

∆E(α) = µ0H(µN,0 − µN,α) = τPpulse (2.16)

Where Ppulse is the power of the rf pulse and τ is the exposure time. For α = 90◦,
the nuclear magnetization is completely within the x-y plane and starts precessing
around the static field. The nuclear x-y magnetization therefore starts decreasing due
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2.1 Nuclear Magnetic Resonance

to two independent processes. Due to T2 relaxation, the x-y magnetization decreases
exponentially as shown in Eq. 2.11, caused by the interaction between the fluctuating
magnetic dipole moments of other nuclei. Additionally, inhomogeneities within the
static field slightly alter the precession speeds of the individual nuclei in the sample,
causing them to dephase over time. The decline in x-y magnetization is then given
by:

M = M0e
−t/T ∗

2 (2.17)

The exponential decay in the x-y magnetization is called the free induction decay
(FID), and it is depending on the characteristic time T ∗2 , which describes both decay
processes. Therefore, T ∗2 < T2 for any finite inhomogeneity of the static field. The
decay of the x-y magnetization caused by inhomogeneities, however, can be reversed
via application of a 180◦ pulse. Due to d ~M/dt = ~M × ~B0, an inversion of ~M also
inverts the precession direction, which causes the spins to refocus after a 180◦ pulse.
Any effects caused by inhomogeneities are therefore removed. The resulting refocused
nuclear spins create a peak in the magnetization which is picked up as a spin echo,
first detected by Erwin Hahn [19]. For a detailed depiction of the spin echo method,
see Fig. 2.2. The intensity of the echo, based on the time τ between the pulses is
given by:

I(2τp) = I0e
−2τ/T2 (2.18)

The factor of 2 originates from the time τ having to pass twice for the spins to
refocus. This formula allows a direct measurement of the T2 relaxation time, when
measuring subsequent spin-echos with different τ values. In more complex materials,
many nuclei experiencing different T2 relaxations might have overlapping spectra,
causing the measured curve to be multiexponential.

The T1 relaxation, discussed in the previous subsection, is measured via a different
pulse sequence. In order to observe the T1 relaxation process, the nuclear magneti-
zation needs to be either tilted with respect to the static field, or destroyed entirely.
Afterwards, the recovery of the z-component of the nuclear magnetization can be
observed via the spin echo method. The tilting or destruction of the nuclear mag-
netization is realized by one or a sequence of pulses, respectively. Via the inversion
recovery method, a 180◦ pulse is applied prior to the spin-echo sequence separated
by the time τsl. The nuclear magnetization then relaxes back from − ~M to ~M and
via subtraction of the two echo intensities, T1 can be extracted via the following
formula:

I(τ) = 2I0e
−τsl/T1 (2.19)

The factor of 2 results from the difference between the echo intensities corresponding
to the − ~M and ~M directions, which have opposite signs due to the phase difference
of 180◦. This method is useful when the intensity of the NMR line is a limiting
factor, and if the whole line can be excited with one pulse. For broad lines, this
method is less efficient. Additionally, after one pulse sequence and before the next,
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Figure 2.2: Display of a π/2− π spin-echo sequence:
During the duration of the π/2 pulse, the nuclear magnetization is being
tilted by 90◦ from the z-direction into the x-y-plane, on a downward
spiral. After the 90◦ pulse the precession of the nuclear spins around the
external magnetic field causes the magnetization to dephase, due to small
field inhomogeneities and the irreversible T2 relaxation. This is the free
induction decay (FID). After a time τ , a π-pulse is being applied, which
tilts every nuclear spin by 180◦ on a spiral curve to -z direction and then
back on the x-y-plane. The spins then refocus and produce a spin echo.

it is necessary to wait until all spins are relaxed back to the original position, which
can increase the measurement time for slowly relaxing nuclear magnetization, for
instance in spin liquids [20, 21].
Via the saturation recovery method, a series of pulses with random length are applied
to the sample. The subsequent random tilting results in the nuclear spins to be
oriented randomly after a sufficient amount of pulses. The magnetization then relaxes
back to the original position, and during the process, the z-magnetization is measured
via the spin echo sequence. The fitting formula is the following:

I(τ) = I0(1− e−τ/T1) (2.20)

This process does not require the lines to be sharp, nor the T1 process to be fast, but
the sequence of pulses can introduce additional heat to the sample if the rf power is
high, which can alter the temperature of the sample.

2.2 Hyperfine coupling

In addition to the already external applied magnetic field of the experimental setup,
the interaction between the nuclei and electrons can cause local magnetic fields at
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2.2 Hyperfine coupling

the nuclear site as well. A prominent example for this would be the chemical shift σ,
which introduces an additional field ∆H component due to the chemical environment
of the nucleus [16].

∆H = −σH0 (2.21)

The induced magnetic field opposes the applied field due to the diamagnetic shielding,
which causes the effect. Usually, the chemical shift is in the range of ppm, which is
rather small compared to lineshifts in ferromagnets. The fields caused by the dipole
fields of unpaired electrons, their orbital momentum or their contact interaction are
called hyperfine fields. The hyperfine fields in ferromagnets, antiferromagnets or in
more complex magnetic structures such as spin cycloids or skyrmion lattices, vastly
outcompete the chemical shift. As one of the most important NMR parameters,
hyperfine fields will be discussed in the next subsection, following reference [16].

2.2.1 Hyperfine Coupling and Internal Fields

The interactions between nuclei and electrons are crucial for the NMR measurement
technique. Any magnetic fields induced due to the motion of the electron, its spin
magnetic moment or its probability distribution can shift the NMR lines either to
smaller or higher fields. When calculating the internal field at the position of a
nucleus, each of the possibly competing contributions needs to be calculated sepa-
rately and then summed up. In the following, each contribution will be discussed
separately in order to arrive at the description of the hyperfine fields in magnetic
materials [16].

Hyperfine field due to orbital momentum of electrons
From classical electromagnetism, the magnetic field at the position ~r, produced by a
current I flowing through an infinitesimal lenght d~l at the position ~r′ is given by the
Biot-Savart law [22]:

µ0d ~H(~r) = µ0

4πId
~l × ~r − ~r′

|~r − ~r′|3
(2.22)

With the current I = dq
dt
, the differential changes to Id~l = dq d

~l
dt

= ~vdq. Integration
on both sides of the equation then leads to the magnetic field produced by a moving
point charge:

µ0

∫
d ~H(~r) = µ0

4π~v × ~r − ~r′

|~r − ~r′|3
∫
dq (2.23)

µ0 ~H(~r) = q

4π~v × ~r − ~r′

|~r − ~r′|3
(2.24)
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Chapter 2 Principles of Magnetic Resonance

By extending the fraction with the mass of an electron, the angular momentum
~L = ~r ×m~v can be introduced into the equation:

µ0

∫
d ~H(~r) = − q

4πm
~L

|~r − ~r′|3
(2.25)

When transitioning from the classical to the quantum mechanical picture and placing
the electron into an atomic orbit, the angular momentum ~L becomes the orbital
momentum ~L = ~~l. The length of ~l is its orbital quantum number l. The resulting
field then simplifies to:

µ0 ~H(~r) = − 1
4π2µB

l
|~r − ~r′|3

(2.26)

With the orbiting electron having a distance of r0 to the nucleus occupying the origin,
the formula simplifies further.

µ0 ~H(~r) = − 1
4π2µB

l
r3

0
(2.27)

As depicted in Fig. 2.3, the magnetic field of the orbital and the dipole field of
the electron coexist, and therefore have to be summed up. The dipole term of the
hyperfine coupling is shown in the following.

r0

Figure 2.3: Depiction of the internal field contributions of the spin of an electron
and its orbit. The dipole field is determined by the orientation of the
electron, and its position, while the orbital contribution is determined by
the magnetic moment of the orbit produced by the electron motion.

Dipole contribution of the electron spin
The magnetic dipole field at the position ~r, produced by a pointlike magnetic moment

12



2.2 Hyperfine coupling

~µ at the position ~r′, is given by:

µ0 ~H(~r) = µ0

4π

(
− ~µ
r3 + 3(~r − ~r′)(~µ · (~r − ~r′))

r5

)
(2.28)

For an electron, the magnetic moment is given by ~µ = −2µB~s, where the spin of the
electron ~s is 1

2 . The resulting field then becomes:

µ0 ~H(~r) = −2µBµ0

4π

(
− ~s
r3 + 3(~r − ~r′)(~s · (~r − ~r′))

r5

)
(2.29)

With the electron-nucleus interaction being treated as a simple interaction between
two dipoles, the Hamiltonian therefore equals that of a pair of magnetic dipoles [16]

H = ~µe · ~µn
r3 − 3( ~µe · ~r)( ~µn · ~r)

r5 (2.30)

When considering orbitals with nonzero orbital momentum, the distance r between
the nucleus and the electron is finite. For s orbitals however, this expression diverges,
which necessitates a different approach for internal fields produced by s orbitals.

Spin polarization of core electrons and the contact field
In order to approach the calculation of the internal fields of a spherical electronic
distribution, we approximate the nucleus as a charge q on a circular path, producing
its own magnetic field. The z component of this field is Hz. Following reference [16],
we weight this field with the electronic distribution and express H̄z, which can be
considered the field difference induced by the electron distribution:

H̄z =
∫
dV Hz(~r)|u(r)|2 (2.31)

When splitting the spherical integral into two terms, the volumes inside and outside
a sphere with radius r0, the integral over the outer part vanishes. Therefore, the
field value Hz(0) = Hc and the electron density |u(0)|2 at the center of the nucleus
determine H̄z when approaching r0 → 0:

H̄z = Hc|u(0)|2 4π
3 r3

0 (2.32)

The field Hc at the center of the nucleus can be described via the flowing current q
T
,

where T is the period of the circular motion of the nucleus.

~Hc = q

4πT
~r0 × ~v

r3
0

= q

4πT
v

r2
0

~k (2.33)
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Chapter 2 Principles of Magnetic Resonance

Where ~k is the unitary direction vector of the magnetic field Hc given by ~k = r2
0
v
~r0×~v
r3

0
.

Similarly, the magnetic moment is given by the product of the area of the loop and
the current:

~µn = q

T
πr2

0
~k = qr0v

2
~k (2.34)

Therefore, Hc can be written in terms of magnetic moment:

~Hc = 2 ~µn
4πr3

0
(2.35)

Eq. 2.32 then transforms into the following after introducing the field direction ~k:

~kH̄z = 8π
12πµn|u(0)|2 (2.36)

Coupling with the electron magnetic moment µe yields the interaction energy of the
nucleus:

E = − 8π
12π ~µe · ~µn|u(0)|2 (2.37)

The Hamiltonian corresponding to this interaction is then given by:

H = − 8π

12π
~µe · ~µnδ(r) (2.38)

Where δ(r) is the Dirac delta function, and the electron magnetization is given by
µe = −2µB~s. The energy of the interaction can be interpreted as the magnetic
moment of the nucleus interacting with a magnetic field produced by the spherical
electronic distribution. The resulting field is then given by:

µ0 ~H = −2µB
8π
12π~s|u(0)|2 (2.39)

This is the Fermi contact field, and it vanishes for fully occupied unpolarized s
orbitals, since |u(0)|2 is identical for spin up and down electrons. Provided with a
mechanism for an outer shell orbital to polarize the inner shells, this term can provide
an isotropic hyperfine shift. In a vivid example, an unpaired spin up electron in a
p shell would have a nonzero overlap with the s orbital. Due to the Pauli exclusion
principle, the up electron in the s orbital cannot overlap with the up electron of the
p orbital. The down electron in the s orbital, however is unperturbed. Since the
probabilities for both up and down electrons to be in the s orbital are each equal to
1, the probability of the up electron must be higher in the non overlapping regions
of the s orbital, including the location of the nucleus. This results in a overdensity
of the up electron at r = 0, which gives rise to a nonzero contact term. See Fig.
2.4 for a visual representation of the proposed mechanism. For different orbitals,
this interaction can be positive or negative, meaning that the polarized s electrons
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2.2 Hyperfine coupling

Nucleus

Spin Up p-electron
Spin Down s-electron
Spin Up s-electron

Figure 2.4: Depiction of the core polarization effect. The overlapping regions between
the p and s orbital restrict the occupation of electrons with identical spin.
Therefore, the s-electron with the same spin as the p electron (here: Up)
has a higher probability density at the nucleus.

can either point parallel or antiparallel to the unpaired electron. In 3d orbitals, for
example, the s orbital polarizes negatively.

The total hyperfine field can therefore be described as the sum of the aforementioned
contributions:

µ0 ~H = −2µ0µB

4π

 ~l

r3
0
− ~s

r3 + 3~r(~s · ~r)
r5 + 8π

3 ~s|u(0)|2
 (2.40)

2.2.2 Characteristic Lineshifts and Representation of the
Hyperfine Tensor

The hyperfine coupling and the complex NMR lineshapes that arise from it can be
used to conclude the unterlying magnetic structure. In order to illustrate this in the
following, examplary lineshifts are investigated for two nuclei, either being magnetic
or non-magnetic. When investigating the magnetic nucleus, e.g. the nucleus of the
magnetic ion, the on-site fields are dominant, which originate from the unpaired
electron and its orbital, dipole and contact contribution. Non-magnetic nuclei in the
same compound, however, interact via transferred fields (dipole fields) originating
from the magnetic ion. The observed lineshapes and lineshifts can be very different
for the different nuclei, hence a solid understanding of the nuclei and their coordinates
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µ0HRef

H

µ0H

µ0HRef

µ0H

Figure 2.5: Ferromagnetic ordering in a simple cubic lattice with two atoms. The
hyperfine fields for the non magnetic sites (red bullets) cancel out while
the magnetic sites (blue bullets) show a strong hyperfine shift.

is important. In order to show how the lineshape and lineshift can be used to better
understand the magnetic structure, a few examples are shown in the following.

Characteristic NMR lines in ferromagnets
In ferromagnets, the electron spins align, creating a bulk magnetization, which lin-
early corresponds with the lineshift. The on-site fields in some ferromagnets can be
very high, reaching up to 19T in Cr based spinels such as CdCr2S4 or HgCr2S4 [23].
Depending on the crystal structure, however, the transferred fields can be rather
small or even cancel out. In Fig. 2.5, a simple cubic lattice with two atoms is shown
as an example, where the ferromagnetic order would produce a cancellation of the
transferred fields on the non magnetic sites. When calculating the transferred fields,
the dipole fields from the magnetic ions in the first octahedral shell are summed
up:

~HNM = −2µ0µB

4π

8∑
i

− ~s
r3
i

+ 3~ri(~s · ~ri)
r5
i

= −2µ0µB

4π

 2∑
Top,Bottom

2~s
r3
i

−
4∑

Rest

~s

r3


= −2µ0µB

4π

(
4 ~s
r3 − 4 ~s

r3

)
= 0 (2.41)

The magnetic sites, however would show canceled out internal fields, since the dipole
fields of the neighbouring atoms usually are not strong enough to overcome the on-
site fields(irrespective of the crystal structure). Therefore a strong hyperfine shift
is observed. Depending on the orbitals occupied, this shift can be either positive
(internal and external field are parallel) or negative (internal and external field are
antiparallel), although only a positive shift is shown in Fig. 2.5, exemplary.
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2.2 Hyperfine coupling

Characteristic NMR lines in antiferromagnets
In an antiferromagnet, the bulk magnetization, as well as the susceptibility vanishes,
due to the opposing spin directions and their cancellation on larger scales. Locally,
however there are internal fields present, which can be detected by NMR [24]. In
Fig. 2.6, a simple cubic lattice with antiferromagnetic order is shown, together with
the expected lineshapes and shifts. Again, the non magnetic sites do not experience
a shift due to the cubic structure cancelling the dipole fields of the neighbouring
sites. For the magnetic sites, however, two inequivalent positions are established,
as the external field is either parallel or antiparallel with the internal fields of the
different magnetic sites. An opposite spin direction reverses the dipole and contact

µ0HRef

H

µ0H

µ0HRef

µ0H

Figure 2.6: Antiferromagnetic ordering in a simple cubic lattice with two atoms. The
hyperfine fields for the non magnetic sites cancel out while the magnetic
sites show a strong hyperfine shift, splitting symmetrically due to the
opposing spin directions.

fields, but keeps the orbital field unchanged, which is the reason for the two lines
of the magnetic site not being symmetrically split around the diamagnetic reference
position. In spin only systems, this may not necessarily be the case. Also, in more
complex crystal structures the transferred fields may not cancel out [25].

Characteristic NMR lines in spin cycloid/helix systems
In the simple ferro- or antiferromagnets shown above, the lineshapes are simple sharp
gaussians, as the parallel or antiparallel spins produce one fixed internal field value
for all nuclei of the same type. In more complex magnets without inversion centers,
the Dzyaloshinskii-Moriya interaction competes with the ferromagnetic exchange,
and produces spin cycloids or helices along a certain propagation vector ~q in the
process. A simple example of a one dimensional spin cycloid and the resulting NMR
lines are shown in Fig. 2.7. The spins follow a sinusoidal curve, as we follow the
propagation vector ~q. Near the extrema of the sinewave (derivative vanishes) the
spin directions of neighbouring spins are similar, only changing very slowly, whereas
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Chapter 2 Principles of Magnetic Resonance

the differences between neighbouring spin directions increase near the perpendicular
positions (derivative maximal). This alters the lineshape in a way, that the intensity
near the extremal internal fields (close to spin up or down, leftmost and rightmost
part of the NMR line) is higher than for the spin direction perpendicular to the
external field (middle of the line). The distribution of the internal fields originates
from the dipole fields of the spin cycloid/helix, hence is independent of the orbital
component. Lineshifts due to orbital fields are therefore still present for the magnetic
nuclei, while the non-magnetic nuclei can still be shifted via isotropic transferred
fields. The lineshape in this simplified model can be roughly estimated using the
arguments above, but in more complex materials, the process of line fitting and the
determination of the spin structure can be very challenging [26,27].

H

µ0HRef

µ0H

q

µ0HRef

µ0H

Figure 2.7: Simplistic 1D spin cycloid, and the estimated NMR lineshape. The in-
tensities near the extremal internal fields are higher, due to the sinusoidal
distribution of spins.

Matrix Representation of the hyperfine field
The hyperfine coupling Hamiltonian, capturing the interaction between the nuclear
spin (I)and the electron spin (s), is given by:

H = I · AHf · s (2.42)

Where AHf is the 3×3 hyperfine interaction matrix. Equivalently, the hyperfine field
is given by the product AHf · s, and can be written as a product of the direction of
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2.2 Hyperfine coupling

the electron spin with a tensor describing the resulting internal fields.

AHf · s =

H⊥,1 0 0
0 H⊥,2 0
0 0 H‖

 s (2.43)

Here, the hyperfine tensor is in its eigenbase, but in general, it is a symmetric matrix
with 6 independent matrix elements, which need to be evaluated individually, either
via theoretical approaches [28–30], or via measurement [31]. Symmetry operations
that apply to the local site symmetry of the investigated nucleus have to be obeyed by
the hyperfine tensor as well, which can be used to reduce the number of independent
parameters. The hyperfine coupling is a main contribution to the characteristics of
NMR lines and allows conclusions about the magnetic properties of the investigated
material.

2.2.3 Electron Orbitals in a Crystal Field

The electron distribution is crucial for NMR experiments, as the hyperfine fields are
determined by the electron- nucleus interaction. In ions of transition metals, such
as Fe2+ or V4+, one electron in the d shell is responsible for its magnetic moment,
and can be described by the solution to the Schrödinger equation of the hydrogen
atom, under consideration of the effective nuclear charge Z of the transition metal.
The solutions to the Schrödinger equation are given by the following wavefunctions
described by the spherical harmonics, distinguishable by their different magnetic
quantum numbers −2 ≤ ml ≤ 2 [32]:

Ψml=0(r, θ) = 1
81
√

6π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 (3 cos2 θ − 1) (2.44)

Ψml=−1(r, θ, φ) = 1
81
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin θ cos θe−iφ (2.45)

Ψml=+1(r, θ, φ) = 1
81
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin θ cos θeiφ (2.46)

Ψml=−2(r, θ, φ) = 1
162
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin2 θe−2iφ (2.47)

Ψml=+2(r, θ, φ) = 1
162
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin2 θe2iφ (2.48)

The probability distribution |Ψ|2 of the electron is phase independent, hence the
charge distribution produced by two wavefunctions with same magnitude magnetic
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quantum numbers will be identical, and therefore degenerate. Since the wavefunc-
tions above are solutions to the Schrödinger equation, linear combinations are solu-
tions as well. By eliminating the phase factor via linear combination, one obtains
the real harmonics, which are used to describe the atomic orbitals in an octahedral
crystal field [33,34]:

Ψz2 = Ψml=0 (2.49)

Ψyz = i√
2

(Ψml=−1 −Ψml=+1) (2.50)

Ψxz = 1√
2

(Ψml=−1 + Ψml=+1) (2.51)

Ψxy = i√
2

(Ψml=−2 −Ψml=+2) (2.52)

Ψx2−y2 = 1√
2

(Ψml=−2 + Ψml=+2) (2.53)

The shapes of these real harmonics are the well known five atomic d orbitals, shown
schematically in Fig. 2.8. In this figure, an octahedral crystal field was assumed,
which lifts the degeneracy of the orbitals and splits them into the T2g and eg levels,
due to the electric repulsion between the orbital lobes and the octahedral ligands
positioned on the cartesian axes. An electron in a 3d1 transition metal ion in an
octahedral crystal field would be occupying one of these orbitals. In order to under-
stand the magnetism of such a configuration, which will be relevant for the hyperfine
coupling, the expectation value of the z component of the orbital momentum 〈Lz〉 is
calculated according to [33]. The z-component of the orbital momentum operator is
given by:

Lz = ~
i

δ

δφ
(2.54)

Using the d wavefunctions above, the expectation value 〈Lz〉 can be calculated
straightforwardly:

〈Lz〉 =
∫ 2π

0
ΨyzLzΨyzdφ ∝

∫ 2π

0
sinφ~

i

δ

δφ
sinφdφ = − ~

2i
[
cos2 φ

]2π
0

= 0 (2.55)

This can be repeated analogously for the other orbitals. This phenomenon is called
"quenching of orbital momentum", and it describes the vanishing of the orbital mo-
ment under the influence of crystal fields. A classical picture would describe it as the
orbitals having a finite magnitude of the orbital momentum given by

√
2(2 + 1)~,

but the orbital moment is constantly changing direction due to the influence of the
electric field gradient (EFG) of the crystal field. The average therefore vanishes,
since all directions are reached equally often. This effect, however, can be partially
negated by the spin orbit coupling, and recover orbital momentum [33].
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Figure 2.8: Schematic depiction of the three t2g and two eg orbitals, split by an oc-
tahedral crystal field. The lower t2g orbitals form a degenerate triplett,
and the higher energy eg orbitals form a degenerate doublet.

2.3 Quadrupolar Interaction

Nuclei with a spin larger than 1/2 have a non-vanishing electric quadrupolar moment,
and can therefore interact with an electric field gradient (EFG). This EFG is provided
via the crystal field, and can change or even emerge when structural transitions occur,
opening the possibility to observe phase transitions, charge order, so called "charge
density waves" (CDW) in high Tc superconductors and emergent polarizations as well
as identifying the position of the investigated nucleus in a set of possible sites within
a crystal structure.

2.3.1 Quadrupolar Energy of a Nucleus

The atomic nucleus, other than electrons, are not point like, and therefore have
a finite charge density. Hereby the energy of the nucleus can be written via the
interaction of its charge density ρN(~r) with an electric potential V (~r), produced by
an electronic distribution. The following closely follows reference [16].

E =
∫
dr3 ρN(~r)V (~r) (2.56)
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The electric potential can be expanded, using a Taylor series about the origin:

V (~r) = V (0) + xiδiV (~r = 0) + 1
2xixjδiδjV (~r = 0) + ... (2.57)

Here, the Einstein notation has been used, while xi corresponds to either x,y or z
depending on the value of i, and δi is the respective derivative. The first and the
second derivative of the potential V (~r), namely δiV and δiδjV , are the electric field
Vi and the electric field gradient (EFG) Vij, respectively. The energy of the nucleus
can therefore be written as

E = V (0)
∫
dr3 ρN(~r) + Vi

∫
dr3 xiρN(~r) + 1

2Vij

∫
dr3 xixjρN(~r). (2.58)

The first term describes the charge of the nucleus within the potential, which has
a constant contribution to its energy. The second term is the interaction between
the electric field Vi = ~E and the nuclear electric dipole moment, which can be ne-
glected. The first relevant term with respect to the series expansion is the second
order term, which describes the coupling between the electric field gradient Vij and
the nuclear electric quadrupolar moment Q. Evaluating the second order term, with
Qij =

∫
dr3 (3xixj − δijr

2)ρ, results in the shorter expression for the integral over the
charge density ∫

dr3 ρN(~r)V (~r) = 1
3

(
Qij +

∫
dr3 δijρN

)
, (2.59)

while δij is the Kronecker delta. The resulting second order term of the nuclear
electric energy becomes:

E(2) = 1
2Vij

∫
dr3 xixjρN(~r)

= 1
6

(
VijQij +

∫
dr3 VijδijρN

)
Vii=0= 1

6VijQij (2.60)

Moving from a classical picture into a quantum mechanical one eventually leads to
the energy of the nucleus (including the Zeeman-term) [16]:

Em = −γn~H0m+ eṼzzQ

4I(2I − 1)

(
3 cos2(Θ)− 1

2

)
(3m2 − I(I + 1)) (2.61)

Here, Θ is the angle between the major principle axis of the EFG and the applied
magnetic field and Ṽzz is the largest eigenvalue of the EFG.
Transitions between those energy levels Em define the resonance condition. For van-
ishing electric field gradients or quadrupolar moments, the energy difference between
two nuclear states becomes Em − Em−1 = ∆E = γn~H0, which is independent of m,
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which means that all nuclear transitions are degenerate and occur under the same
resonance condition with the selection rule of ∆m != 1. For a non vanishing EFG and
Q, the degeneracy of the transitions is being lifted. The quadrupolar term will vanish
for the transition from m = 1/2 → m = −1/2 because of the square dependence in
m. Other transitions like m = 3/2→ m = 1/2 will occur under unique energies and
can be observed as satellite lines.

∆E = γn~H0 + eṼzzQ

4I(2I − 1)

(
3 cos2(Θ)− 1

2

)
(3(2m− 1)) (2.62)

The form of the energy levels and the transition energies, respectively described in
equations 2.61 and 2.62, is only valid in crystals with axial symmetry, where the z
crystallographic axis denotes an axis with three-, four- or six-fold rotation. In lower
symmetry cases, these assumptions are not valid, which is why this result has to be
modified to more arbitrary field gradients:

Vij =

V
′

xx V ′xy V ′xz
V ′xy V ′yy V ′yz
V ′xz V ′yz V ′zz

 (2.63)

Due to the Schwarz-Theorem δiδj = δjδi, the EFG is symmetric and due to the Laplace
equation ∆V = 0, it is traceless, reducing its maximum amount of free parameters to
five. In its eigenbase, the tensor is therefore described by it largest eigenvalue Ṽzz and
the asymmetry parameter η = (Ṽxx − Ṽyy)/Ṽzz. The primes at the matrix elements
indicate that these are matrix elements in an arbitrary basis, not to be confused with
the earlier used Ṽzz for an actual eigenvalue, which is independent of the base.
Using the entire EFG instead of its largest eigenvalue is rather important for non
axial symmetric cases, which is why the nuclear energy, or more specific,the NMR
transition Energy ∆E = Em − Em−1, is written, using the actual matrix element
V ′zz [35, 36]:

∆E = γn~H0 + 3(2m− 1)
4I(2I − 1)eQV

′
zz (2.64)

This value is the NMR transition energy for a line depending on its magnetic quan-
tum numberm. Them = 1/2 line will not be shifted with respect to the Zeeman-only
value, while higher lines are equidistantly shifted.
The angular dependence of this energy is compressed into the matrix element V ′zz.
The variation of V ′zz under rotation yields the angular dependence of the quadrupolar
interaction energy, or the NMR line splitting. The changing of V ′zz during rotation
means, that the EFG is transformed into different bases during each individual ro-
tation process, so that the magnetic field stays in z-direction, while the matrix itself
changes.
A different, but also valid, method is keeping the EFG in the same base while rotating
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the magnetic field and allowing more complex magnetic field vectors than (0, 0, 1).0
0
1


V

′
xx Vxy V ′xz
V ′xy V ′yy V ′yz
V ′xz V ′yz V ′zz


0

0
1

 =

x1
x2
x3


Vxx Vxy Vxz
Vxy Vyy Vyz
Vxz Vyz Vzz


x1
x2
x3

 (2.65)

While (x1, x2, x3) is a normalized vector, pointing along the magnetic field, and Vij
is the EFG in a fixed base. Therefore 2.64 becomes:

∆E = γn~H0 + 3(2m− 1)
4I(2I − 1)eQ

〈H|Vij |H〉
|H|2

(2.66)

This more general form of the NMR transition energy can easily be reduced to the
more commonly known formula 2.62 by applying axial symmetry to the EFG. With
the asymmetry parameter η = (Vxx − Vxx)/Vzz = 0, the EFG in its eigenbase can be
written as

Vij =

Vxx 0 0
0 Vxx 0
0 0 Vzz

 ∆V=0=

−Vzz/2 0 0
0 −Vzz/2 0
0 0 Vzz

 . (2.67)

For an arbitrary magnetic field direction ~H/| ~H|, the angular dependent part of 2.66
becomes: sin(θ) cos(φ)

sin(θ) sin(φ)
cos(θ)


−Vzz/2 0 0

0 −Vzz/2 0
0 0 Vzz


sin(θ) cos(φ)

sin(θ) sin(φ)
cos(θ)

 =

= Vzz

(
−1

2 sin2(θ) cos2(φ)− 1
2 sin2(θ) sin2(φ) + cos2(θ)

)

= Vzz

(
−1

2 sin2(θ) + cos2(θ)
)

= Vzz

(
3 cos2(θ)− 1

2

)
(2.68)

For most applications, this expression is sufficient, however in more complex systems,
it is required to apply a more general approach to the analysis of the quadrupolar
interaction, given by 2.66. In order to be applicable to the experiments performed on
GaV4S8, this formula needs to be written in terms of spin-echo modulations measured
during T2 decay experiments, which will be shown in the following.

2.3.2 Spin-Echo Modulations

The intensity of the spin echo, which is proportional to the number of nuclei subjected
to the resonance condition ω = ωL, also has a dependence on the pulse separation
time τ . The pulse separation time is important for T2 relaxation, since the intensity
follows an exponential exp(−2τ/T2) behaviour. With the introduction of quadrupolar
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interaction to this decay curve, additional features emerge, and the intensity deviates
from a simple exponential decay curve. The quadrupolar features are visible as
cosine-type harmonic oscillations which are added onto the exponential curve. The
quadrupolar interaction energy is proportional to the oscillation frequency, or the
spin echo modulation, as it is referred to in the literature. The theory explaining its
origin has been developed by Abe et al. [37] and a short overview of their work will
be shown in the following part.
Here, the density matrix formalism was used. The intensity of the spin echo is
proportional to the expectation value 〈s(t)〉 which is given by:

〈s(t)〉 = Tr(σ(t)I) (2.69)

Where I is the nuclear spin operator, and σ the density matrix, chosen in a way to
describe the nuclear spins in an external field, while rf pulses are being applied. It is
defined via the Hamiltonian

dσ(t)
dt

= −i[H, σ]. (2.70)

The HamiltonianH can be derived investigating the spin-echo sequence and assigning
a partial Hamiltonian for each of the distinct segments, seen in Fig. 2.9 Here, for the

t

π
2 π

0 I II III IV

Figure 2.9: Sections of the spin-echo sequence: The Hamiltonian for each segment
can be written separately. Adopted from [37].

time segments I to IV, the partial Hamiltonians are written as:

~HI = ~(∆ωIz + aI2
z + ω1Iz) (2.71)

~HII = ~(∆ωIz + aI2
z ) (2.72)

~HIII = ~(∆ωIz + aI2
z + ω′1Iz) (2.73)

~HIV = ~(∆ωIz + aI2
z ) (2.74)

Since the rotating frame is being used, the precession around the static magnetic
field does not appear in the Hamiltonian, but since a inhomogeneity in the Zeeman
energy is assumed, the term ∆ωIz is used a the Zeeman term. The density matrix
is being calculated by applying the propagators Ui on the density matrix for t = 0.
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Since the Hamiltonians are time independent, the propagators are straightforward to
calculate:

UI = exp
(
−i(∆ωIz + aI2

z + ω1Iz)tω
)

(2.75)

UII = exp
(
−i(∆ωIz + aI2

z )(τ − tω)
)

(2.76)

UIII = exp
(
−i(∆ωIz + aI2

z + ω′1Iz)t′ω
)

(2.77)

UIV = exp
(
−i(∆ωIz + aI2

z + ω1Iz)(t− τ − t′ω)
)

(2.78)

The two different radio frequencies ω1 and ω′1 indicate that arbitrary pulses have
been used. In order to calculate the intensity of the NMR signal according to 2.69,
the density matrix σ(t) is calculated. The time dependence of the density matrix can
be calculated by the initial density matrix for t = 0, before any pulses were applied,
and the calculated propagators.

σ(t) = UIVUIIIUIIUIσ(0)U−1
I U−1

II U
−1
III U

−1
IV (2.79)

When assuming thermal equilibrium for t = 0, the initial density matrix can be
approximated:

σ(0) = σthermal ∝ exp
(
~(ω0Iz + aI2

z )
kBT

)
≈ 1 + ~ω0

kBT
Iz (2.80)

While ω0 is the resonance frequency of the center line.
Then, Eq. 2.79 is calculated explicitly via determining the matrix elements of all
propagators. With these results, Abe et al. eventually calculated the quadrupolar
contribution to the intensity:

I(2τ) = C0 + C1 cos(2τa+ δ1) + C2 cos(4τa+ δ2) (2.81)

The resulting T2 decay curve which shows the oscillation in intensity due to quadrupo-
lar interaction can be fitted using a cosine modulated T2 exponential decay curve
[38]:

I(2τ) = e
− 2τ
T2 (C0 + C1 cos(2τa+ δ1) + ...) (2.82)

Where C0, C1 are constants which determine the amplitude of the oscillation signal,τ
is the pulse separation time, δ1 is an arbitrary phase shift and the oscillation frequency
a is given by:

a = 3eQ
8~I(2I − 1)Vzz(3 cos2(Θ)− 1) (2.83)

Higher harmonics in 2.82 are neglected. The oscillation frequency a, scaling linearly
with the strength of the quadrupolar interaction, here is written in a simplified EFG
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case, where axial symmetry has been assumed. In order to modify this formula into
the more general picture of a EFG matrix being multiplied with two field vectors,
one uses Eq. 2.68.

a = 3eQ
4~I(2I − 1)Vzz

(3 cos2(Θ)− 1)
2 = 3πeQ

2hI(2I − 1)

〈
~H
∣∣∣Vij

∣∣∣ ~H〉
|H|2

(2.84)

In the matrix picture, it is now straightforward to perform a more detailed analysis
of the EFG if the oscillation frequency can be tracked through various values of
~H/|H|.
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Chapter 3

Multiferroicity and Lacunar Spinels

3.1 Multiferroicity

The term multiferroic refers to materials, where different ferroic orders are present
simultaneously, such as ferromagnetism, ferroelectricity, ferroelasticity and ferro-
toroidicity [39]. The different types of ferroic orders lead to different types of sym-
metry breakings. Since magnetic moments change sign upon time reversal, the ferro-
magnetic order breaks time reversal symmetry. Ferroelectric order on the other hand
preserves the time symmetry, but breaks the spatial inversion symmetry, since the
ferroelectric polarization is reversed upon inversion. Usually, the coexistance of fer-
roelectricity and ferromagnetism is referred to as multiferroicity, though the precise
term for this case is magnetoelectric multiferroicity, as the coexistence of ferroic order
parameters other than these two can also lead to multiferroicity. The surge in interest
about multiferroics can be attributed to the work of Nicola Spaldin (then Hill) [40],
posing the fundamental question "Why are there so few magnetic ferroelectrics?".
Even though ferroelectric and magnetic ordering is often mutually exclusive due to
their different driving mechanism, the quest for multiferroics inspired a new field
in solid state physics, due to related phenomena of fundamental interest and the
possible wide range of technical applications, such as storage devices, switches or
sensors.

3.1.1 Classification and Mechanisms of Multiferroicity

Multiferroic materials may be classified into two categories, depending on how the
multiferroic state is being established. The classification into two groups was pro-
posed by Khomskii et al. [41], eventually calling them type I and type II multiferroics.
In type I multiferroics the ferroelectric and ferromagnetic transition temperatures are
different. In most cases, the ferroelectric structural transition occurs first at higher
temperatures, with the electron spins ordering at lower temperatures within the

29



Chapter 3 Multiferroicity and Lacunar Spinels

−P

+P

+P

−P

−P +P

a)

b)

c)

Figure 3.1: Microscopic mechanisms supporting type I multiferroicity. a) Lone pair
mechanism in BiFeO3 b) Geometric ferroelectricity in YMnO3 c) Charge
order in LuFe2O3, adopted from [42]

framework of the new crystal structure. The magnetic order is often associated with
other atoms or ions in the unit cell than the ferroelectric order. In this case, the two
orders are independent or only weakly connected. Type II multiferroics on the other
hand, undergo their magnetic and ferroelectric order simultaneously. This is due to
the ferroelectricity arising from the magnetic order itself, the so called spin-driven
ferroelectricity.

Microscopic mechanisms for type I multiferroics In the following, we discuss
different mechanisms of multiferroicity via representative materials and illustrate
the mechanisms in Fig. 3.1. Perovskites have the chemical composition ABX3,
with prominent examples of BiFeO3 and BiMnO3, which are type I multiferroics.
The multiferroicity is established by the lone-pair mechanism, where the off-center
distortion of the A site is driven by a Bi-O hybridisation [43, 44]. The 6s2 lone pair
of the A site ion causes the distortion due to a significant density of the 6p states
below the Fermi level, which allows the hybridization with the 2p O states [43]. The
B-site ion is not involved in this mechanism, and can have a partially filled d shell
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3.1 Multiferroicity

and can therefore carry a magnetic moment, independently of the ferroelectricity.

In geometric ferroelectrics, instead of a hybridization, a rotational distortion of poly-
hedra drives the ferroelectricity, which is enabled by the small size of some A site
cations. This was observed, e.g., in YMnO3 [45].

Another mechanism for ferroelectricity is charge order, or orbital order. In com-
pounds with mixed valency ions, the delocalized valence electrons can localize/order
on a specific site or bond below the phase transition, inducing a ferroelectric polar-
ization, if the electronic patterns are polar [46]. This has been observed and studied
for instance in magnetite, or Fe3O4 [47, 48] and LuFe2O3 [49].

Microscopic mechanisms for type II multiferroics Several mechanisms have been
established for spin-driven ferroelectricity with the exchange striction model, the
spin current model and the spin dependent p-d hybridization models [50], which are
visualized in Fig 3.2.

The exchange striction model describes the formation of a macroscopic polarization
due to the symmetric part of the exchange interaction, in most cases the superex-
change. The symmetric exchange depends on bond lengths and the crystal structure,
thus can couple the electric and the magnetic properties. The formation of the mag-
netic order can cause striction along a specific crystallographic axis ~Πij depending
on the spin orientations of ~Si and ~Sj, hence a finite net polarization of the material
can be generated if the magnetic order is commensurate and non-centrosymmetric,
and the polarization does not cancel when summing over the whole crystal [50]. The
polarization is given by:

~Pij ∝ ~Πij · (~Si · ~Sj). (3.1)
This is the driving mechanism for multiferroicity in many materials, such as YMn2O5
[51], DyFeO3 [52] and GdFeO3 [53].

The spin current model, often described as inverse Dzyaloshinskii-Moriya interaction
(inverse DMI), produces a polarization via the displacement of ligand ions in order
to favor the DMI. The DMI, or anitsymmetric exchange, energetically favors the
two neighbouring spins Si and Sj to be perpendicular to each other [54, 55]. The
Hamiltonian is given by:

HDM
ij = ~Dij · (~Si × ~Sj) (3.2)

A finite spin orbit coupling (SOC) as well as a lack of an inversion center are prereq-
uisites of the DMI. For magnetic orders with canted moments, a displacement of a
ligand connecting two magnetic ions can decrease the energy via the DMI contribu-
tion, since the canting is enhanced when the spins are not collinear, hence inducing
a ferroelectric polarization. The polarization is given by:

~Pij ∝ ~eij × (~Si × ~Sj) (3.3)
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Figure 3.2: Microscopic mechanisms supporting type II multiferroicity. a) Exchange
striction b) inverse DMI c) Spin dependent p-h hybridization in , adopted
from [50]

Where eij is a unit vector pointing from one magnetic site to the other. This drives
ferroelectricity in LiCuVO4 [56, 57], CoCr2O4 [58] and RMnO3(R=Tb,Dy...) [59].

The spin dependent p-h hybridization model describes a polarization, arising from
the polar bond between the magnetic ion and the ligand to be dependent on spin
direction. A strong spin orbit coupling drives the spin-orientation dependent hy-
bridization, which produces a net bulk polarization, if the local polarizations do
not cancel over the whole crystal. This has been observed in the collinear antifer-
romagnets Ba2CoGe2O7 [60], Ba2MnGe2O7 and Ba2CuGe2O7 [61] as well as in the
frustrated magnets CuCrO2 [62] and RbFe(MoO4)2 [63].

3.1.2 Multiferroic Domains, Landau-Theory and Domain Control

A structural transition can be isomorphous, meaning that the space group of the
initial and final phase are identical. Nonisomorphous phase transitions that also
change the point group, are called ferroic phase transition. The loss of a point
symmetry operator at the ferroic transition results in at least two equivalent states
with different orientations (of the emerging polarization, magnetization or structural
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3.1 Multiferroicity

distortion) [64]. Below the ferroic transition temperature Tc, connected unit cells
with common polarizations, magnetizations or distortions form macroscopic regimes,
called ferroic domains. With ferroelectrics as an example, the total polarization of
the bulk crystal depends on the sum of polarizations of the different domains, and
can be zero even after the ferroelectric transition, if the polarizations of the differ-
ent domains cancel out. Similarly, ferromagnets can form domains and the overall
magnetization of the sample depends on the population of domains with different
orientations of the magnetization. Such ferromagnetic domains are also known as
Weiss-districts [65]. In multiferroics of type I, the ferromagnetic order is embedded
in the formerly established ferroelectric order, where the magnetic anisotropy (easy
and hard magnetization directions) are predetermined by the distorted crystal lat-
tice. Consequently, magnetic domains can further subdivide ferroelectric domains.
In type II multiferroics, the ferroelectricity arises alongside, and is coupled to, the fer-
romagnetic order. Therefore, the ferroelectric and magnetic domains are occupying
the same spatial regions of the crystal, and are called multiferroic domains.

The population of these multiferroic domains can be controlled via electric and mag-
netic fields. To understand this, we look at the Gibbs free Energy of magnetic ferro-
electrics by adding the electric and magnetic term to the Gibbs free energy following
reference [64]:

G = U + pV − ST − EP −MH. (3.4)
Here, U is the internal energy of the system. The extensive parameters S (entropy),
V (volume), P (polarization) and M (magnetization) are each multiplied by their
respective intensive variables T (temperature), p (pressure), E (electric field) and H
(magnetic field), each of them making a contribution to the free energy. A certain
phase of a compound has specific values for the extensive parameters. The free energy
can be reduced by undergoing a phase transition into a phase with different, more
favourable extensive parameters, according to the Landau-theory of phase transitions,
which will be introduced in the following, in close accordance with references [64,66]).
In Landau-theroy, the symmetry of the crystal is being reduced by a phase transition
accompanied by the emergence of an order parameter. The order parameter is zero
above the critical temperature, i.e. for T > Tc, and rises for temperatures T < Tc.
The free energy can then be expanded polynomially in the order parameter (usually
M or P in multiferroics). Near the phase transition, the order parameter is close
to zero, hence a Taylor expansion can be performed. The Landau-potential of a
ferroelectric with polarization P in zero external electric field reads as [66]:

G = g0 + 1
2g2P

2 + 1
4g4P

4 + ... (3.5)

The prefactors gi are temperature and phase dependent. Terms being odd powers
of P are not allowed, as the potential should be invariant upon the symmetry of
the paraelectric phase, i.e. invariant under spatial inversion. Higher order terms are
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neglected. The minimum of the free energy with respect to the order parameter is
most stable, hence the first derivative must vanish, while the second derivative is
greater than zero:

∂G

∂P
= g2P + g4P

3 != 0 (3.6)

∂2G

∂P 2 = g2 + 3g4P
2 !
> 0 (3.7)

For the disordered phase, the order parameter P vanishes, and it is finite for the
ordered phase. In order to satisfy these conditions in the ordered phase, the simplest
functions of temperature for g2 and g4 are chosen:

g2 = a(T − Tc) (3.8)
g4 > 0 (3.9)

Here, a is a positive constant. The order parameter in the ordered phase T < Tc can
therefore be calculated via the non trivial solution to Eq. 3.6 [64]:

P 2 = −g2

g4
= −a(T − Tc)

g4
(3.10)

The Landau theory is phenomenological, hence the actual values for the prefactors
gi are determined by the experiment.
The application of an electric field introduces the term −EP to the free energy and
lowers it for phases with polarizations parallel to the electric field, and increases it
for the other phases (depending on the direction of the polarization). Accordingly,
the phase transition occurs in order to minimize the free energy, which will populate
certain domains over others, enabling a domain control over the crystal.

Analogously, this can be done via magnetic fields for the order parameter M . The
expansion in terms of magnetization M is given by

G = g0 + aM2 + cM4 + ... , (3.11)
where a and c are temperature dependent coefficients. Combining the polarization
and magnetization in the magnetoelectric effect, yields the Landau potential of mag-
netoelectrics [67, 68]:

G = g0 −
1
2ε0εijEiEj −

1
2µ0muijHiHj − αijEiHj −

βijk
2 EiHjHk −

γijk
2 HiEjEk + ...,

(3.12)
with αij describing the linear magnetoelectric coupling, and βijk and γijk are the
second order magnetoelectric coupling coefficients.

In multiferroics, the application of magnetic fields can favour certain ferroelectric
domains if, for example, the magnetic easy axis coincides with the polar axis, which
is the case in certain type I multiferroic lacunar spinels, which will be introduced in
the following.
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3.2 Introduction to Lacunar Spinels

3.2.1 Crystal Structure and Structural Transitions

Lacunar spinels are a novel material class, which is a subdivision of spinels. Spinels
share a common composition of AM2X4 while in lacunar spinels, every second A
site is removed in an ordered fashion, resulting in the structure AM4X8. A-site ions
occupy tetrahedral spaces, forming an A-site diamond sublattice, with the octahedral
B site being organized in a pyrochlore lattice. Due to the ordered voids at the A
sublattice, the pyrochlore lattice formed by the M site develops a "breathing" with
smaller and larger M4 tetrahedral clusters alternating with each other. In lacunar
spinels, the A site is often occupied by Ga, Al or Ge, while the chalcogens S and Se
are used for X. The M site contains transition metals of a large variety, such as V
(3d) [69–72], Mo (4d) [73, 74], Nb (4d) [75–77] and Ta(5d) [78, 79].
The room temperature structure of lacunar spinels is cubic and non-centrosymmetric
with F 4̄3m space group. It contains two units, the AX4 and M4X4 clusters, which
are organized in a NaCl-like fcc lattice, see Fig. 3.3 a). The A site is in a tetrahedral
coordination with the X site, where the A−X bonds point along the cubic diagonal
〈111〉 type directions, see Fig. 3.3 b). Similarly, theM4X4 cluster, building a cubane,
contains the two X4 and M4 subclusters, each building up a tetrahedron, see Fig.
3.3 c). The orientation of the X4 tetrahedron is identical to the AX4 tetrahedron,
while the M4 has the inverted orientation, where the M −M bonds within a cluster
point along the <110>-type directions, i.e. along the face diagonals of the cubic
unit cell. In contrast to the ligand coordination of the A site, the M site is in a
nearly octahedral crystal field at room temperature, see Fig. 3.3 d). This splits the
d orbitals into t2 and e.

The two lacunar spinels, investigated in this work, are GaV4Se8 and GaV4S8. In both
compounds, the oxidation numbers for the A, M and X sites are identical. With Ga
having a charge of +3, and S/Se contributing with each -2, the V4 unit contains 12
electrons in total, for which 7 are used for metal-metal bonding [72]. This results in
an unpaired electron occupying the triply degenerate t2 molecular orbitals of the V4
clusters, as seen in Fig.3.4.
The orbital degeneracy of the V4 cluster therefore drives a Jahn-Teller transition by
lowering the energy of one orbital via a structural distortion. The distortion elongates
the V4 tetrahedron along one of its vertices, corresponding to a stretching along
one of the cubic body diagonal, 〈111〉-type directions. The transition temperatures
for the two compounds are similar with TJT = 42K (GaV4Se8) and TJT = 44K
(GaV4S8). As a result of the transition, the symmetry changes from cubic (F 4̄3m)
to rhombohedral (R3m), which also distorts the GaS(e)4 tetrahedra along the same
body diagonals. For each of the four possible distortion directions, one ferroelectric
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a) b)

c)

d)

Figure 3.3: a) Crystal structure in the cubic phase of lacunar spinels AM4X8. b)
Depiction of a AX4 unit. c) M4X4 unit containing of two tetrahedra,
forming a cubane. d) Near octahedral surroundings of a M site.

domain can emerge, which produces a multidomain structure upon cooling below
the transition temperature TJT. Additionally, the single unpaired electron in the
V4 cluster carries a spin of 1/2, which is responsible for the magnetism of these
compounds, which is discussed in more detail in the following.

T > TJT T < TJT

t2

e

a1

e

e

a1

a1

Figure 3.4: Molecular Orbital scheme and electronic configurations of GaV4Se8 and
GaV4Se8. Below the Jahn Teller transition, the V4 tetrahedron is
stretched towards one of the 4 cubic diagonal [111] type directions.
Adopted from [72].
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3.2.2 Polar and Magnetic Properties

Since the elongation of the V4 tetrahedron, driven by the Jahn-Teller effect, points
along one of the tetrahedron’s vertices, four ferroelectric domains can emerge. The
charge separation created by the elongation produces a bulk polarization, with the
polar axis parallel to the elongation axis. Due to the polar axes of the four domains
pointing along the cubic diagonals, without inversion domains, an equal distribution
of the domain population results in a zero net polarization. In real crystals however,
the geometry of the sample, the direction of the temperature gradient within the
cryostate, and the history of the sample can affect the domain population and can
lead to finite polarization even without a poling electric field applied while cooling
the crystal through TJT. In general, one domain will be preferred, leading to a net
polarization in the direction of the polar axis of that domain. In the following we refer
to the naturally preferred polar axis as the [111] direction. This direction typically
connects the largest opposing (111) surfaces of the sample. In our studies, electrical
contacts are applied to these surfaces in a capacitor-like geometry.

The polarization is measured via pyroelectric current, where the current flowing
from one contacted surface to the other is measured, as the sample undergoes the
structural transition. Via integrating the current, the resulting charge Q =

∫
Idt and

by dividing with the surface area of the contacts, the polarization can be extracted.
In Fig. 3.5a) and b), the influence of electric poling on the polarization is shown
for GaV4Se8 and GaV4S8, respectively. By applying electric fields along the polar
axis when cooling through the Jahn-Teller transition, a domain can be enhanced
in population, or suppressed, depending on the field direction. Due to the lack
of inversion domains, an opposite field direction would therefore favour the other
three domains. The polarizations detected for the D1 monodomain state, where only
the domain with polarization perpendicular to the contacted surfaces is populated, is
+P . When this domain is missing and the other three, D2, D3 and D4, are populated
with arbitrary fractions, the detected polarization (the projection of the polarization
perpendicular to the contacts) is −P/3.

Below the ferroelectric ordering temperature both GaV4Se8 and GaV4S8 undergo a
ferromagnetic transition at T = 18K and T = 13K, respectively. Due to the rhom-
bohedral distortion, magnetic anisotropy develops below TJT, namely the magnetic
susceptibility is different for magnetic fields applied along and perpendicular to the
polar rhombohedral axis. Both compounds behave as easy-axis magnets, at least
in fields above 5T, thus magnetic fields along the rhombohedral axis lead to the
highest magnetizations. This supports the magnetic selection of certain domains if a
poling magnetic field is applied while cooling the sample through TJT. Magnetic field
applied parallel to any cubic body diagonal increases the population of the domain
with polarization along this body diagonal, irrespective of the sign of the magnetic
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Figure 3.5: a)-b) Polarization measurement under electric field poling along the polar
[111] axis for GaV4Se8 and GaV4S8. c)-d) Polarization under magnetic
field poling along the magnetic easy axis [111] for GaV4Se8 and GaV4S8.
The polarization was determined via the integration of the measured py-
roelectric current. Credit: Lilian Prodan, Vladimir Tsurkan, Maximilian
Winkler, Korbinian Geirhos and Somnath Ghara [80].

fields [81]. The latter is because the magnetic free energy in the paramagnetic state
is an even function of the external magnetic field.

In GaV4Se8, as shown in Fig. 3.5c), it is unclear if a monodomain state was achieved
due to the lack of saturation, when the highest possible poling fields were reached.
In GaV4S8, however, as seen in Fig. 3.5 d) increasing the poling field above 12T left
the polarization unchanged, likely reaching a monodomain state.

In the low temperature regime, modulated phases emerge, forming spin cycloid or
skyrmion lattice (SkL) states. The formation of the modulated phases is driven by the
competition between the Heisenberg exchange and the antisymmetric exchange, also
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Figure 3.6: Phase diagram of GaV4S8 (left panel) and GaV4Se8 (right panel) for
µ0 ~H ‖ [111]. The SkL and cycloidal phase extends down to the lowest
temperatures in GaV4Se8, while GaV4S8 is ferromagnetic for T < 5K.
The SkL∗ and cycloidal∗ correspond to the domains, where the polar axis
spans 71◦ with the magnetic field. Adopted from [71](left) and [84](right).

knwon as Dzyaloshinskii-Moriya interaction [54, 55], which energetically favors per-
pendicular spin orientations, see Eq. 3.2). Due to this interaction, a canting of spins
is established, giving rise to spin cycloids, helices or SkL states [71, 82–85], of which
the cycloidal Neél type skyrmions (other than helical Bloch type skyrmions) were
first discovered in lacunar spinels (GaV4S8 [71]). In GaV4S8 these modulated and
SkL phases even carry additional polarization [86]. The phase diagrams of GaV4Se8
and GaV4S8 each containing cycloidal and SkL phases are shown in Fig. 3.6, for
magnetic fields along the polar [111] axes.

The field dependent magnetization curves for both compounds are shown in Fig.
3.7 a)-b) (high field) and 3.7 c)-d) (low field). From the measurements at high
fields, it is clear that the electron magnetization follows the external magnetic field,
as the saturation magnetization is reached at about 2T for both compounds and
each roughly each equal in value for all directions. The small deviation between
saturation magnetizations hints towards the uniaxial anisotropy tilting the electron
spins slightly towards the easy axis, showing the largest magnetization at ~H ‖ [111].
For lower fields, the magnetizations for both compounds undergo step-like changes
corresponding to the phase transitions from the modulated cycloidal to skyrmion
lattice (SkL) phases and from the SkL to ferromagnetic (FM) [71, 84]. In GaV4S8,
the low-field magnetization was recorded at 10.5K, instead of 2K in order to observe
the Cycloidal to SkL transition as well as the SkL to FM transition. Due to the
multidomain character of the samples, the transitions occur at different fields for
different domains because of the different orientations of the anisotropy axes. This
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Figure 3.7: b) Magnetization curve for GaV4Se8 (left) and GaV4S8 (right). Above
2T, the zeeman energy dominates, and the electron spins align with the
applied magnetic field. Credit: Lilian Prodan, Dana Vieweg and Franz
Mayr and Vladimir Tsurkan [87].

is illustrated via the SkL∗ and cycloidal∗ phases in the left panel of 3.6.

As the modulated phases in these compounds are present at small magnetic fields
below 0.5T, the necessary NMR frequencies that need to be used are very small as
well, about ν < 5MHz for small internal fields. Depending on the hyperfine coupling,
a measurement of the NMR signal in the modulated phases may be possible, but due
to the specifics of the used spectrometer and the compounds, this study will focus
on the ferromagnetic phases.
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Sample Preparation and Experimental
Details

The NMR experiments have been performed in an Oxford variable temperature insert
(VTI) in the dynamic mode. Its base temperature is 1.4k and can reach up to room
temperature, however the temperature range between 4K< T <60K was used for
the actual experiments. The superconducting NbTi magnet reaches up to 9.5T,
and can be set up to reach 11T when the the cooling liquid (4He) is pumped to
superfluidity("λ-stage"). A homemade spectrometer in the homodyne mode was used
to record the field swept NMR spectra. Here, the signal intensity is being measured
by substracting the area under the spin echo with noise of an equal length in time.
While this method does not remove the noise itself from the measurement, it can
eliminate offsets in the baseline, so the intensity will indeed drop to zero in the
absence of a resonance signal.
In order to enhance the signal, the phase-cycling technique is used, where the phase
of the 90◦ pulse is alternating between 0◦ and 180◦. The two resulting time domain
records of the induction voltage at the pickup coil are then subtracted from each
other. Features with the same phase will then be eliminated while 180◦ phase shifted
features will be doubled in magnitude. The 90◦ pulse and the resulting spin echo
share the same phase, hence get doubled in magnitude, while the 180◦ pulse will
apparently vanish(see Fig. 4.1). The phase of the echo can be understood as its
refocusing direction, since it is a recorded as a DC-signal. The direction that the
nuclear spins are being tilted to by the 90◦ pulse are phase dependent. Therefore,
after the 180◦ pulse, the spins recombine at polar opposite directions, producing a
respective negative sign. For small values of the pulse separation time τ , the spin
echo can be very close to the 180◦ pulse, which is an additional reason to suppress
the 180◦ pulse using phase cycling, because there might occur overlaps between the
signal from the pulse and the spin echo itself.
Another influence on the quality of the measurement is the pulse duration or length T .
When approximating the pulse in the time domain as a rectangle enveloping a cosine
oscillating with the Larmor frequency, the resulting frequency output interacting with
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Figure 4.1: a) Effect of phase cycling on the pulse sequence. Two spin-echo sequences
with different phases in the 90◦ pulse are being performed and subtracted.
The resulting echo has twice the intensity due to the phase differences
causing a summation of intensities during substraction of the spectra. b)
Effect of phase cycling on the nuclear magnetization. The phase difference
in the 90◦ pulses tilt the nuclear magnetization either in the y or −y
direction. The echos also recombine in opposing directions.

the sample can be calculated by Fourier transforming into the frequency domain. The
rectangle function will be defined as:

f(t) =


0 for t < −T
2

1 for − T
2 ≤ t ≤ T

2
0 for t > T

2

(4.1)

While the oscillating waveform will be g(t) = A cos(ωLt). The Fourier transform of
the pulse therefore calculates as follows:

f̃(ω) = 1√
2π

∞∫
−∞

f(t)g(t)e−iωtdt = A√
2π

T/2∫
−T/2

cos(ωLt)e−iωtdt =

= A√
2π

T/2∫
−T/2

eiωLt + e−iωLt

2 e−iωtdt = A

2
√

2π

T/2∫
−T/2

ei(ωL−ω)t + e−i(ωL+ω)t =

= A

2
√

2π

[
1

i(ωL − ω)e
i(ωL−ω)t − 1

i(ωL + ωL)e
−i(ωL+ω)t

]T/2
−T/2
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Figure 4.2: Time (left) and frequency (right) domain of a rectangular pulse with 30µs
and 10µs pulses. The shorter 10µs pulses have a broader distribution of
frequencies.
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 (4.2)

The solution includes negative and positive angular frequencies ω, making the so-
lution invariant under ω → −ω transformation. In the graphical display, only the
positive values for ω will be used. Due to the convergence of sin(ax)/x x→0→ a, larger
T values will increase the amplitude at the Larmor frequency ω = ωL and decrease
the width of the frequency window, see Fig. 4.2. For long pulses therefore, only a
very small range of frequencies is being offered to the sample, which increases the
resolution of the spectra. Shortening the pulses introduces an artificial broadening
to the spectra as larger areas of the spectra are being excited, even with the center
of the excitation window being in an off resonance position.

The measurement itself is performed by attaching the sample onto a sampleholder on
a stainless steel probe, which is lowered into the cryostat, where the sample occupies a
1cm3 volume with magnetic fields being homogeneous down to 10 ppm. The sample
itself is mounted on a non magnetic insulator using silver paste. Gold wires are
connected to the top and the bottom of the sample ((111) surfaces) which will be
used to apply electric fields along the [111] direction. Around the sample, the NMR
pickup coil is placed in a way to have the applied external field oriented perpendicular
to the rf-field of the coil, see Fig. 4.3. The whole setup including the NMR coil is
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placed inside a tube, which is connected to the goniometer of the probe, and can be
rotated by at least 180◦, depending on the geometry of the wiring. Rotating by much
larger angles might apply stress to the wires and either disturb the resonant circuit
or break a soldering point.

~H

Figure 4.3: Experimental setup: The crystal is placed within the NMR pickup coil
while gold wires are attached to the top and bottom (111) surfaces of the
crystal, connected via silver paste. The whole setup can be rotated.

The NMR pickup coil itself needs to be wrapped around the crystal in a way, to
maximize the volume fraction Vcrystal/Vcoil, in order to maximize the signal intensity.
This so called "filling factor" is proportional to the density of nuclear magnetic mo-
ments within the NMR coil, and is therefore proportional to the induction voltage
induced by the spin echo.
Another important quantity for signal optimization is the inductivity of the NMR
coil, which is given by:

L = N2µ0A

l
(4.3)

The length l and cross section area A are determined by the shape of the crystal, so
the only free parameter is the winding number N . By choosing the wires to be as
thin as feasible, a high inductivity can be reached. In order to set the frequency to
the desired value, the capacitors have to be adjusted to the necessary value. Since
the range of possible capacities is limited, and the thickness of the wires are at
least 0.05mm, the shape and size of the crystal roughly determines the range of
frequencies it can be investigated with. In this work, the two lacunar spinels GaV4Se8
and GaV4S8 are investigated. The crystals are both grown via chemical transport
reaction [83, 88]. The GaV4Se8 sample ATR374_1b has a mass of 9.22mg and well
distinct (111) surfaces, see Fig. 4.4a). The GaV4S8 crystal ATR_421, with a mass
of 18.8mg is depicted in Figs. 4.4 b-d). The different rotation axes used in chapter
7.2.5 are well visible due to the clear (111) surfaces and 〈110〉 type axes.
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Figure 4.4: GaV4Se8(a) and GaV4S8 (b-c) single crystals with each contacted (111)
surfaces. The rotation axes are [110] (a-b), [112] (c) and [111] (d)
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Chapter 5

Tracing local Polarization and
Magnetism via 71Ga NMR spectra

The 71Ga nuclei with finite quadrupolar moment of Q = 10.7 · 1030 1
m2 and spin

I = 3
2 are sensitive to electric field gradients via the quadrupolar interaction. This

allows us to observe the structural transition of the lacunar spinels GaV4Se8 and
GaV4S8 to their low-temperature polar state at TJT and determine a local measure
for the polarization, induced by the polar rhombohedral distortion. Additionally, the
magnetic transition can also be followed in the NMR spectrum of 71Ga. The magnetic
fields transferred to the Ga sites from the magnetic V4 clusters, causing a shift in the
71Ga line, allows us to determine the temperature dependence of the magnetization
that is the magnetic order parameter. The two isotopes 71Ga and 69Ga differ mainly
in their gyromagnetic ratios and the quadrupolar moments. In order to have a clean
signal, the 71Ga isotope was chosen as a probe, since 69Ga spectra sometimes overlap
with the 51V lines and nuclei originating from the experimental setup, such as 27Al.
In the following, the 71Ga spectra and their analysis are shown and compared with
either bulk measurements of the magnetization and polarization, or calculations of
the local electric field gradient (EFG) at the Ga sites. Parts of these results have
been published by Prinz-Zwick et al. [89].

5.1 Lineshapes

In the cubic phase right about TJT, the 71Ga spectra in GaV4Se8 and GaV4S8 con-
sist of a single line, as expected due to the lack of a finite EFG at the Ga sites.
The corresponding spectra are shown in Fig.5.1. The colour coding used in this
chapter depicts spectra obtained for GaV4Se8 in orange and for GaV4S8 violet. The
small paramagnetic moment of the V4 cluster introduces a shift to the 71Ga site via
transferred fields, resulting in the rather small negative shift of 71K= −0.23 % for
GaV4Se8 and 71K= −0.36 % for GaV4S8. The lineshape changes drastically when
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Figure 5.1: 71Ga spectra of GaV4Se8(left) and GaV4S8(right) in the cubic phases
above TJT. A single line is observed in both cases due to the equivalence
of all Ga sites above TJT. A small paramagnetic shift of 71K= −0.23 %
for GaV4Se8 and 71K= −0.36 % for GaV4S8 is present.

cooling slightly below TJT, as the polar multi-domain nature of the samples is man-
ifested in the spectra. For a given domain, the regular GaSe4 and GaS4 tetrahedra
are stretched in a way, that one Se or S moves away from the Ga site, leading to
rhombohedrally distorted clusters with two different Ga-S(e) bond lengths. Highly
relevant to the NMR spectrum, this elongation of the tetrahedral unit, taking place
along one of the cubis 〈111〉-type axes, generates an axially symmetric EFG with the
principle axis being parallel to the direction of the rhombohedral distortion, i.e. the
elongated Ga-S(e) bond (for more details on the EFG tensor, see section 5.2). The
quadrupolar interaction is dependent on the angle Θ between the magnetic field ~H
and this principle axis ~Vzz, as discussed in Eq. 2.68. For ~H||[111], Θ is 0◦ for the
domain with the rhombohedral axis along this direction, and Θ =71◦ for the other
three domains with rhombohedral axes along the [111̄], [11̄1] and [1̄11] axes. This
produces two distinct quadrupolar splittings in the 71Ga spectra, each corresponding
to their respective Θ angles, shown in Fig. 5.2. The Θ = 0◦ domain, can be identified
as the outermost pair of quadrupolar satellite lines. The other satellite lines, corre-
sponding to the other domains at Θ = 71◦, are closer to the center line. The center
lines for all four different domains are roughly on top of each other, as the transferred
fields due to the magnetization of the sample is still small enough at these tempera-
tures for the central lines to overlap. The NMR spectra have the same structure for
GaV4Se8 and GaV4S8, confirming the same type of distortion of the GaS(e)4 units in
the two compounds. With the paramagnetic moment growing upon further cooling,
and the subsequent domain specific increase in the anisotropic lineshift, the center
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Figure 5.2: 71Ga spectra of GaV4Se8(left) and GaV4S8(right) in the rhombohedral
phases below TJT. The line splits into two triplets below TJT. Each triplet
corresponds to a domain type, where the polar axis of the 0◦ domain is
parallel with the magnetic field, and the 71◦ domains span an angle of
71◦.

lines corresponding to the different domains eventually split as seen close to or below
the ferromagnetic transition. The quadrupolar pattern (line splitting and distance
to central line) stays roughly the same, since the EFG is not influenced by the mag-
netism of the sample, as it is only depending on the site symmetry and the charge
distribution. The increase in lineshift as well as the unchanged quadrupolar patterns
are shown in the spectra taken at 4.2K, seen in Fig. 5.3. The quadrupolar pattern
can still be fitted well, when introducing the anisotropic hyperfine shift, which also
distinguishes the different domains due to the different angles spanned by the field
with their rhombohedral axes. In the case of GaV4Se8, five separate lines are visible
in total, while in GaV4S8 lines from the different domains overlap in a way that a
total of four lines are observed.

In conclusion, the different lineshapes of 71Ga NMR spectra were discussed, based on
temperature. Above TJT, all Ga sites are equivalent, with the absence of domains,
resulting in a single line. For TN < T < TJT, the spectra show different quadrupolar
splitting for each domain while the center lines are overlapping due to the hyperfine
shifts being still small. Below TN, the lineshifts become large enough to split the
center lines of different domains, while the quadrupolar splitting stays unchanged.
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Figure 5.3: 71Ga spectra of GaV4Se8 (left) and GaV4S8 (right) in the ferromagnetic
phases below TN. The lines exhibiting quadrupolar splitting are shifted
in the magnetically ordered state. The internal fields at the Gallium site
show a nonzero anisotropy as the center lines for the different domains
shift with respect to each other (fits were performed according to Eq.
5.10, presented in the next section).

5.2 Quadrupolar Interaction Analysis

The local symmetry of the 71Ga site in GaS(e)4 clusters determines the shape of the
EFG, and therefore how the quadrupolar interaction influences the NMR spectra.
As seen in Fig. 5.1, the NMR spectra show no quadrupolar splitting in the cubic
phase. The 71Ga resides in the center of a regular S(e)4 tetrahedron, not giving
rise to a finite EFG, as sketched in Fig. 5.4. When the tetrahedron gets elongated
towards the [111] direction, the EFG must therefore have an axial symmetric shape,
with ~Vzz ‖ [111]. The elements of the EFG tensor (given in the diagonal form),
as calculated by ab initio Density Functional Theory (DFT) reflect this symmetry
(Credit: Pavel Marton [90]):

Vij =

−5 0 0
0 −5 0
0 0 10

 V

Å2 (GaV4Se4)

η = 0 ~Vzz = 1√
3

1
1
1

 Vzz = −10 V
Å2 (5.1)
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~Vzz
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Figure 5.4: GaS(e)4 cluster above and below TJT . In the cubic state, no EFG is
present. Due to the elongation towards the [111] axis in the rhombohedral
state, an axial symmetric EFG arises with ~Vzz = [111]/

√
3.

Vij =

6.3 0 0
0 6.3 0
0 0 −12.6

 V

Å2 (GaV4S4)

η = 0 ~Vzz = 1√
3

1
1
1

 Vzz = 12.61 V
Å2 (5.2)

This statement about the shape of the EFG can easily be checked by looking at a 71Ga
spectrum with the field pointing along the [001] direction. The polar rhombohedral
axis of each of the four domain spans the same angle with the magnetic field, making
the domains equivalent with respect to the quadrupolar interaction as well as the
hyperfine interaction, hence, the satellites corresponding to the different domains
collapse on each other. In addition, according to the angular dependence in Eq.
2.62, the quadrupolar interaction vanishes at the so called "magic angle" of θ =55◦,
spanned by all four possible polar axes have with the magnetic field, if ~H ‖ [001].
From this, the shape of the low temperature spectrum in the FM phase follows
directly. Even below TJT, no quadrupolar splitting should be observed, even in a
multi-domain crystal. This is demonstrated in Fig. 5.5.

With this understanding, the spectra for ~H ‖ [111] will be used to analyse the
quadrupolar interaction for the 71Ga site. In order to do so, the quadrupolar fre-
quency will be used as the orientationless measure of the quadrupolar interaction, as
given by [17]:

νQ = 3eVzzQ

2hI(2I − 1) (5.3)

In the field swept spectra, the quadrupolar splitting is observed as a difference in
the resonance field, which is due to the change in energy of the Zeeman levels for
the different nuclear spin states. From Eq. 2.61 the energy difference of the nuclear
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No quadrupolar splitting is observed due to the angle Θ ≈ 55◦ being
close to the magic angle. The domain specific internal fields are also each
equivalent. Right: Depiction of the domains being equal under ~H ‖ [001].

states and the difference in resonance fields can be calculated. For simplicity,

∆E = E±3/2 − E±1/2 = γ~H0 ±
eVzzQ

4I(2I − 1)

(
3
(
±3

2

)2
− 3

(
±1

2

)2) 3 cos2(Θ)− 1
2 =

= γ~H0 ±
3eVzzQ

2I(2I − 1)
3 cos2(Θ)− 1

2 = γ~H0 ± νQh
3 cos2(Θ)− 1

2 (5.4)

The ± signs are used due to two different satellite lines appearing for transitions
1/2 → 3/2 and −3/2 → −1/2, which will have their energy differences either in-
creased or decreased, respectively. One has to note here, that the hyperfine coupling
is anisotropic, i.e. H0 also depends on Θ. This is the reason why the central peaks
corresponding to the unique (Θ = 0◦) and the other three (Θ = 71◦) domains do not
overlap below the magnetic ordering, as seen in Fig. 5.3.

In the case of Θ = 90◦, this energy difference is ∆E = νQh/2, as shown in Fig.
5.6 to illustrate the fitting process. There, the quadrupolar frequency can be easily
extracted graphically by observing the resonance field difference ∆HQ between the
satellite lines, since Θ is known. For the case of Θ = 90◦, the field difference of the
satellites divided by γ of the nucleus equals νQ directly. With arbitrary Θ angles the
field difference between the center line and one satellite becomes (for 71Ga)

∆HQ = νQ
71γ

(3 cos2(Θ)− 1)
2 . (5.5)
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Figure 5.6: Schematic depiction of a NMR spectrum of a I = 3/2 nucleus with Θ =
90◦. The distance between the satellite lines can be translated into the
quadrupolar frequency directly.

After determining the quadruppolar frequency, we analyse the hyperfine shift, that
is the line shift due to the magnetic fields transferred to the Ga nucleus from the
magnetic V4S(e)4 clusters. In the eigenbase of the hyperfine coupling tensor (z axis is
the [111] direction, as the polar angle is determining the internal fields), it is written
as a diagonal matrix

AHF =

Hxx 0 0
0 Hxx 0
0 0 Hzz

 (5.6)

Where Hxx is the double degenerate eigenvalue with respect to the base vectors
perpendicular to the z direction. This description, only utilizing the external field
direction, is valid for fully saturated field regimes, which can be used since all NMR
measurements were performed in the field aligned case. The internal field is then
described as

~Hint = AHF
~Hext

Hext
=

Hxx 0 0
0 Hxx 0
0 0 Hzz


sin Θ cosφ

sin Θ sinφ
cos Θ

 =

= Hxx

1 0 0
0 1 0
0 0 1

 ~Hext

Hext
+ (Hzz −Hxx)

0 0 0
0 0 0
0 0 1


sin Θ cosφ

sin Θ sinφ
cos Θ

 =

= Hiso
~Hext

Hext
+Haniso

 0
0

cos Θ

 (5.7)
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As seen in Fig. 5.3, the magnetic moment of the V4S(e)4 cluster introduces a lineshift
to the 71Ga spectra depending on the domain, since the hyperfine coupling for the
Ga site with distorted environment is anisotropic and described by a tensor. The
anisotropic lineshift depends on the angle Θ. For GaV4Se8, the lineshift at 4.2K is
given by 71K= −8.8%, and for GaV4S8, 71K= −19.1% for Θ = 0◦. The hyperfine
coupling shifts the center line and the satellites equally and has no influence on
the quadrupolar term, and therefore does not influence the quadrupolar frequency
parameter. A very simple model for the hyperfine fields at the 71Ga sites used in
the fitting process is a cosine function, capturing the anisotropic hyperfine amplitude
Haniso. Therefore the position of the center lines HCL are described by

HCL(Θ) = Hdiam +Hint. (5.8)

Where Hdiam is the diamagnetic Gallium position. The positions of the satellites are
closely related to the center line:

HSat1,2 = Hdiam +Hint ±
νQ
71γ

(3 cos2(Θ)− 1)
4 (5.9)

The resulting fit formula used for the 71Ga spectra is a simple sum of two triplet
Gaussian lines, with each triplet accounting for one type of domain, either Θ = 0◦
or Θ = 71◦:

Int(H) = A1

(
e

(H−HCL(0◦))2

2w2 +Rse
(H−HSat1(0◦))2

2w2 +Rse
(H−HSat2(0◦))2

2w2

)
+

+ A2

(
e

(H−HCL(71◦))2

2w2 +Rse
(H−HSat1(71◦))2

2w2 +Rse
(H−HSat2(71◦))2

2w2

)
(5.10)

A1 and A2 are the intensity factors for the two domain types, which can be used to
measure domain populations (see chapter 6). The width of the Gaussian is described
by w, and Rs is the intensity ratio between the satellite lines and the center line,
usually around 3/4 for I = 3/2 [91].

With this, the values for Vzz obtained by DFT and the experiment via fits of the 4.2K
spectra can be compared. For GaV4Se8, Vzz = 5.88 V/Å2 (DFT : 10.0 V/Å2), and
for GaV4S8, Vzz = 7.31 V/Å2 (DFT : 12.6 V/Å2), which is in rough agreement.

In conclusion, the quadrupolar splitting of the 71Ga spectra together with the axial
symmetry of the Ga site in the rhombohedral phase was utilized to determine the
EFG tensor. Using the fit formula shown above, the temperature dependence of the
quadrupolar frequency and other properties are deduced and shown in the following
subsection.
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5.3 Local Probes of the Order Parameters

The ferroelectric transition below 42K and 44K in GaV4Se8 and GaV4S8, respec-
tively, is accompanied by a spontaneous emergence of a bulk polarization, which is
the order parameter of the transition. The ferromagnetic transition (TN = 18K in
GaV4Se8 and TN = 14K GaV4S8) gives rise to a bulk magnetization associated with
the V4Se4 and V4S4 clusters. Both the bulk polarization and the magnetization can
be measured via local probes, utilizing the quadrupolar splitting and the hyperfine
fields, respectively. In Fig. 5.7, the temperature dependence of the 71Ga NMR spec-
tra are shown for both compounds. The emerging quadrupolar linesplitting at TJT
corresponds to the electric polarization, which vanish above TJT, where only a single
line is observed. For each spectrum, the quadrupolar frequency is extracted via the
fitting method described in the previous subsection. The center line of the 0◦ domain
is then used to determine the lineshift of the 71Ga lines. To demonstrate the abil-
ity of NMR to determine multiple order parameters simultaneously, we compare the
temperature-dependent quadrupolar frequency with the bulk ferroelectric polariza-
tion and the hyperfine field with the bulk magnetization. The curves, normalized to
their value at 4.2K, are shown in Fig. 5.8. In both materials, the local probes of the
order parameters are agreeing with the bulk data, providing the possibility to measure
electric and magnetic properties of the multiferroic compounds via NMR. Studying
the quadrupolar interaction can therefore give additional insight into the ferroelectric
nature of the compounds, where a detailed study of the lineshifts allows us to deeper
understand the magnetism of the molecular clusters. Note that the lineshifts of 51V
lines are included in Fig. 5.8, which are introduced in chapter 6. Both 71Ga and
51V exhibit a finite lineshift as well as a quadrupolar interaction, which makes both
nuclei great candidates for further investigation, however more focus will be drawn
towards the 51V nucleus, as the V4S(e)4 cluster drives the Jahn-Teller transition as
well as the complex magnetism in both multiferroic compounds.

In conclusion, the NMR parameters, namely the quadrupolar splitting and the hy-
perfine shift, were compared with the order parameters, namely the bulk polarization
and magnetization, respectively. The local polar distortion and magnetic moments of
the V4S(e)4 cluster drive the bulk polarization and magnetization, respectively, and
therefore correlate well with NMR measurements. In the following, the knowledge
about the local order parameters, and their connection to the multiferroic domains,
will be used to quantify domain populations.
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Figure 5.7: Temperature dependence of the 71Ga spectra for GaV4Se8(left) and
GaV4S8(right). The magnetic shift as well as the quadrupolar frequency
can be traced from the ferromagnetic to the cubic state. The 11B line is
an artifact line originating from the experimental setup.
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Figure 5.8: Normalized quadrupolar frequency νQ/νQ,0, normalized polarization
P/P0(each red), normalized lineshift K/K0 and normalized magnetiza-
tionM/M0 (each blue) versus temperature for GaV4Se8(left) and GaV4S8
(right). The order parameter P is being measured locally via νQ, while
the lineshift measures the magnetization. The data was normalized via di-
vision with the values obtained at 4.2K. Data obtained from 51V spectra,
which will be discussed in detail in chapter 6.2, was added for completion.
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Chapter 6

Measuring Domain Populations via
local Probes of the Order Parameters

NMR is a local probe, which measures properties such as EFGs and/or internal mag-
netic fields at the position of the nucleus, however, the spin-echo intensity originates
from the nuclei in the entire bulk crystal. The NMR intensities, which consist of
a sum of signals of individual nuclei, are proportional to the number of nuclei con-
tributing to the magnetic resonance. This motivates a deeper look at intensity ratios
of NMR lines, which depend on microscopic properties, and also allows conclusions
about volume fractions of magnetic and/or polar domains. In many applications, T2
decay experiments are used to determine the ratio of two co-existing thermodynamic
phases via the same type of nucleus [92, 93]. We propose a similar approach that is
applicable for the quantification of (multi)ferroic domains by NMR spectroscopy. We
describe different methods for domain quantification in multiferroics using the bench-
mark material GaV4Se8, and demonstrate their power in following the evolution of
domain population upon electric and magnetic domain control. In GaV4Se8, four
domains are present, one for each of the possible [111] type axes of elongation of the
V4Se4 cluster. The two domains with their polar axes within the (110) magnetic field
rotation plane are called D1 and D2, while the other two are D3 and D4. The intro-
duction to the domain quantification methods will partly follow reference [94], which
was a joint effort with Thomas Gimpel. However, the following sections describe
these domain-quantification approaches in more detail.

6.1 Measuring Domain Populations via Quadrupolar
Interaction

As seen in the previous chapter, the quadrupolar interaction at the 71Ga nucleus is
anisotropic, since the principle axis of the EFG is parallel to the polar axis of each
domain. For NMR spectra taken below TJT, depending on the orientation of the
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external field, the quadrupolar satellite lines originating from different domains can
be resolved independently. The paramagnetic moment of the V4Se4 cluster shifts the
71Ga lines anisotropically. In order to have the central lines of the different domains
on top of each other, the hyperfine coupling should be reduced as much as possi-
ble, hence the best temperature range to investigate the polar domain structure of
GaV4Se8 is slightly below TJT = 42K and well above TN = 18K, where the magne-
tization is still weak. Therefore, the field-swept spectra were taken at T = 38.5K.
Assuming that the orientation of the magnetic field does not influence the nuclear
spin relaxation rates, nor does it change the relative intensities of the correspond-
ing NMR lines of different domains by any other means, the comparison between
the intensities of the corresponding quadrupolar satellites of the different domains
should yield the domain population directly. Since the quadrupolar interaction is
rather weak in the special case of 71Ga in GaV4Se8, there is no such orientation of
the magnetic field, where peaks from the different domains can be resolved without
any overlap. Instead, spectra from different orientations must be compared with each
other, and intensities from overlapping lines must be subtracted. Nevertheless, at
least two distinct methods for quantifying domain populations are possible using the
71Ga spectra, which will be shown in the following.

The polar axis method
In this method the NMR spectra are measured for two orientations of the magnetic
field, namely for fields parallel to the [111] polar axis of D1 and the [1̄ 1̄1] polar
axis of D2. Consequently, as seen from the spectra in Fig. 5.2, two distinct pairs of
satellite lines appear for the two possible orientations. In Fig. 6.1, the spectra for the
two external field directions are shown, for each of the two [111]-type directions. The
outer satellite lines (θ = 0◦) correspond to a single domain, while the inner satellite
lines (θ = 71◦) are an overlap of the remaining three domains. The intensities of
D1 and D2 can therefore be directly measured via the are under the curve in the
respective field orientations. The lines corresponding to domains D3 and D4 are
always contained within the inner satellites. For each of the two field orientations,
an intensity value for D3+D4 can be calculated via subtraction of intensities.

IH‖P1(D3 +D4) = IH‖P1(D2 +D3 +D4)− IH‖P2(D2) (6.1)

IH‖P2(D3 +D4) = IH‖P2(D1 +D3 +D4)− IH‖P1(D1) (6.2)

Here, the index of I refers to the external field direction where the spectrum was
taken, and the argument refers to the domain, of which the satellite line was in-
tegrated. If the intensity values IH‖P2(D3 + D4) and IH‖P1(D3 + D4) are identi-
cal within the accuracy of the measurement, then the aforementioned assumption,
proposing an invariance of satellite intensities upon changing the field direction, is
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Figure 6.1: 71Ga spectra, taken in the process of measuring domain populations via
the polar axis method. For ~H ‖ P1(P2), the satellites at the θ = 0◦
position correspond to D1 or D2. The θ = 71◦ satellite lines contain
contributions from the other three domains.

confirmed. Since this is observed to be the case, the domain fractions can be calcu-
lated straightforward.

V (D1) = IH‖P1(D1)
IH‖P1(D1) + 1

2(IH‖P1(D3 +D4) + IH‖P2(D3 +D4)) + IH‖P2(D2)

V (D2) = IH‖P2(D2)
IH‖P1(D1) + 1

2(IH‖P1(D3 +D4) + IH‖P2(D3 +D4)) + IH‖P2(D2)

V (D3 +D4) =
1
2(IH‖P1(D3 +D4) + IH‖P2(D3 +D4))

IH‖P1(D1) + 1
2(IH‖P1(D3 +D4) + IH‖P2(D3 +D4)) + IH‖P2(D2)

(6.3)
For the spectra shown in Fig. 6.1, the volume fractions therefore are:

V (D1) = 27.5% V (D2) = 17.4% V (D3 +D4) = 55.1% (6.4)

The 90◦ method
In this approach, the magnetic field is chosen to have an angle of 90◦ with the polar
axes of the observed domains. This is realized by rotating from one field orientation,
with perpendicular alignment with respect to the polar axis of one domain, to the
next. The chosen field rotation plane is a (11̄0) plane. Beginning from ~H ‖ [001](φ =
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0◦), these perpendicular configurations appear at the angles of φ = 35◦ (D2), φ =
90◦ (D3+D4) and φ = 145◦ (D1), corresponding to the crystallographic axes [112]
(D2), [110] (D3+D4) and [112̄] (D1). In Fig. 6.2 the spectra measured at these
field orientations are shown. Due to the quadrupolar splitting being proportional to
(3 cos3 Θ−1), the position of the satellites is identical for Θ = 90◦ and Θ = 35◦, which
makes it unavoidable to have line overlaps for ~H ‖ [110], as all domains are oriented
either at Θ = 35◦ or Θ = 90◦ in this case. In the spectra ~H ‖ [112] and ~H ‖ [112̄],
D1 and D2 can each be measured separately, whereas D3 and D4 overlap with the
central line. In order to obtain the intensity of satellite lines for D3 and D4, the
intensities of D1 and D2 must be subtracted from the intensities of the overlapping
satellite lines in the ~H ‖ [110] spectrum. With a total of four satellite lines each
representing D1 and D2, the intensities will be averaged.

I(D1) = 1
4
(
I[112],1(D1) + I[112],2(D1) + I[112̄],1(D1) + I[112̄],2(D1)

)
(6.5)

I(D2) = 1
4
(
I[112],1(D2) + I[112],2(D2) + I[112̄],1(D2) + I[112̄],2(D2)

)
(6.6)

The intensities I(D1) and I(D2) are the average intensities of the satellite lines,
corresponding to D1 and D2, respectively. The average is taken over all satellites of
the same domain in all spectra, where the satellite lines are resolved independently.
Those individual intensities of single satellite lines have the field direction and their
number (left=1, right=2) as an index. Similarly, I(D3 +D4) calculates as:

I(D3 +D4) = 1
2

[
I[110],1

( 4∑
i=1

Di

)
+ I[110],2

( 4∑
i=1

Di

)]
− I(D1)− I(D2) (6.7)

The sums in the argument of the intensity functions describe the stacking of the
satellite lines of all domains on top of each other for the field direction ~H ‖ [110].
The volume fractions then are:

V (D1) = I(D1)
I(D1) + I(D2) + I(D3 +D4) (6.8)

V (D2) = I(D2)
I(D1) + I(D2) + I(D3 +D4) (6.9)

V (D3 +D4) = I(D3 +D4)
I(D1) + I(D2) + I(D3 +D4) (6.10)

For the spectra shown in Fig. 6.2, which were measured in the same cooling run as
the spectra in Fig. 6.1, the volume fractions are:

V (D1) = 28.3% V (D2) = 17.3% V (D3 +D4) = 54.4% (6.11)
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6.1 Measuring Domain Populations via Quadrupolar Interaction

This is in very good agreement with the previous method. Additionally, this approach
has been verified using a different method based on 51V NMR which will be covered
in the following sections. The volume fractions obtained from the 51V method (90◦
method) in the same cooling run are:

V (D1) = 27.2% V (D2) = 21.3% V (D34) = 51.5% (6.12)

Small differences in the percentages may well be due to the rather small signal to
noise ratio of the 71Ga spectra, as the higher temperatures used for the spectra reduce
the intensity due to relaxation effects and the Boltzmann factor.

In conclusion, two methods were shown, utilizing the different quadrupolar splittings
in 71Ga spectra originating from different domains. The intensities of domain specific
quadrupolar satellite lines were recorded, and the relative intensities were then used
to calculate the domain fractions.
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Figure 6.2: 71Ga spectra, taken in the process of measuring domain populations via
the the "90◦ method". The satellite lines for ~H ‖ [110] contains contribu-
tions from all domains, while satellite lines originating from D1 and D2
are resolved individually for ~H ‖ [112] and ~H ‖ [112̄].
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Chapter 6 Measuring Domain Populations via local Probes of the Order Parameters

6.2 Temperature and Angular Dependence of the 51V
Spectra

With vanadium being the magnetic ion, the 51V NMR spectra are rich in information
about the magnetism of the material. In the cubic phase, however, the lack of
distinct domains and the small hyperfine fields due to the paramagnetic moment
restricts fruitful measurements to temperatures below TJT. There, 51V NMR probes
the magnetization via hyperfine lineshift and yields information about the different
multiferroic domains, as seen in Fig. 6.3. For both GaV4Se8(left) and GaV4S8(right),
the lineshift follows the bulk magnetization (see Fig. 5.8 in the previous chapter,
where the 51V lineshifts were already shown).

The 51V spectra in GaV4Se8 could not be detected above 20K, probably due to a
large increase in the T2 relaxation rate approaching TJT. Faster T2 relaxation rates in-
crease the decay of the in-plane magnetization ~Mxy after the initial 90◦ pulse, which
reduces the spin-echo intensity. In GaV4S8, the 51V lines were traced up to 52K,
well above the Jahn-Teller transition temperature. In GaV4Se8, the chosen field ori-
entation for the temperature dependent spectra was the [111] direction, where three
domains are equivalent. In GaV4S8 an arbitrary axis was chosen (approximately [0.12
0.12 0.98]), in order to have a field orientation where all domains are inequivalent.
This already indicates, that the magnetic field direction is crucial for the shape of
the vanadium spectra as it determines whether the lines corresponding to different
domains are separated or overlapping. The magnitude of the hyperfine shift directly
correlates with the bulk magnetization as seen in Fig. 5.8, which is the reason why
the 51V line shifts towards the diamagnetic position 51K= 0, when approaching higher
temperatures. Since the largest magnetic moment and therefore the largest lineshift
is present at the lowest temperatures, the angular dependence of the 51V spectra
were recorded at 4.2K. In order to have all high symmetry axes (namely the 〈111〉
〈110〉 and 〈001〉-type directions) in one field rotation, the magnetic field was rotated
about the [11̄0] direction. When rotating the field in the (11̄0) plane, the multiferroic
domains in GaV4Se8 and GaV4S8 separate in two categories depending on whether
the polar axis lies within or outside of the field rotation plane. The polar axes of
D1 and D2 are within the field rotation plane, wheras the polar axes of D3 and D4
are each equivalent under this rotation and point outside of this field rotation plane.
In Fig. 6.4, the 51V spectra under field rotation can be seen for GaV4Se8(left) and
GaV4S8(right). For both materials, the angular dependence is nearly identical, indi-
cating a very similar hyperfine coupling tensor. The angle θ between the polar axis
and the magnetic field is the strongest contributing parameter for the resonance field
for a specific domain, while φ is the field rotation angle with respect to the starting
position [001]. The maximum lineshift is reached when the polar angle is θ = 90◦,
in other words when the magnetic field lies within the base plane of the V4 tetra-
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Figure 6.3: Temperature dependence of the 51V spectra for GaV4Se8(left) and
GaV4S8(right). The signal is lost above 20K in GV4Se8 presumably due
to fast T2 relaxation. The different lines corresponding to the different
domains converge at TJT due to the vanishing lineshift and the disap-
pearance of polar domains. The dashed lines indicate the temperature
dependence of the hyperfine fields for the cases of minimal or maximal
hyperfine coupling.

hedron. The different spectra were recorded with 10◦ steps, which means that some
specific orientations were missed by about 5◦, but can be extrapolated by the nearest
spectra. In fact the lowermost spectrum, is 5◦ misaligned from [001]. At ~H ‖ [001],
all polar axes span an angle of θ = 55◦ with the magnetic field, making the domains
equivalent, resulting in the 51V NMR lines overlapping. Due to a misalignment, D3
and D4 are not equivalent and the lines do not perfectly merge.
After rotating by φ = 35◦ from [001], the polar axis of D2 spans a polar angle of
90◦ with the magnetic field, where its maximum lineshift is observed. At φ = 55◦,
the [111] direction is reached, where the lines corresponding to D2, D3 and D4 over-
lap with each a the polar angle of θ = 71◦, while D1 exhibits its smallest lineshift at
θ = 0◦. Note that D1 is close to the 51V diamagnetic position here, which means that
all internal fields cancel out in this field direction. In the [110] position at φ = 90◦,
D1 and D2 are equivalent as θ = 35◦ for both domains. D3 and D4 are in their
θ =90◦ position, causing the corresponding lines to have their maximum lineshift.
At φ = 125◦ another [111] position is reached, where θ = 0◦ for D2 and θ = 71◦ for
D1, D3 and D4. D1 reaches its maximum lineshift at φ = 145◦, corresponding to
~H ‖ [112̄]. Note that all NMR lines corresponding to the different domains eventually
reach the same point of maximum lineshift at a polar angle of θ = 90◦ within a full
rotation. This fact will be utilized later when determining the domain population of
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Chapter 6 Measuring Domain Populations via local Probes of the Order Parameters

these domains.
After 180◦, the starting position is recovered. The strong anisotropy of the hyperfine
field (2.7T from minimum to maximum) is well suited for analysing the different
domains independent of each other. This will be done in the following section in
order to measure the domain populations based on the anisotropy of the hyperfine
field. The following studies of the domain populations will focus on data obtained
by GaV4Se8 NMR.

In conclusion, the temperature and angular dependence of the 51V spectra were
recorded. The orientation of the magnetic field with the polar axes of the multiferroic
domains determines the angular dependence of the hyperfine shift, which can be each
different for different domains. Above TJT, all lines originating from different domains
converge.
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6.3 Measuring Domain Populations via Anisotropy of
the Hyperfine Coupling

As already seen in the Figs. 5.7 and 6.4, the 71Ga and 51V spectra show the presence
of multiple domains in the form of line splittings. In the case of 71Ga, the splitting is of
quadrupolar nature and domain specific as discussed in the previous chapter. For 51V,
the local magnetic moment of the V4S(e)4 cluster drives a strong hyperfine coupling.
Its anisotropy is causing a line splitting in the NMR spectra, as different domains
have different hyperfine fields at the V sites. This anisotropy can be used to separate
NMR lines corresponding to different domains and investigate them individually. By
doing so, several methods can be thought of, on how to utilize the anisotropy of the
hyperfine coupling in the 51V spectra to measure the domain population of GaV4Se8.
The three methods shown in the following use either the full angular range of spectra,
just one spectrum in a specific field orientation or each domain at a θ =90◦ angle
between the field and the particular polar axes of the domains, where θ will be called
"polar angle".

The full angular range method
From Fig. 6.5 it is apparent, that the intensities of the NMR lines for each domain
follow an angular dependence, similar to the anisotropy of the resonance fields µ0HRes,
which is the external field value where the line is observed. This dependence on
the polar angle θ roughly takes a squared sinusoidal form. With the reasonable
assumption, that NMR intensity is a linear function of the volume fraction, the
following formula for the angular dependent intensity of a NMR line of the domain
i in GaV4Se8 emerges:

Ii(θ) = Vi,abs(AI sin2(θ) + I0) (6.13)
Here, Vi,abs is a scalar factor proportional to the volume fraction of domain i, while AI
and I0 are the amplitude and the offset value of the sinusoidal angular dependence,
respectively. Regarding the angular dependence of the NMR intensity Ii(θ), only the
term describing the volume of the domain differs between domains, as they share
the same angular dependence. Using the spectra shown in Fig. 6.4a) and Eq. 6.13,
the intensity curves Ii(θ) can be determined for each domain i. When scaling the
intensity curves onto each other, as shown in Fig. 6.5b), the used scaling factors Si
can be used for the domain quantification. The Si are defined as

I1(θ)S1 = I2(θ)S2 = I3(θ)S3 = I4(θ)S4 = c0(AI sin2(θ) + I0), (6.14)

where c0 is an arbitrary constant. The scaling factor Si is therefore inverse propor-
tional to Vi,abs.

Vi,abs = c0

Si
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Figure 6.5: a) Dependence of the 51V resonance fields on the angle between the polar
axis and the magnetic field (polar angle θ).
b) The absolute intensity of the 51V NMR line corresponding to each
domain (scaled to the same value) versus the polar angle. The scaling
factor yields information about the domain population. Negative polar
angles are used to visibly separate intensity values of lines corresponding
to D3+D4 and the individual D3 and D4 domains within the graph.

The volume fractions therefore calculate as:

Vi = Vi,abs∑
j Vj,abs

= 1/Si∑
j 1/Sj

(6.15)

As seen in Fig. 6.5 b), the volume fractions derived from the scaling factors are:

V (D1) = (45.5± 6.8)%
V (D2) = (20.6± 2.9)%
V (D3) = (15, 7± 2.3)%
V (D4) = (18.1± 2.7)%

Note that this method has a rather large error, as the spectra for D3 and D4 do
not show a large angular range and are overlapping. This method requires a series
of spectra over the whole 180◦ rotation about the [11̄0] axis, which additionally
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introduces an error due to possible misalignment, as the polar angles θ may be
assigned incorrectly. Estimating the error is rather difficult, as it depends on various
properties, such as the scaling error, originating from scaling the intensity curves onto
each other, which is done manually. An error of about 15% is plausible. However,
this result already gives a clear indication that the domain D1 is preferred by the
crystal itself, probably due to geometric reasons.

The single spectrum method
This method utilizes the fact that specific field orientations allow the four domains to
be measured as separate lines without overlap, as seen in Fig. 6.6. With a previously
measured angular dependence of the NMR intensity via the previous method, we can
measure the domain population with a single spectrum. The angular dependence of
Hres, described by a squared sinusoidal function, can be seen in Fig. 6.5 a). The
formula then corresponds to:

HRes(θ) = AH sin2(θ) +Hdiam (6.16)

Eliminating the sin2(θ) in Eq. 6.13, reveals the intensity formula based on resonance
field:

Ii(µ0HRes) = Vi,abs

(
AI

AH
µ0(HRes −Hdiam) + I0

)
(6.17)

In order to utilize this formula, the parameters AI,AH and I0, which are independent
of the investigated domain but are instead material parameters, must be determined
beforehand via the previous method. To do this, the previously measured domain
fractions are inserted into Eq. 6.13. For θ = 0◦, I0 can be directly evaluated via
I0 = Ii(θ = 0◦)/Vi. Then AI follows directly from the amplitude of the intensity
curves given by 6.13, while AH is a fit parameter of the squared sinusoidal capturing
the amplitude of the anisotropy of the hyperfine fields. With all parameters known,
the scalar proportional to the domain volume can be calculated:

Vi,abs = Ii(µ0HRes)
AI
AH

(Hi,Res −Hdiam) + I0
(6.18)

The volume fractions follow directly:

Vi = Vi,abs∑
j Vj,abs

(6.19)

In Fig. 6.6, two of the five spectra out of the dataset in Fig 6.5 a) are shown, where
four different domains are each visible as NMR lines without overlap. The errors
given are the standard deviation of the five different spectra, with an additional
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Figure 6.6: Two exemplary 51V spectra, showing the angular dependence of the NMR
intensity (taken from Fig. 6.4). Without changing the domain popula-
tion via heating and recooling through TJT, different intensity ratios are
observed for the different lines corresponding to the different domains.
The lines corresponding to D1 and D2 switch places for these two spec-
tra, indicating that the NMR intensity is enhanced for lines exposed to
larger lineshifts.

estimated 5% via built up errors from the previous method. Using the center of mass
of the lines as their µ0HRes, the volume fractions follow from Eq. 6.19.

V (D1) = (42.5± 8.8)%
V (D2) = (20.7± 5.5)%
V (D3) = (18, 9± 5.7)%
V (D4) = (17.9± 5.1)%

The resulting volume fractions are in accordance with the previous method, however
a prior measurement of the necessary parameters was needed. This method is not
optimal in general due to errors of the previous method building up. The assignment
of the polar angle for an arbitrary field direction causes an additional error due to
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potential misalignments. When it comes to checking a series of crystals of the same
material, for example when looking for the largest initial D1 population in a single
crystal, this method would be useful though, as the measurement can be performed
quickly due to just one spectrum being recorded.

The 90◦ spectrum method (preferred)
Instead of eliminating all angular dependences via correction calculations, the mea-
surement itself can also be performed in a way, to have all domains under the same
polar angle to begin with. Similar to the already shown "90◦ method" utilizing 71Ga
spectra, the 51V spectra are measured under the same field orientations as the 71Ga
nuclei ([112̄] (D1), [110] (D3+D4) and [112] (D2)). For θ = 90◦, according to Eq.
6.13, the intensity of the NMR line becomes:

Ii(θ = 90◦) = Vi,abs(AI + I0) (6.20)

Therefore, the volume fractions of domain i are calculated as:

Vi = Vi,abs∑
j Vj,abs

= Ii(θ = 90◦)∑
j Ij(θ = 90◦)

AI + I0

AI + I0
= Ii(θ = 90◦)∑

j Ij(θ = 90◦) (6.21)

By measuring the domains under the same conditions, the intensities can be directly
compared with each other. Additionally, no previous determination of the volume
fractions are needed to perform the analysis of the spectra and intensities, since no
parameters other than the raw intensities are used. This increases the accuracy, as
it does not accumulate errors from previous measurements. Due to the equivalence
of D3 and D4 under [11̄0] rotation, only the sum of the two intensities can be ob-
served. In the previous two methods, however, distinguishing the two domains was
possible due to a small misalignment separating the lines sufficiently. This method
is not strongly affected by misalignments, as the line separation also depends on the
anisotropy of the hyperfine coupling. In the case of θ = 90◦ the derivative dHRes/dθ
vanishes, which causes an invariance of HRes for small misalignments, while at arbi-
trary angles, changes inHRes can be large enough to separate the lines if the derivative
and misalignment are sufficiently large. The spectra shown in Fig. 6.7 correspond
to the domains D1, D2 and D3+D4. In this dataset from Fig. 6.5 a), an offset of 5◦
between the shown spectrum for D3+D4 and their 90◦ position is present, which is
adjusted for in the measurements of the next subsection. With the current dataset,
however, the resulting domain population is given by:

V (D1) = (52.0± 5.2)%
V (D2) = (23.7± 2.4)%

V (D3 +D4) = (24.3± 2.4)%
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Figure 6.7: Example of three 51V spectra corresponding to the domain D1, D2 and
D3+D4 measured in the θ = 90◦ position (taken from Fig. 6.4). The
relative intensities are being used to calculate the domain population
directly.

The discrepancy with respect to the previous measurements is rather small when
considering misalignments, angular offsets or accumulating fit errors present in the
methods. For this dataset, the error is assumed to be around 10%. The 90◦ method
has successfully been compared with the two shown 71Ga-based methods and showed
good agreement for the same crystal in the same cooling run as shown in Tab. 6.1.
Therefore the domain population can be reliably measured by NMR, which will be
utilized in the following section, as the GaV4Se8 crystal will be poled by electric and
magnetic fields, while the domain population is monitored via NMR.

Table 6.1: Comparison between the different domain population measurement meth-
ods, based on different nuclei

Domain 71Ga polar axis method 71Ga 90◦ method 51V 90◦ method
D1 28% 27% 27%
D2 17% 21% 21%

D3+D4 55% 52% 52%
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In conclusion, a set of different methods for measuring the population of multiferroic
domains in GaV4Se8 was shown. The preferred method utilizes 51V spectra, taken at
field directions [112̄](D1), [110](D3+D4) and [112](D2), where the relative intensities
of the NMR lines directly correspond to the domain fractions.

6.4 Electric and Magnetic Domain Control

In this subsection, using the "90◦ method" with 51V nuclei, the domain population is
monitored while performing several magnetic and electric poling experiments. The
fact that the magnetic easy axis and the polar axis are identical, makes it possible to
favour one ferroelectric domain via magnetic fields. The domain with its anisotropy
axis parallel to the magnetic field gets favoured in comparison to the other domains.
With electric poling, a domain can either be favoured or unfavoured, based on the
electric field direction. Since there are no inversion domains in GaV4Se8, a suppres-
sion of one domain increases the population of the other three, resulting in a multi
domain state. The resulting domain populations obtained by NMR in these poling
experiments can then be compared with the polarization obtained from pyroelectric
current measurements.
The experiments have been performed by applying electric or magnetic fields along
the anisotropy axes of certain domains while cooling through the Jahn-Teller tran-
sition. At 4.2K, when the domain wall movement is rigid, the NMR measurements
determining the domain population were carried out. The frozen domain wall move-
ment at these temperatures (far away from TJT) is important, since the domain
population must not change under the magnetic fields applied by the NMR setup
itself [95]. The pyroelectric current measurements, used to compare the NMR results
with, were performed afterwards, in a different experimental setup, and therefore
were measured in different cooling runs. Nevertheless, the small noise within the set
of domain population measurements suggests a good reproducability, and the results
are therefore comparable.
The extreme end spectra of the electric poling experiments with electric fields par-
allel to the polar axis of D1 are shown in Fig. 6.8 a). The voltages were chosen to
be rather small, as the crystal is not supposed to undergo an electric breakthrough
event. The y-scaling was chosen in a way, that all spectra in the middle column have
the same area, while the same scaling factor is also used for the left and right column
as well, to show the intensity differences. From the evolution of intensities, a clear
indication is given, that D1 is being enhanced by positive electric fields while the
other domains are suppressed. The more detailed evolution of the domain popula-
tion is shown in Fig. 6.8 b), as a linear increase/decrease is obvious for D1,D2 and
D3+D4. This is to be expected, as the free energy of a ferroelectric material in an
electric field is a linear function of the electric field E [66].
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Chapter 6 Measuring Domain Populations via local Probes of the Order Parameters

From the domain population obtained by NMR, the unitless polarization PUL can be
defined, which is proportional to the bulk polarization by a scaling factor P0.

PNMR = P0PUL = P0[V1 − cos(71◦)(V2 + V3 + V4)] (6.22)

P0 is obtained by comparing pyroelectric current measurements with the equivalent
NMR experiment at zero poling field.
When plotting the two polarizations against each other, using the electric poling
field as a common parameter, one obtains a linear curve, shown in Fig. 6.8c). The
slope, however is not equal to 1, as it would be expected if the same properties are
measured. The geometry of the crystal, especially the contacted surfaces with each
different surface areas cause an inhomogeneous electric field throughout the crystal,
less efficiently poling the outer edges of the crystal. This causes the pyroelectric
current measurement to detect a larger polarization than the NMR experiment, as
NMR measures the whole crystal, including the outer edges. This is illustrated in
Fig. 6.9, where the shape of the crystal and its surfaces are shown.

This interpretation can be checked via magnetic poling experiments. Due to the mag-
netic field being homogeneous, the difference between measuring the whole sample,
or a subsection of it, should not matter, as long as the domains are also distributed
homogeneously, which is a reasonable assumption to make. The sample was therefore
poled with magnetic fields parallel to the polar axis of D1. The corresponding plot
comparing the polarizations obtained by NMR and pyroelectric current is shown
in Fig. 6.10 c). GaV4Se8 shows easy-plane magnetism for small magnetic fields
(H < 3T − 5T ), and becomes an easy-axis magnet for larger fields [96, 97]. There-
fore, the polarizations show large scattering for small fields, within the easy-plane
regime. When considering larger field values only, NMR polarization and the py-
roelectric polarization correspond directly to each other with a slope of 1, further
establishing the accuracy of the measurement technique presented in this thesis.
In Fig. 6.10 a), the evolving spectra for 0T, 5T and 9T magnetic poling field along
the anisotropy axis of D1 are shown for each domain. The resulting volume fractions
are shown in Fig. 6.10 b). The domain population shows a quadratic dependence,
instead of being linear with the poling field, as the free energy is a quadratic function
of H [81], which also causes negative and positive magnetic poling fields to yield the
same result. This quadratic poling efficiency is also visible for the poling experiments
with the magnetic poling field parallel to the polar axis of D2.
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Figure 6.8: a) Table of 51V spectra, under different electric poling fields along the
anisotropy axis of D1. The y-axes are scaled in a way to display the mid-
dle column spectra each with the same area. The reducing/increasing in-
tensity represents the evolution of the domain population. b) The volume
fractions, measured via the "90◦ method", change linearly with the electric
field. c) The resulting polarization obtained by NMR is plotted against
the polarization obtained from pyroelectric current measurements.

The already preferred D1 domain population is only reduced by a small amount when
poling D2, as most of the domain conversion occurs from D3+D4 towards D2, as seen
in Fig. 6.11 b). This suggests that it is harder to depopulate D1 than the other do-
mains, since the poling field has to overcome the previous geometric advantage of
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U

Figure 6.9: Illustration of the measured GaV4Se8 crystal. The pyramidal shape
causes a discrepancy between the estimated polarization by NMR and
the pyroelectric current measurements. NMR measures the whole crys-
tal, including the less efficiently poled side edges, whereas the pyroelectric
current method measures the volume defined by the contacted surfaces.

a D1 population. The resulting unitless polarization PUL is shown in Fig. 6.11 c),
where PUL is projected on the P2 direction. Since there are no electrical contacts
on the (111) surfaces corresponding to D2, which would allow a measurement of the
polarization in this direction via pyroelectric currents, PUL is shown alone. It shows
a quadratic increase in the polarization until it eventually reaches 0 at around 9T,
where D2 is populated enough to cancel out the other three domains.
With these poling experiments and the subsequent continuous conversion from one
type of domain into others, another possibility to check the used quantification
method emerges. If the method, using the NMR intensity of domain specific lines
to obtain the domain population is valid, then the sum of all intensities should be
constant over all experiments, as intensity from one domain is transferred to an-
other. If one domain happens to have a larger intensity than another domain while
being populated equally, either due to relaxation effects or potentially other unknown
processes, the sum of line intensities of all domains would show a bias towards one
domain upon poling, as a higher population on the preferred domain enhances its
NMR intensity disproportionately. The sum of intensities for the three poling experi-
ments is constant within the accuracy of the measurement, excluding major unknown
correction factors that would have been necessary to include:

Electric poling; D1 :
4∑
i=1

Ii = 24.4± 0.4

Magnetic poling; D1 :
4∑
i=1

Ii = 25.2± 0.4

Magnetic poling; D2 :
4∑
i=1

Ii = 24.6± 0.5 (6.23)

The standard deviation is about 1% and no bias towards any domain was observed,
regarding NMR line intensity.
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Figure 6.10: a) Table of 51V spectra under different magnetic poling fields along the
anisotropy axis of D1. The y axes are scaled in a way to display the
middle column spectra each with the same area. The reducing/increas-
ing intensity represents the evolution of the domain population. b) The
volume fractions, measured via the "90◦ method", change quadratically
with the magnetic field. c) The resulting polarization obtained by NMR
is plotted against the polarization obtained from pyroelectric current
measurements.
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In conclusion, a domain quantification technique based on 51V NMR was investigated,
measuring the domain population of multiferroic domains upon applying different
poling electric and magnetic fields. As the poling experiments along the polar axis
of D2 direction shows, the main benefit of this measurement technique, other than
quantifying the domain population itself, is that NMR measurements can be per-
formed without electrical contacts. Crystals without accessable surfaces, or chemical
instability towards certain solvents, could have their (unitless) polarization measured
by NMR, if the necessary criteria are met. The NMR active nuclei in the material
must be distinguishable via local order parameters, such as the magnetization via
the hyperfine coupling or the polarization via the quadrupolar splitting. This rather
broad set of criteria makes this method applicable for a possibly wide range of ferro-
magnets, ferroelectrics or multiferroics.
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Chapter 7

Charge and Spin Distribution over
the V4S4 Cluster

7.1 Electric Field Gradients in GaV4S8

In the previous chapters we showed that the ferroelectric and ferromagnetic order
parameters can be detected via the quadrupolar splitting and the hyperfine shift,
respectively, in GaV4Se8 and GaV4S8. In addition, this also allowed us to determine
the volume fractions of different domains. Here we demonstrate that the full-depth
analysis of the NMR spectra and the quadrupole splitting they exhibit can also
be exploited to determine the electron distribution over the V4S4 clusters in the
ferromagnetic state of GaV4S8. This chapter mainly reflects the content of Prinz-
Zwick et al. [98].

7.1.1 51V Site Identification

In order to investigate the quadrupolar interaction of the 51V sites, it is important
to know the exact orientation of the external magnetic field with respect to the
principle axis of the EFG tensor. As compared to the case of 71Ga, the analysis of
the quadrupolar splitting is more complex due to the following reasons:

1. 51V is not a unique site in the unit cell

2. In the polar rhombohedral state, there are two different 51V sites (the unique
corner of the V4 tetrahedron and the other three basal corners), each charac-
terized by different EFGs

3. the site symmetry is different for the two cases of 71Ga and 51V
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Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

4. the quadrupolar splitting for the 51V nuclei in GaV4S8 is smaller, thus harder
to resolve (which is the reason why spin-echo modulations are used in order to
investigate the quadrupolar interaction)

This requires a detailed measurement of the NMR spectra and the quadrupolar pat-
terns, obtained via spin-echo modulations in T2 decay experiments described in sec-
tion 2.3.2. These spectra and spin-echo modulations are measured as a function of
magnetic field orientation with a [11̄0] field rotation axis, similar to the experiments
shown in Fig. 6.4. The angle θ between the anisotropy axis and the magnetic field

a) b)~H
[11̄0]

[11̄0]

D1 D2

D3 D4

Figure 7.1: a) Orientation of V4 tetrahedra from different domains with respect to
the [11̄0] rotation axis. b) Illustration of the three bottom corners under
the angle θ = 90◦ between the magnetic field and the polar axis. In the
case of D1,D2 (top) and D3,D4 (bottom), the configurations differ from
each other, hinting towards different quadrupolar interactions.

mainly determines the hyperfine shift, therefore lines corresponding to different do-
mains can be on top of each other for certain field directions. For the analysis of
the spin echo-modulations, it is important that the analysed NMR lines consist of
exactly one domain, as different domains subjected to the same hyperfine fields can
have different quadrupolar patterns. This is illustrated in Fig. 7.1 a), where the
four different domains are depicted via representative V4 tetrahedra and a [11̄0] field
rotation axis. The example for a θ = 90◦ orientation for representatives of D1/D2
(top) and D3/D4(bottom) in Fig. 7.1 b) shows the different alignments and possible
different quadrupolar splittings. The threefold symmetry of the basal plane and the
twofold site symmetry suggest that the two configurations are unequal with respect
to the quadrupolar patterns. This is why the spectral analysis must and will be fo-
cused on exactly one domain in order to have a consistent result. In Fig. 7.2 electric
and magnetic field poling has been used to bring the crystal close to a mono-domain
state, to increase the intensity of the observed lines and reduce possible overlaps
with lines of other domains. Using electric and magnetic field poling favouring the
D1 domain, a doubling in intensity has been achieved, speaking for the enhanced
population of the D1 domain. This spectrum has been recorded with the external
magnetic field parallel to the [111] direction, where the hyperfine fields are the small-
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Figure 7.2: 51V spectra corresponding to D1 under electric and magnetic field poling,
achieving a near mono-domain state. The seven lines due to quadrupolar
splitting are well visible, with the central line having the smallest inten-
sity. Due to the magnetic magnetic field being parallel to the [111] axis,
the 51V spectrum overlaps with the spurious 63Cu signal originating from
the pickup coil of the experimental setup. It has no further influence on
the analysis of the 51V spectra.

est, i.e. the NMR line is close to the diamagnetic position 51K = 0. With 51V having
a nuclear spin of 7/2, a total of seven lines are expected for a single spectrum, which
is well observed in this spectrum. The 63Cu line, originating from the copper coil
around the sample, unfortunately overlaps with the 51V spectrum, being located near
the central line. Poling the crystal into a mono-domain state helped to reduce the
relative intensity of the parasitic line, but it is not possible to suppress the line to a
non visible degree without replacing the copper coil with silver (which was done in
later experiments). The 63Cu line is independent of the orientation of the magnetic
field, which means that it will not interrupt any other measurements as soon as we
rotate the magnetic field away from the [111] axis. Changing the frequency to a
higher value would, in principle, be an option to separate the two lines, but this is
not possible due to technical limitations as we already reach the maximal field of the
magnet (9-9.5T) at larger θ angles for this frequency (ν = 72.7MHz).
Measurements of the spin-echo modulation will not be influenced by this copper line,
since no quadrupolar patterns can arise from elementary copper due to the cubic fcc
crystal structure and the subsequent absence of electric field gradients.
In the polar rhombohedral phase, there are two different 51V sites with different site
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Figure 7.3: Left: 51V spectrum for ~H ‖ [111], where only one type of quadrupolar
splitting is observed.
Right: Spectrum after rotation shows inequivalent splittings, leading to
the conclusion that the NMR lines originate from base triangle of the
elongated V4 tetrahedron.

symmetries. The unique corner (U site) shows a threefold symmetry, as the bottom
corner sites (A/B/C sites) only show a twofold site symmetry, each rotated by 120◦
with respect to each other. At arbitrary field directions, this can cause differences
in quadrupolar splitting for the bottom A/B/C sites, although being crystallograph-
ically equivalent. For magnetic fields parallel to the [111] direction though, they
are equivalent. Due to the unequal crystallographic positions, different EFGs are
expected for the U site and the A/B/C sites. Which sites are probed by the NMR
experiments can be determined by comparing two spectra at different field directions.
Two spectra are shown in Fig. 7.3, where the shape of the 51V lines is observed un-
der field rotation about the [11̄0] axis. In the spectrum in the left panel, the field
direction is parallel to the polar axis of the investigated domain (D1). Since seven
lines in total are expected for a 51V nucleus and are in fact observed, only one type
of 51V site is being measured in this very spectrum. An overlap of all four sites is
unlikely, since the EFGs of the U site and the bottom sites are different and would
cause 14 lines in total to be observed. Therefore, the spectrum either probes the U
site alone or the A/B/C sites of the vanadium tetrahedron. If the spectrum on the
left hand side corresponded to the U site, then a rotation of the magnetic field would
result in an increasing or decreasing splitting of the quadrupolar satellite lines. But
the spectrum in the right panel of Fig. 7.3 shows a separation into two branches, one
with converging and one with diverging satellites, which reveals that the 51V sites
being investigated here are the A, B and C sites of the V4 unit.
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Therefore, spectra which belong to the U site have not been observed yet. There are
several possible reasons for this.

• The line of the U site is out of the range of the magnet due to much stronger
internal fields

• A fast T2 relaxation rate would cause the line to vanish

• The EFG is too small to produce a line splitting and the unique corner signal
is hidden within the lines of the bottom corners

• A very long T1 relaxation time would reduce the ability of the nucleus to relax
back after a pulse sequence, and would therefore disappear after consecutive
pulses

• The line shows no strong anisotropy, and is hidden under a stationary line,
produced by either an artifact nucleus or one of the Ga isotopes

More than one of these reasons can occur simultaneously, making it hard to predict
the actual reason for the non-observation. So from now on, the focus will be on the
three bottom corner sites.

From Fig. 7.3, it is apparent that the quadrupolar patterns can be studied well by
measuring the full angular dependence of the splitting. For small splittings, however,
the individual satellite lines are not resolved (see B/C sites in the right panel of
Fig. 7.3). Therefore, the property being measured for determining the quadrupolar
interaction is the spin-echo modulation frequency in the T2 decay, which has a higher
resolution, since the resolution is only limited by the usable pulse widths and is
independent of natural line widths.

In conclusion, it was determined that the observed NMR nuclei in the V4S4 cluster
are the three bottom sites of the elongated V4 tetrahedron. This was determined by
the specific angular dependence of the spectra, which are consistent with quadrupolar
satellites originating from the three base sites.

7.1.2 Angular Dependence of quadrupolar Spin-Echo
Modulations

In this subsection, the measurement and discussion of the angular dependence of
the spin-echo modulations, obtained from T2 decay measurements, will be presented.
These spin-echo modulations give detailed information about the quadrupolar split-
ting without the need for resolving individual satellite lines, which is especially useful
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for small splittings. The spin-echo modulation frequency a is correlates linearly with
the field difference due to quadrupolar splitting:

a = 3πeQ
2hI(2I − 1)

〈
~H
∣∣∣Vij

∣∣∣ ~H〉
|H|2

=
51γ

π
∆HQ

〈
~H
∣∣∣Vij

∣∣∣ ~H〉
|H|2

(7.1)

In the experiment, a rotation about a [110] axis separates the three bottom corners
into two distinct sites, which are only equal for ~H ‖ [111]. The two sites connected
by the rotation axis are the B/C site, while the opposing corner is the A site. In Fig.
7.4, the splitting into two quadrupolar branches can be seen locally, via the different
quadrupolar splittings illustrated by the different Θ1 and Θ2 angles upon rotation.

Θ1

Θ1

Θ2

A

B

C

Figure 7.4: Splitting of the base triangle into two branches due to rotation around
a [110] axis. The different angles Θ1 and Θ2 represent their different
quadrupolar patterns expected in arbitrary rotation angles. Θ loosely
describes the orientation of the EFG to the external magnetic field µ0H

A waterfall plot of the 51V spectra under field rotation is shown in Fig. 7.5, where
the field axes µ0H of the spectra are shifted to have the same resonance field as
the spectra with ~H ‖ [111], neglecting the hyperfine shifts for the purpose of spectra
comparison. These spectra are the basis for the spin-echo modulation measurements,
discussed in the following.
At first, it is important to see, how the modulation frequency in the T2 decay looks
like for the different satellites in the [111] orientation. Fig. 7.6 shows, that the oscil-
lation frequency is the same for all of the seven lines (the center line and the three
pairs of satellites) within the experimental error. Please recall that the three 51V
nuclei at the base triangle have identical NMR spectra for this field orientation. This
is an important consequence to the analysis of the angular dependent measurements.
If two distinct peaks, observed in a field-swept spectrum recorded at arbitrary orien-
tation of the external field, are characterized by different oscillation frequencies, then
they must originate from non-equivalent 51V sites. For a [11̄0] field rotation axis, the
sites B and C stay equivalent, while the A site would exhibit different quadrupolar
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Figure 7.5: Angular dependence of 51V spectra under field rotation about the [11̄0]
axis. The hyperfine shifts are neglected in this plot, shifting all spectra to
the same resonance field as for ~H ‖ [111]. The A and B/C sites each ex-
hibit different quadrupolar splitting and slightly different hyperfine fields.

splitting throughout the field rotations. However, a field rotation about other axes
(for example the [112̄] axis) would result in three different quadrupolar splittings
for the A, B and C site. Recording these spin-echo modulation measurements for
most of the satellite lines during a 180◦ rotation yields the angular dependence of
the quadrupolar oscillation frequency for the A- and B/C sites.
A series of example oscillations are shown in Fig. 7.7, where T2 decay curves are
displayed under different field orientations, showing a variety of frequencies and am-
plitudes. The panels a) and b) each show the T2 decays for the A and B/C sites,
respectively, where the magnetic field points along the [112̄] (φ = 90◦) direction. The
amplitudes are comparable, whereas the frequencies differ by a factor of 10. In panel
c) an overlap between the A and B/C sites is shown, each having similar frequencies.
The fitting was performed manually, meaning the parameters of the formula were
adjusted manually until satisfactory accordance with the experiment was reached.
This was done in order extract only the oscillation coming from the dominant site
alone. Panel d) shows one of the cases, where the oscillation frequency was very slow
and had a small amplitude, making the fitting process rather inaccurate. Although
a bump in the curve is visible, corresponding to a maximum in the oscillation, a full
period is not observed in the data. Slower oscillations are not included in the final
dataset. From the comparison between panel e) and a), it is clear that there is a
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Figure 7.6: Left: Oscillation frequencies for the satellite lines in ~H ‖ [111] config-
uration. Assuming a 3% error in the fitting/measurement process, all
satellite lines have the same frequency within the accuracy of the exper-
iment.
Right: Example of a T2 decay measurement, which yields the oscillation
frequency of the spin-echo modulation. The T2-decay curve for the center
line is shown.

large range of amplitudes of the oscillations which are independent of the frequency
and site. The largest observed amplitude is shown in panel f).

In Fig. 7.8 a), all obtained oscillation frequencies are plotted versus the rotation angle
φ. Since the fitted values for oscillation frequencies are positive by definition, all of
the plotted frequency values are positive. In principle, the oscillation frequency a as
shown in Eq. 7.1 can have negative values based on the field direction and the EFG
tensor. This is taken into account by changing the sign of the frequency values after
the graph passes through the x axis at an angle. This reveals a waveform pattern
for the oscillation frequency, shown in Fig. 7.8 b). Note that the two branches
corresponding to the A and the B/C sites are well visible, however not yet assigned
to the respective sites.
At around φ = 50◦ to φ = 70◦, the quadrupolar interaction becomes rather weak,
resulting in slow oscillation frequencies. The fitting for these oscillations is very
difficult, as shown in Fig. 7.7 d), which causes the large scattering in Fig. 7.8 a).
The frequencies obtained from satellite lines of the same site have been averaged to
obtain a single data point for each site, which results in the graph shown in Fig.
7.8b). Fits with high potential errors are removed from the dataset, leaving a short
angular window behind, without any data points between φ = 50◦ and φ = 70◦.

The two different branches originating from the two different A and B/C sites are
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Figure 7.7: Examples for T2 decay curves showing quadrupolar oscillations. Pan-
els a)-b) show the curves corresponding to the A and B/C sites for the
φ = 90◦ spectra. c) and d) shows examples of where the fitting was not
optimal. e) and f) show the strongest differences in amplitude over the
180◦ range.
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Figure 7.8: Left: Raw data of all oscillation frequencies obtained from all T2 measure-
ments over the 180◦ rotation. By definition, all frequencies are positive,
hence non differentiable points on the y = 0 axis are treated as zero cross-
ings, and one side of the curves is reflected at the y = 0 axis.
Right: Reflected data points have been assigned to negative values, and
the axis and corner sites have been identified by their individual curves.
Data points from measurements, that could not be sufficiently fitted, have
been omitted.

distinguishable via their orientation with respect to the rotation axis of the magnetic
field. Since the mirror plane of the A site is within the field rotation plane, it spans
the largest variation of angles between the external field and the EFG basis, when
considering two eigenvectors of the EFG to be within the mirror plane. This results
in a larger amplitude when considering spin-echo modulation frequencies, therefore
the curve shown in 7.8 b) using purple square symbols corresponds to the A site, the
other one to the B/C site.
Since only two branches appeared, this is an additional indication, that in fact, only
the three bottom sites of the V4 cluster are being observed by NMR, and no signal
is observed from the 51V nucleus of the unique corner of the distorted tetrahedron.
In addition to the oscillation frequency, one can obtain the actual values for the
T2 relaxation as one parameter of the fit. Since the value of T2 can depend on
the satellite line being observed, it is crucial, when comparing T2 values between
different angles, to always use the same line type. Therefore the center line of the
A site has been used as the reference line, since it is rather easy to identify, as the
quadrupolar splitting has the largest amplitude. Therefore one can find the center
line position by taking the half distance between the outermost satellites. In Fig. 7.9,
the angular dependence of T2 is shown for the A site center line. The relatively large
scattering is explained by the complicated form of the T2 decay, exhibiting strong
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0◦, 180◦), with a minimum at θ = 90◦. Larger 1/T2 relaxation rates reduce
the NMR intensity.

oscillations. In the fitting process, the main focus is on the oscillation frequency,
while differences in T2 only play a minor role. False assignments of the center line
of the A site are also possible in some spectra, also explaining the relatively large
scattering. Nevertheless, a clear pattern is visible, which appears to have a similar
sin2 θ shape as the angular dependence of the resonance field. T2 has its shortest
value, meaning the fastest relaxation rate, when the magnetic field is parallel to the
[111] axis. The larger the internal fields, the slower the T2 relaxation becomes due to
a yet unknown mechanism. This is a good explanation for the angular dependence
of the spin-echo intensity, shown in section 6.3 in the case of GaV4Se8.

In conclusion the angular dependence of spin-echo modulations were recorded for the
A and B/C sites. The oscillation frequency is a linear function of the quadrupolar
splitting, and therefore provides information about the EFG, which will be deter-
mined in the following section.
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7.1.3 Analysis of the Local Electric Field Gradients

In case we know the elements of the EFG tensor, we can calculate the expected
oscillation frequency for a given magnetic field direction using Eq. 2.84. Conversely,
if the quadrupolar splitting is determined as a function of the field orientation, one
may be able to determine the EFG tensor based on NMR data. Since the local
surroundings of the three V sites at the regular triangular base of the distorted V4
tetrahedron are more complex than for Ga, the site symmetry is lower with merely one
mirror plane per site. Correspondingly, an axial symmetric EFG may not properly
describe these three sites. In order to reconstruct the EFG from the measured spin-
echo modulations, it is important to determine the minimum number of independent
elements in the EFG tensor. First, we enter the local coordinate system, instead of
the crystallographic coordinates.

~x = 1√
2

 1
−1
0

 ~y = 1√
6

 1
1
−2

 ~y = 1√
3

1
1
1

 (7.2)

The rotation axis of the magnetic field in the previous experiment, and the normal
vector of the mirror plane is the new ~x axis. The ~z axis is the polar [111] axis, while
the ~y axis points from the A site towards the ~x axis. This coordinate system will be
referred to as the natural base.
The form of the EFG tensor, i.e. is dictated by the site symmetry at the correspond-
ing nucleus. Explicitly having a mirror plane perpendicular to ~x, and the three sites
having the same EFG but rotated by 120◦. For the crystal being mirrored by the
(1, 0, 0) plane (natural base coordinate system), the EFG must therefore be invariant
under a mirror operation:−1 0 0

0 1 0
0 0 1


Vxx Vxy Vxz
Vxy Vyy Vyz
Vxz Vyz Vzz


−1 0 0

0 1 0
0 0 1

 =

 Vxx −Vxy −Vxz
−Vxy Vyy Vyz
−Vxz Vyz Vzz

 !=

Vxx Vxy Vxz
Vxy Vyy Vyz
Vxz Vyz Vzz

 (7.3)

⇒ Vxy = Vxz = Vyx = Vzx = 0 (7.4)

And therefore the shape of the EFG in the natural base becomes:

Vij =

Ṽxx 0 0
0 Vyy Vyz
0 Vyz Vzz

 (7.5)
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While Ṽxx is the first eigenvalue. One of its eigenvectors is therefore given by ~Ex =
(1, 0, 0).
When written in its eigenbase, the EFG becomes diagonal:

1 y1 z1
0 y2 z2
0 y3 z3


−1Ṽxx 0 0

0 Vyy Vyz
0 Vyz Vzz


1 y1 z1

0 y2 z2
0 y3 z3

 =

Ṽxx 0 0
0 Ṽyy 0
0 0 Ṽzz

 (7.6)

The tilde indicates that these are the actual eigenvalues of the EFG instead of matrix
elements. The eigenvectors of the EFG make up a orthonormal base, and with
~Ex = (1, 0, 0) already known, the remaining two eigenvectors must be within the
mirror plane perpendicular to ~Ex. The eigenvectors ~Ey and ~Ez would not necessarily
be parallel to the y and z axes, but instead span an angle α with them.
This reduces the amount of parameters, since the whole basis system can be described
by a single angle α. 1 0 0

0 cos(α) − sin(α)
0 sin(α) cos(α)


y1
y2
y3

 =

0
1
0


1 0 0

0 cos(α) − sin(α)
0 sin(α) cos(α)


z1
z2
z3

 =

0
0
1

 (7.7)

Since the basis of the EFG can easily be described by one parameter α, the number
of free parameters so far is 4, with one value for each eigenvalue Ṽxx,Ṽyy and Ṽzz and
α defining its base. The diagonal form of the EFG, however, can be written in a more
simplified way, by including the Laplace law ∆V = 0 and introducing the asymmetry
parameter η for the EFG:

η = Ṽxx − Ṽyy

Ṽzz
(7.8)

Ṽxx 0 0
0 Ṽyy 0
0 0 Ṽzz

 =

−Ṽzz(1− η)/2 0 0
0 −Ṽzz(1 + η)/2 0
0 0 Ṽzz

 (7.9)

The local EFG can therefore be described by three parameters, the basis rotation
angle α, the largest eigenvalue Ṽzz and the asymmetry parameter η. Using these
free parameters, the angular dependence of the spin-echo modulation needs to be
reproduced for the A and B/C vanadium sites.
In order to do so, a program using the Python language has been written which
performs an algorithm, explained in the following.
In order to perform a field rotation, a rotation matrix about the x axis with rotation
angle φ is created, which is then multiplied onto the starting vector [111] of the

91



Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

field rotation process. The EFG in its diagonal form is set up by using the initial
parameters η and Ṽzz according to Eq. 7.9. With an initial value for α, the assumed
eigenvectors ~Ey and ~Ez are calculated by rotating the y and z axis about the x axis
by α, according to Eq. 7.7. They are called "assumed" since the α parameter will be
refined over the iterations, until the basis is correct.
Using these eigenvectors, the diagonal form of the EFG is being transformed into the
natural base, which results in an EFG as seen in Eq. 7.5. In order to do so, the basis
transformation matrix Aij is calculated:1 y1 z1

0 y2 z2
0 y3 z3


A11 A12 A13
A21 A22 A23
A31 A32 A33

 =

1 0 0
0 1 0
0 0 1

 (7.10)

With this transformation matrix, multiplying it onto the diagonal form yields the
EFG in the natural base.

Vij =

Ṽxx 0 0
0 Vyy Vyz
0 Vyz Vzz

 =

=

A11 A12 A13
A21 A22 A23
A31 A32 A33


−1−Ṽzz(1− η)/2 0 0

0 −Ṽzz(1 + η)/2 0
0 0 Ṽzz


A11 A12 A13
A21 A22 A23
A31 A32 A33


(7.11)

The quadrupolar interaction or the spin-echo modulation frequency can now be cal-
culated using the formula given by Eq. 7.1, for magnetic field directions written in
the natural base.
Once we calculate the EFG tensor for one of the three 51V sites of the regular base tri-
angle, the EFG tensor of the other sites can be obtained via the rotation of the tensor
by ±120◦. Equivalently, the magnetic field can be rotated by 120◦ as the orientation
of the field rotation axis ~Arot defines the A, B and C sites to begin with.

~Hrot,B/C =

cos(120◦) − sin(120◦) 0
sin(120◦) cos(120◦) 0

0 0 1

 ~Hrot,A (7.12)

After adjusting the initial parameters, an optimal EFG best reproducing the measure-
ment data is obtained. Before the experiments, carried out in the previous section, a
calculation of the local EFG has been performed by Pavel Marton [90] using density
functional theory (DFT). The local EFGs for the base vanadium sites according to
DFT are (in crystallographic base):

Vij =

 17.6 12.25 12.25
12.25 −8.8 −7.2
12.25 −7.2 −8.8

 V

Å2 (7.13)
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Figure 7.10: Angular dependence of the measured (symbols) and calculated (line)
spin-echo modulation frequencies for an EFG obtained by DFT (left) and
a fit (right). The EFG parameters Vzz, eta and the angle α between the
y and z axes and the eigenvectors of the EFG tensor are each displayed
in the top of the panel.

And in the natural base:

Vij =

−1.62 0 0
0 −9.94 21.67
0 21.67 11.56

 V

Å2 (7.14)

The EFG which has been obtained by fitting the calculated curve onto the experi-
mental data using the free parameters, is given by (natural base):

Vij =

−0.65 0 0
0 −16.18 19.67
0 19.67 16.83

 V

Å2 (7.15)

The corresponding calculated spin-echo modulations for the ab initio and the fit are
compared with the experimental values in Fig. 7.10.

In conclusion, the EFG tensor for the A, B and C site was determined based on fitting
the previous measurements of the spin echo modulations in 51V NMR via parameters
corresponding to the matrix elements of the EFG. The ab initio DFT calculation and
the experimentally determined EFG are in good agreement.
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Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

7.2 Hyperfine Coupling in GaV4S8

The NMR lineshift is a very useful tool for measuring the internal fields, produced by
the magnetism of d electrons. Depending on the investigated sites and the location
of the magnetic ions, the observed hyperfine fields can either be positive or negative.
For a positive hyperfine coupling, the internal and the applied magnetic fields are co-
aligned, and the necessary resonance field is reduced. A negative hyperfine coupling
has these fields oriented antiparallel, which increases the resonance field with respect
to its diamagnetic position. The sign and the strength of the hyperfine field depends
on the magnetic moment of the magnetic ions, the location of the investigated nu-
clear site and the direction of the magnetic field. In the following, a series of NMR
experiments will be shown, where a rotation of the applied magnetic field induces
a rotation of the (electronic) magnetization, creating anisotropic hyperfine fields at
the nucleus, which will be used to reconstruct the electronic distribution within the
V4S4 cluster in GaV4S8.

7.2.1 51V NMR Spectra under Different Field Rotation Planes

In section 6.3, 51V spectra recorded under a magnetic field rotation about the [11̄0]
axis have already been analysed to quantify domain populations in GaV4Se8. The
anisotropy of the hyperfine field in GaV4S8 shows nearly identical behaviour, which
means that the electronic distribution within the V4Se4/S4 clusters are very similar.
With the additional site specific EFG measurement for GaV4S8 described in section
7.1, we gain information about the differences in internal fields for each of the V
sites, that become inequivalent upon field rotation. Similarly to the EFG tensor, the
hyperfine coupling tensor is also related by a 120◦ rotation between the A, B and C
sites. Therefore, under arbitrary field orientations, the hyperfine fields for the three
sites would be different, although these differences are small compared with the over-
all amplitude of the anisotropy of the hyperfine field. In Fig. 7.11, the 51V spectra
are shown under a field rotation about the [11̄0] axis, together with their respective
resonance fields. Only the lines corresponding to the domain D1 are shown here, as
the crystal was poled to prefer this domain in order to suppress possible overlaps
with the lines originating from other domains. Despite the poling, the sample was
not turned to the perfect mono-domain state and lines corresponding to other do-
mains appear at φ ≈ 60◦. The spectrum at φ = 55◦ was inconclusive regarding the
observed line due to overlaps and is not included in the resonance field graph, since
no resonance field (or quadrupolar oscillation frequency) could be uniquely extracted.
Note that the shape of the spectra does not stay constant under rotation due to the
change in quadrupolar interaction as well as the inequivalence of the anisotropy of
the hyperfine coupling for the A and B/C sites. The different resonance field curves
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Figure 7.11: Left: 51V spectra under [11̄0] field rotation. The normalized spectra
are stacked on top of each other in a way, to have the y position of the
spectra be equal to field rotation angle it was measured under.
Right: Resonance fields of the corner and axis sites versus rotation angle.
The position φ = 0◦ corresponds to the [111] field orientation.

for the A and the B/C sites intersect at around 60-70◦, which is an important fea-
ture, as it yields information about the hyperfine coupling in the base triangle of the
V4S4 cluster(see chapter 7.2.5). Due to the three-fold symmetry of the V4S4 cluster,
a field rotation about the [11̄0] axis will yield the same resonance field curve as the
[011̄] and [101̄] rotations. In order to determine the detailed angular dependence of
the hyperfine coupling, different field rotation planes need to be measured as well.
Therefore the spectra for a field rotation about the [112̄] axis are shown in Fig. 7.14.
Since all three 51V sites contribute to the NMR spectrum observed upon rotation of
the magnetic field in the (112̄) plane, the nomenclature, which extends the former
A, B and C sites, will be established first by analysing the spectra recorded in the
(111) plane.
In Fig. 7.12 51V spectra are shown, measured in 30◦ steps. The spectra repeat with
a period of 60◦ upon field rotation, as expected from the threefold symmetry of the
cluster. The out-of-plane anisotropy of the hyperfine coupling is very strong, having
an amplitude of around 2.7T. In contrast, the amplitude of the in-plane anisotropy
is found rather small, 0.04T, when rotating the magnetic field in the (111) plane. It
is determined by the difference between the spectra with ~H ‖ [11̄0] and ~H ‖ [112̄].
Spectra recorded at φ angles, different by n60◦, should be identical in the case of no
misalignment. Due to the large out-of-plane anisotropy, even small misalignments
would show up in a large shift of these spectra relative to each another. This effect
seems to be very small in this case, as the lines seen in Fig. 7.12 do not deviate very
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Figure 7.12: 51V spectra under [111] field rotation. The negligible shift of the spectra
upon rotation by each 60◦ with respect to the vertical black line indicates
the absence of misalignments.

much from the vertical guide line. This confirms that the crystal is well oriented.
Since the spectra repeat after a 60◦ rotation, it is enough to measure a 30◦ patch in
more detail, starting from a [112̄] field direction and rotating to a [11̄0] direction. On
the left panel of Fig. 7.13 this 30◦ patch is shown as individual spectra recorded in
∆φ = 2◦ steps. Lines from a less populated domain can be seen moving inwards from
lower fields, and eventually overlapping with the investigated domain (D1) when the
field is parallel to the [11̄0] direction. Note that a [11̄0] type direction was used
previously to measure the domain fraction of the overlapping D3 and D4 domains.
In this case though, the overlapping lines correspond to the domains D1 and one of
the other three, as continuous rotation would go through the remaining domains one
by one, each overlapping with the line corresponding to D1. Also with this setup,
one can measure the domain population by switching through the different [11̄0] type
positions and compare the intensities of the overlapped and undisturbed D1 line.
More importantly, the three 51V sites are inequivalent in between the two high sym-
metry directions [112̄] and [11̄0]. Starting from the [112̄] direction, where there are
two equivalent 51V lines (prev. B/C site) corresponding to the left peak, the line
splits and one of the two lines gradually moves towards the A site. This site is
referred to as the B site, with the remaining site being called C site. Due to the
increasing quadrupolar interaction, the B site line increases its width and eventually
starts showing satellites when reaching the [11̄0] direction. It then becomes equiva-
lent with the A site as they overlap. For an illustration showing the different sites,
see the right panel of Fig. 7.13.
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Figure 7.13: Left: 51V spectra under [111] field rotation. Starting from the [112̄]
orientation (φ = 0◦), one of lines corresponding to the previously equiv-
alent B/C sites moves towards the A-site line, and becomes equivalent
with it at the [11̄0] direction.
Right: Resonance fields of the three bottom 51V sites, and a sketch of
the 30◦ field rotation.

When tracking the resonance fields for each site through the 30◦ field rotation, one
obtains a Z-shaped curve, where the two high symmetry positions are the only ones
with two sites being equivalent, hence three lines are visible the intermediate angular
range. For rotation planes containing the [111] direction, this inequivalence of the
sites gradually gets weaker when approaching the [111] direction during rotation,
since the projection of the field direction onto the base plane approaches zero. For
the field rotation about the [112̄] axis, the anisotropy of the hyperfine coupling is
again dominated by the out-of-plane anisotropy, while the in-plane anisotropy plays
a minor role. The line identification is not as straightforward as in the [11̄0] rotation,
since a measurement of the quadrupolar oscillations on each rotation angle has not
been performed due to large time investments involved. Additionally, due to another
domain interfering close to the φ =90◦ position, the quadrupolar oscillations may
not be uniquely assignable. However, for the φ =90◦ position, the sites are identified
from the [111] rotation experiment, and for some angles around it, the lines can be
traced.
Based on the resonances followed upon field rotation in seven planes, the three 〈11̄0〉-
type planes, the three 〈112̄〉 -type planes and the (111) plane, one can obtain a 3D
resonance field surface plot, which gives a vivid overview of the shape of the hyperfine
coupling tensor. The resulting spherical colourplot represents the resonance field as
a function of the orientation of the external field at 72.7MHz. Each site would have
its own sphere, which is rotated by 120◦ with respect to the others. When linearly

97



Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

6.5 7.0 7.5 8.0 8.5 9.0
0

30

60

90

120

150

180

0 30 60 90 120 150 180 210
6.0

6.5

7.0

7.5

8.0

8.5

9.0

9.5
R

ot
at

io
n 

an
gl

e 
(°

)

Resonance field 0H (T)

72.7 MHz
51V
4.2K

R
es

on
an

ce
 fi

el
d 

0H
 (T

) A site
 B site
 C site

Rotation angle  (°)

Figure 7.14: Left: 51V spectra under [112̄] field rotation. The normalized spectra are
stacked on top of each other in a way, to have the y position of the
spectra be equal to field rotation angle it was measured under.
Right: Resonance fields of the A, B and C sites versus rotation angle.
The position φ = 0◦ corresponds to the [111] field orientation.

extrapolating between the different field rotation planes 30◦ apart from another, one
gets the resonance field map seen in Fig. 7.15a. The sharp or non-smooth transitions
between the slices come from different offset values between the [11̄0] and the [112̄]
rotation experiments. The anisotropy of the hyperfine tensor has its largest derivative
at a polar angle around θ = 45◦, which means that small deviations in angle between
the two types of field rotation planes would be best visible in this regime, causing a
φ = 60◦ periodic waving in the colourplot. The in-plane anisotropy is non-zero, so
even though exaggerated by an offset originating from incorrectly assigned [111] field
directions, such a modulation of the hyperfine field is expected. The version using
the corrected 0◦ positions is shown in Fig. 7.15b. It was corrected for by using a
dataset produced by the fitted hyperfine coupling tensor, shown in the following.

This plotted 3D sphere is a representation of the hyperfine coupling matrix AHf .
When fitting the measured resonance field curves via the internal fields described by
the hyperfine coupling tensor, the matrix elements can be extracted:

Hint = AHf
~H

| ~H|
(7.16)

For each field direction in the rotation experiments, the internal field can be cal-
culated for a set of matrix elements, which are then optimized to fit the data, as
described in section 7.2.3. The resulting hyperfine coupling matrix is then given
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7.2 Hyperfine Coupling in GaV4S8

Figure 7.15: a) 3D representation of the resonance fields for the A site (or B or C
site, when rotated by 120◦). The spike like features are due to offsets
between the [11̄0] and the [112̄] rotation experiments. b) Correcting for
the offsets by plotting the resonance fields produced by the hyperfine
coupling tensor smooths out the picture, and yields a representation of
the hyperfine coupling tensor.

by:

AHf =

−2.55 0 0
0 −2.66 −0.03
0 −0.03 0.09

T (7.17)

Similarly to the EFG, the hyperfine coupling matrix obeys the local site symmetry,
showing an invariance by mirror plane reflection of the yz plane.

The comparison with the quadrupolar interaction also provides an additional possi-
bility for checking the validity of the hyperfine coupling tensor. With the previously
established EFGs, either via ab initio [90] or fitting of the quadrupolar oscillation
measurements, the interaction with the quadrupolar moment of the nucleus contains
a magnetic field direction. Previously, the direction of the external magnetic field
was used in the analysis of the quadrupolar interaction, however the sum of the ex-
ternal and internal field is in fact the relevant field for the quadrupolar interaction,
as described in Eq. 7.1. Therefore, the hyperfine coupling can be used to improve
the previous analysis, now involving the hyperfine fields:

~Htot = ~Hext +AHf
~Hext

| ~Hext|
(7.18)

In Fig. 7.16 a) and b), the previous and the internal field corrected simulations of
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Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

the quadrupolar oscillation curves are shown, using the EFG obtained by DFT. A
substantial improvement is observed, indicating that the the strong internal fields are
indeed influencing the quadrupolar interaction. In Fig. 7.16 c) and d), the quadrupo-
lar oscillation curves using the fitted EFG are shown, without and with internal field
correction, which reveals a almost perfect accordance with the experiment. This is
strong evidence for the correctness of the determined hyperfine coupling tensor, as
well as the EFG.

In conclusion, the 51V spectra were recorded for different field rotation axes, namely
the [11̄0], [112̄] and [111]. From these spectra, the angular dependences of the hy-
perfine shifts are determined, which are displayed as the hyperfine coupling matrix.
For each field direction, the internal field can therefore be determined, which further
improved the previous fit of the angular dependence of the quadrupolar interaction.
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Figure 7.16: a) and c): Measured (scatter) and simulated(solid) spin-echo modulation
frequencies for the EFGs obtained by DFT (a) and fitting (b). The
chosen direction of the magnetic field in the simulations was the applied
external field direction. b) and d) Simulations for EFGs obtained by
DFT (b) and fitting (d), where the direction of the magnetic field was
modified to ~Htot = ~HRes + ~Hint

7.2.2 Origins of Hyperfine Fields in GaV4S8

The possible contributions to the hyperfine fields are given by the dipole field induced
by the spin and orbital angular momenta of the d electrons and the Fermi contact
term, originating from polarized s orbitals, as discussed in section 2.2.1. The Fermi
contact part of the hyperfine field is isotropic and is a measure of the spin density
at the nucleus [99]. The dipole contribution of the hyperfine field is anisotropic, and
responsible for the observed anisotropy of the hyperfine coupling. The spin contri-
bution dominates over the orbital one, and the latter can be neglected due to several
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Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

reasons. First, the magnetic properties of GaV4S(e)8 can be well approximated by
a spin 1

2 only model [70], though orbital contributions are manifested e.g. via the
anisotropies of the susceptibility and the g tensor [100].
Second, due to the Jahn-Teller instability, the uppermost partially filled t2 cluster
orbital state is split into a low-lying singlet, hosting the single unpaired d electron
of the V4S4 unit and an unoccupied doublet. This occupation of an orbital singlet
causes a quenching of orbital momentum, and hence no contribution from the orbital
term. Therefore, only the dipole fields due to spin distribution over the V4S4 clus-
ter and contact interactions are considered in the following, while dipole fields from
neighbouring V4 units are neglected due to large inter-cluster distances [101,102].

7.2.3 Simulating Hyperfine Fields in GaV4S8

In GaV4S8, the main contribution to the internal fields can be attributed to the
spin density on a given V4S4 cluster and the contact interaction, while dipole fields
originating from neighbouring clusters only play a minor role [101]. As described in
section 2.2.1, the internal field He is given by:

~He = −2µBµ0

4π

(
− ~s

|~r − ~r0|3
+ ~r(~r · ~s)
|~r − ~r0|5

+ 8
3π~sδ(r − r0)

)
(7.19)

The nucleus is at the position ~r0, and the electron, producing a magnetic dipole field,
resides at ~r. For an arbitrary spin distribution over the cluster, the nucleus will
be exposed to a magnetic field originating from the dipole field of the distribution,
obtained by integrating the dipole fields in Eq. 7.19, weighted by the spatial spin
distribution over the cluster.

He,i(~r0) = −2µBµ0

4π

∫
p(~r) ·

(
− si

|~r − ~r0|3
+ risαrα
|~r − ~r0|5

)
dr3 (7.20)

Instead of performing the integral analytically, the internal field is being calculated
numerically, using finite volume elements ∆V .

~He = −2µBµ0

4π
∑Pi

V

(
− ~si
|~r − ~r0|3

+ ~ri|~ri · ~si|
|~r − ~r0|5

)
∆V (7.21)

The sum is performed for all cubic volumes ∆V around all ~ri with nonzero probabil-
ities Pi of the electron residing in the volume ∆V . The volumes around ~ri and ~rj do
not overlap for i 6= j, instead the whole 3D space is tiled seamlessly in a cubic grid.
For a single point-like electron, this will just yield the point dipole field of an electron
at the position ~ri. While a continuous distribution of electron locations instead gives
a weighted sum of dipole field contributions.
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Figure 7.17: Resonance condition with the resonance field ~Hext and the internal field
~Hint adding up to the total field | ~Htot| = ωL/

51γ. The law of cosines
yields: | ~Htot|2 = | ~Hext|2 + | ~Hint|2 − 2 cos(β)| ~Hext|| ~Hint|

In the limit of dV → 0, the continuous distribution is mapped out perfectly, when
computing the hyperfine fields, however, a finite resolution is chosen for computa-
tion. Given an electronic distribution via the wavefunction Ψe, one could calculate
the internal field produced by the electronic dipole moment by performing the sum
with the probability density P (~r) = |Ψe|2.Depending on the resulting internal field
at the nucleus, an external field must be applied to reach the resonance condition
ωL = γH. This can be done via the law of cosines depicted in Fig. 7.17.

| ~Hext|2 − 2| ~Hext|| ~Hint| cos(β) + | ~Hint|2 −
ω2

L
γ2 = 0 (7.22)

Solving the quadratic equation for | ~Hext| yields the magnitude of the applied magnetic
field given that we know the internal field, that is the sum of the dipolar field and
the contact term, and the direction of the external field. Similarly to the evaluation
of the electric field gradient, a Python program has been written, which sums up all
the dipole fields of a given discrete distribution and calculates the hyperfine coupling
tensor via selecting specific field directions in order to calculate the matrix elements
of the hyperfine coupling tensor. Then it performs a field rotation and calculates the
resulting resonance field curves, while the magnetization (the direction of the spin in
Eq. 7.19) is kept co-aligned with the external magnetic field.

For higher external fields (>5T), the electron magnetization aligns with the magnetic
field, as demonstrated by the small anisotropy of the saturation magnetization shown
in Fig. 3.7. However a small deviation between the magnetizations for different field
orientations remains, appearing to have a bias towards the [111] direction. This
is modeled in the following by introducing a tilting angle α between the magnetic
field and the electron magnetization, as pictured in Fig. 7.18. In order to correctly
simulate the field rotation experiments, a small correction needs to be implemented
within the code regarding this angle. Before implementing this into to simulation, a
quantification of this tilting angle α is needed.
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Figure 7.18: Tilting of the electron spin towards the magnetic easy axis. The spins
therefore do not exactly align with the magnetic field.

The energy of the electron spin is the sum of its anisotropy energy and the Zeeman
energy. The magnetocrystalline anisotropy, studied in GaV4S8 via ESR [100], is
independent of the magnitude of the applied magnetic field H. Therefore, for high
magnetic fields, magnetocrystalline anisotropy can be neglected with respect to the
Zeeman energy. The g-tensor anisotropy is therefore the most relevant anisotropy,
due to the g-tensor anisotropy energy being proportional to H. In Fig. 3.7, the
deviation of the saturation magnetizations for different field directions is constant
over H, which shows that g-tensor anisotropy must be dominant for large fields, and
is therefore responsible for the observed tilting of the electron magnetization. The
energy of the electron with respect to the tilting angle α is given by

E = − ~Mĝ ~H = MH

sin(θ − α)
0

cos(θ − α)


g⊥ 0 0

0 g⊥ 0
0 0 g‖


sin(θ)

0
cos(θ)

 =

= MH[g⊥ sin(θ − α) sin(θ) + g‖ cos(θ − α) cos θ] (7.23)
The spin will orient itself in order to minimize its energy, therefore d

dα
E = 0.

d

dα
E = MH

[
−g⊥ cos(θ − α) sin θ + g‖ sin(θ − α) cos θ

]
=

= MH
[
−g⊥ sin θ(cos θ cosα + sin θ sinα) + g‖ cos θ(sin θ cosα− cos θ sinα)

]
Since α can be assumed to be small due to the small difference in saturation magne-
tizations, sinα ≈ α and cos(α) = 1.

d

dα
E = MH

[
sin θ cos θ(g‖ − g⊥)− α(g‖ cos2 θ + g⊥ sin2 θ)

] != 0 (7.24)

From this condition, α can be determined.

α = sin θ cos θ(g‖ − g⊥)
g‖ cos2 θ + g⊥ sin2 θ

(7.25)
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The tilting angle α therefore vanishes for θ = 0◦ and θ = 90◦, however the interme-
diate angle θ = 45◦ has a maximum tilting angle. This accelerates the rotation of
the electron spin with respect to the magnetic field, as the magnetization is always
closer to the [111] direction than the magnetic field due to the tilting. Including this
into the simulations will therefore reduce the angular width of the simulated curves.
For a given α and θ value from the experiment, the ratio of g‖ to g⊥ can also be
calculated.

g‖
g⊥

= α sin2 θ + sin θ cos θ
−α cos2 θ + sin θ cos θ (7.26)

In the simulations discussed in the following sections, a tilting angle α corresponding
to the following g factor ratio was best fitting the NMR data.

g‖
g⊥

= 1.055 (7.27)

In the following, the method shown in this section will be applied for different elec-
tron distributions, in order to calculate the hyperfine fields corresponding to these
distributions and to reconstruct the spin distribution over the cluster.

7.2.4 Hyperfine Coupling Described by a Distribution of Point
Dipoles

In order to simulate the anisotropy of the hyperfine coupling using dipole and contact
interactions, a simplistic point-dipole model is used to have a rough estimate for the
relative position of the electron with respect to the nucleus. In the case of having
the electron fully localized to a point, the hyperfine field reads as

~Hn = ~Hext −
µ0µB

4π

 ~Hext/Hext

r3 − 3~r( ~Hext/Hext)~r
r5

 . (7.28)

Here, the magnetic moment of an electron is placed at a position ~r where the vana-
dium nucleus is at the origin. The magnetic moment co-aligned with the external
magnetic field, hence the moment’s direction ~Hext/Hext. When placing the electron
on the z axis above the nucleus and starting a field rotation in an arbitrary plane
containing the z axis, the resulting field is:

~Hn = Hext

(
sin(φ)
cos(φ)

)
− µ0µB

4πr3

[(
sin(φ)
cos(φ)

)
− 3

(
0
1

)[(
sin(φ)
cos(φ)

)(
0
1

)]]
=

= Hext

(
sin(φ)
cos(φ)

)
− µ0µB

4πr3

(
sin(φ)
−2 cos(φ)

)
(7.29)
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Figure 7.19: Simulated hyperfine dipole fields from a single electron in a 1Å distance
to a 51V nucleus. The anisotropy of dipole fields is visible via the differ-
ence in the φ = 0◦ and φ = 90◦ fields.

For a distance r = 1 Å, the dipole fields match the experimental values well as seen
in Fig. 7.19, except for an angular independent offset, which needs to be introduced
via the contact interaction. This simplistic model only considers one of the three
vanadium nuclei in the base of the V4 tetrahedron. Therefore this procedure is ex-
panded to consider all of the three base sites. Additionally, a symmetric distribution
above and below the nucleus is chosen. This distribution yields a similar result, now
including dipole fields from the other sites, as seen in Fig. 7.20. The dipole fields
from the other sites are responsible for the inequivalence of the three sites, visible
via the Z-pattern in the (111) field-rotation plane in Fig. 7.20 d). This does not
reproduce the experiment correctly, although similar. The in-plane anisotropy of the
hyperfine fields need to be altered by changing the distribution in order to match
the experiment. Additionally, an isotropic shift of 1.7T needs to be implemented,
which can be accounted for by the Fermi contact interaction and a core polarization
originating from the electron in a 3d orbital. The distribution of 6 point dipoles can
already reconstruct the anisotropy of the hyperfine coupling in GaV4S8 rather well,
considering its simplicity. It also points towards the rough distribution of charges
around the nuclei, as maxima and minima need to be present at φ = 90◦ and φ = 0◦.
Due to the shape of dipole fields, spin densities in the basal plane are also possible,
as long as the overall dipole contribution produces a net amplitude of 2.7T, since
in-plane contributions compete with the vertical contributions.

An additional application for the point dipole model would be to check whether a
spin distribution completely located at the U site is able to explain the hyperfine
fields measured by NMR. A strong occupancy of the U site is suggested by previous

106



7.2 Hyperfine Coupling in GaV4S8

0 30 60 90 120 150 180
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
9.0
9.5

0 30 60 90 120 150 180
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
9.0
9.5

0 5 10 15 20 25 30

7.35

7.40

7.45

9.05

9.10

9.15
 [111] field rotation axis  [112] field rotation axis 

 [110] field rotation axis 
b)

c) d)

0H
R

es
 (T

)

Rotation angle  (°)

 A site
 B/C site
 C site
 A site
 B/C site

a)

0H
R

es
 (T

)

Rotation angle  (°)

 A site
 B site
 C site
 A site
 B site
 C site

0H
R

es
 (T

)

Rotation angle  (°)

Figure 7.20: a) Schematic threefold symmetric spin distribution, utilizing two point
charges above and below each V site on the bottom of the V4 tetrahe-
dron. b)-d) Comparison between the simulations of the resulting reso-
nance fields for different field rotation planes and the experimental NMR
values. There is good agreement even with this simple distribution, ex-
cept for a missing isotropic negative shift and a needed correction of the
in plane anisotropy in panel d).

theoretical work [103] using a LDA+U approach. To establish a vivid picture for
the eventual spin distribution that is being constructed, a point dipole is gradually
shifted from the U site (h = 1htetra) towards the basal plane (h = 0), eventually being
in the center of the base triangle. The simulated resonance field curves are shown
in Fig. 7.21, where the observed maxima and minima are gradually moving towards
the φ = 0◦ and φ = 90◦ positions, respectively, when moving the dipole towards the
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basal plane. The amplitude of the dipole fields is also small, in comparison with
the measured values, hence an occupancy of the U site is only partially possible.
The main contribution to the hyperfine fields must therefore come from spin density
located in the basal plane, in the form of d-orbitals around the V ions, distributing
the electron above and below the nucleus and in the basal plane. Additionally, the
placement of the dipole reveals a simple rule of hand: The minimum of the resonance
field is reached when the external field points from the nucleus towards the maximum
of the weighted spin density. The weight accounts for the dipole fields decaying with
1/r3.

Based on this simple point dipole model shown above, it was already possible to
localize a significant part of the electron distribution to the three A, B and C sites at
the base of the V4 tetrahedron, as dipole fields from the unique U site do not explain
the observed anisotropy of the hyperfine coupling. Additionally, the distributions
should have significant densities within the base plane around the nuclei as well as
above/below the nuclei, due to the minima and maxima of the resonance fields being
at φ = 0◦ and φ = 90◦. A more detailed description of the spin distribution is
approached in the following section, using atomic d orbitals.
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Figure 7.21: Resonance fields under continuous movement of a point dipole from the
U site to the center of the base triangle. The minima and maxima
approach the φ = 90◦ and φ = 0◦ positions, respectively.
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7.2.5 Reconstructing the Spin Distribution via Superposition of
Atomic d Orbitals

In order to model the overall spin distribution within the cluster, we utilize the near
octahedral crystal field splitting of the d orbitals, shown in section 2.2.3. The five
atomic d orbitals are split up into two degenerate subgroups, the eg and the T2g,
containing two and three orbitals, respectively. The wavefunctions of the real atomic
d orbitals are given by [33]:

Ψz2(r, θ) = 1
81
√

6π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 (3 cos2 θ − 1) (7.30)

Ψxz(r, θ, φ) =
√

2
81
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin θ cos θ cos(φ) (7.31)

Ψyz(r, θ, φ) =
√

2
81
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin θ cos θ sin(φ) (7.32)

Ψxy(r, θ, φ) =
√

2
162
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin2 θ sin(2φ) (7.33)

Ψx2−y2(r, θ, φ) =
√

2
162
√
π

(
Z

a0

)3/2 Z2(r − r0)2

a2
0

e
−Z(r−r0)

3a0 sin2 θ cos(2φ) (7.34)

Using the rough criteria for the spin distribution discussed in section 7.2.4, the or-
bitals with large electron densities along the z axis and within the xy plane are
considered as possible contributions, namely the dz2 and dx2−y2 orbitals. They are
also lowest in energy, due to the smallest repulsion due to the ligands, as schemati-
cally shown in Fig. 7.22. The higher energy orbitals dxz and dyz are expected to be
unoccupied, while the intermediate dxy may contribute. The z direction is chosen to
be the polar axis, as the orbital structure depends on the rhombohedral distortion,
as seen via the domain specific internal fields. With the spin distribution being dom-
inated by dipolar fields originating from spin densities above and below of the base
nuclei as well as from spin densities in the basal plane, a superposition of dz2 and
dx2−y2 orbitals may generate a plausible spin distribution for the V4S4 cluster.

At first, only dz2 orbitals are considered as building blocks for the V4S4 cluster wave-
function, as suggested by Pocha et al. [72]. The cluster wavefunction is then simply
the superposition of the individual dz2 orbitals, centered on each 51V site (A, B, C
and U).

Ψtot = cUz2Ψz2 +
∑

α=A,B,C
cαz2Ψz2 (7.35)

The dz2 orbitals for each site are identical except for a spatial translation.

ΨA
z2(r, θ) = ΨB

z2(r − rB, θ) = ΨC
z2(r − rC, θ) = ΨU

z2(r − rU, θ) (7.36)
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Figure 7.22: Schematic depiction of d orbitals used for the reconstruction of the spin
distribution. It is assumed that the dz2 and dx2−y2 orbitals have the least
energy in this near octahedral crystal field environment.

In order to obtain an optimal cluster wavefunction based on d orbitals, the super-
position of the individual wavefunctions is calculated. With the resulting electron
density Ψ∗totΨtot, the internal field originating from the dipole field of the distribu-
tion can be calculated, and then compared with the experiment, as discussed in
subsection 7.2.3. By minimizing the fit deviation parameter χ2 with respect to the
experimental resonance fields, an optimal cluster orbital is generated for a given set
of parameters and assumptions. For a cluster orbital constructed from dz2 orbitals,
the only parameters that determine the NMR hyperfine fields are the prefactors of
the wavefunctions, the effective nuclear charge Z, and the Fermi contact field as a
pseudo parameter. In principle, when optimizing the cluster orbital, the contact field
can be implemented as a free parameter, however due to the anisotropic part of the
hyperfine field, it is determined to have the same value for all valid cluster orbital
solutions. This is due to the isotropic contact field shifting the resonance towards
higher fields, while leaving the anisotropic part of the hyperfine coupling unchanged.
In the experiment, at the minimum of the resonance fields, the nucleus is experienc-
ing a dipole field of 2

3∆Hres ≈ 1.8 T parallel to the external field. The contact term,
providing a negative isotropic hyperfine shift, competes with this dipole field in a
way, to shift the resonance close to the diamagnetic 51V position. A small positive
shift of 0.1 T at ~H ‖ [111] remains, which means that the contact term must account
for Hcontact = −1.8 T + 0.1 T = −1.7 T. The optimal value for all simulations turned
out to be Hcontact = −1.693 T, which is in close agreement with the just derived value
of Hcontact = −1.7 T. This agreement further strengthens the assumption, that the
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electron dipole fields are the sole source of the anisotropic fields. The isotropic shift
is rather large and negative, which can be explained by the core polarization effect,
caused by d electrons. Electrons of the 3d shell polarize the closed s shells nega-
tively, so the s electron spin polarization points in the opposite direction as for the
d electron [104,105]. This effect can be strong, accounting for up to 12.5T [104–106]
via the contact interaction. A smaller occupancy (due to sharing the electron with
the other V sites) and therefore a reduced spin density at the nucleus can reduce the
isotropic shift down to the observed value of −1.693T. From Pocha et al. [72], it is
suggested that the molecular orbital structure is an even distribution of dz2 orbitals
on each vanadium site. The wavefunction prefactors are therefore equal for all sites
with cUz2 = cαz2 = 1

2 , which means that the only parameter that needs to be optimized
in this simple case is the effective nuclear charge Z, which expands or contracts the
3d orbital upon decreasing or increasing, respectively. In order to determine the op-
timal Z value, an optimization algorithm is applied to the program simulating the
curves, described in section 7.2.3. The optimal Z values are then returned and the
cluster wavefunction can be determined. The best fit was reached for an effective
nuclear charge of Z = 9.42, which is a plausible value, considering the negatively
charged ligands and non-perfect shielding of the nucleus [107,108]. For the first row
of transition metals, the effective nuclear charge can be estimated as follows [108]:

Zeff(A) = Z(A)(0.385 + 0.025(m− 2)) (7.37)

For Vanadium, Z(A = V ) = 23 and m = 2, and therefore Zeff(V ) = 10.58. The
isosurface representation of the spin distribution and the resulting resonance field
curves are shown in Fig. 7.23. The out-of-plane anisotropy of the hyperfine coupling
is reproduced very well, however, the in-plane anisotropy is reversed in comparison
with the experiment. This is the result of the axial symmetry of the dz2 orbital. For
an isolated ion, when only the dz2 orbital is occupied, the field rotation around the
z axis would lead to a constant resonance field, independent of the rotation angle.
Therefore, the simulated in-plane anisotropy originates from the transferred fields
from the other V sites. For correctly reproducing the NMR measurement, a super-
position of dz2 orbitals alone is insufficient. Therefore, the cluster wavefunction is
expanded via additional dxy or dx2−y2 orbitals, effectively removing the axial sym-
metry of the electron distribution at each site. Due to the shape of these additional
orbitals, when superposing them with the dz2 orbital, the dz2 electron density in the
xy plane (ring shape in the base plane with the wavefunction having a negative sign)
will be stretched towards a symmetry axis of the superposed orbitals. This is illus-
trated in Fig. 7.24, where a sketch of dz2 orbitals are shown, superposed with dxy
or dx2−y2 orbitals with either positive or negative signs. The red area depicts the in-
plane electron distribution, which is stretched along the symmetry axis of the lobes
with negative sign. The shown superpositions of the wavefunctions must suffice the
mirror-plane symmetry that is dictated by the site symmetry of the A, B and C sites.
This condition discards the dxy orbitals, as they violate the mirror plane symmetry
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Figure 7.23: a) Isosurface representation of the spin density distribution, encasing
90% of the probability distribution. dz2 orbitals were placed with equal
weight on each V site. b)-d) Measured (scatter) and simulated (solid
lines) resonance fields for a [110], [112] and [111] field rotation axis. The
spin distribution is based on the best fit solution (Z = 9.42) with dz2

orbitals.

indicated by the vertical mirror plane in Fig. 7.24. Nevertheless, whether one of these
configuration would be able to reconstruct the NMR measurements will be checked
as well. To construct the cluster orbital, each wavefunction centered around the A,
B or C site is rotated by 120◦ about the z axis with respect to the neighbouring
wavefunction, which preserves the threefold symmetry of the cluster orbital. At first,
orbitals are only placed at the basal 51V sites, leaving the U site unoccupied. The d
orbitals are transformed from one site to next in the following way:

cz2ΨA
z2(r, θ) = cz2ΨB

z2(r − rB, θ) = cz2ΨC
z2(r − rC, θ) (7.38)

cxyΨA
xy(r, θ, φ) = cxyΨB

xy(r − rB, θ, φ+ 2π/3) = cxyΨC
xy(r − rC, θ, φ− 2π/3) (7.39)
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+dxy

+dx2−y2 −dx2−y2

−dxy

Figure 7.24: Schematic depiction of the in-plane spin density of the dz2 orbital after
superposition with different orbitals. The negative sign of the dz2 wave-
function and the orientation of the lobes of the other orbitals determine
the axis of elongation.

Analogously, dx2−y2 orbitals transform identically to dxy orbitals. The cluster wave-
function is then given by one of the following,

Ψtot =
∑

α=A,B,C
cz2Ψα

z2(r, θ) + cxyΨα
xy(r, θ, φ) (7.40)

Ψtot =
∑

α=A,B,C
cz2Ψα

z2(r, θ) + cx2−y2Ψα
x2−y2(r, θ, φ), (7.41)

depending on whether dxy or dx2−y2 orbitals contribute in addition to dz2 . In Fig.
7.24, real prefactors were used, but in general these can be complex. Since only
relative signs/phases of the superposed wavefunctions are relevant and the absolute
phase has no influence on the electron distribution, the unnormalized prefactor of
the dz2 orbital is set to 1. The prefactors cx2−y2 and cxy can have any phase, which
can influence the actual charge and spin distribution. Real prefactors (no phase
difference with cz2) allow a cancellation of certain regions of the dz2 orbital, which
stretches the in-plane charge distribution in certain directions, as depicted in Fig.
7.24. Pure imaginary prefactors (phase difference of φ = 90◦ with cz2) cannot lead
to cancellations, as the magnitude of the resulting complex number is always finite
when determining the spin density |Ψ|2. Imaginary prefactors therefore prohibit
a stretching of the in-plane charge distribution, which is not optimal, as a such a
distribution is needed to compete with the transferred dipole fields from the other
51V sites. This effect is shown in Fig. 7.25, where cz2 = 0.516 and |cx2−y2| = 0.258.
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φ = 0◦ φ = 30◦ φ = 60◦ φ = 90◦

Figure 7.25: Influence of the phase of cx2−y2 on the charge distribution. Due to the
dz2 being real, imaginary prefactors of the superposed dx2−y2 change the
in-plane charge distribution from lobe-like to circle-like. The prefactors
are cz2 = 0.516 and cx2−y2 = 0.258 exp(iφ).

Table 7.1: Phase dependence of the orbital prefactors

φ (◦) cz2 cx2−y2 exp(−iφ) Z
0 0.575 -0.0493 8.597
30 0.574 -0.0570 8.602
60 0.569 -0.0984 8.640
90 0.577 0 8.587

Similarly to the simulations in Fig. 7.23, an optimization process is performed,
which finds the best fitting configuration of Z and |cx2−y2| for different phases of
cx2−y2 . Properly reproducing the NMR data was not possible with a purely imaginary
prefactor, as the minimal χ2 was reached for |cx2−y2| = 0. For prefactors with finite
real parts, an agreement with the NMR data was possible, as seen for the example of a
purely real prefactor in Fig. 7.26. Larger imaginary parts require a higher magnitude
of cx2−y2 , due to the real part of the superposed wavefunction staying constant in
order to keep the stretching of the in-plane electron distribution unchanged. In
table 7.1, the phase dependent prefactors are shown, which were obtained via the
aforementioned optimization process.

In the following, only real prefactors are considered, which provides a lower limit for
the magnitude of the prefactor of the secondary orbital dx2−y2 . For dxy orbitals, the
best agreement is reached for a vanishing prefactor cxy = 0, hence the contributions
originating from dxy orbitals are neglected. The configuration, able to reproduce the
NMR data, is the superposition of dz2 and dx2−y2 orbitals with real prefactors (as
shown in one example in Fig. 7.26).

115



Chapter 7 Charge and Spin Distribution over the V4S4 Cluster

0 30 60 90 120 150 180
6.0

6.5

7.0

7.5

8.0

8.5

9.0

9.5

0 30 60 90 120 150 180
6.0

6.5

7.0

7.5

8.0

8.5

9.0

9.5

0 5 10 15 20 25 30 9.02

9.04

9.06

9.08

9.10

9.12

9.14

0H
R

es
 (T

)

[112] field rotation axis

 A site
 B site
 C site
 A site
 C site

(
0H

R
es

 (T
))

[111] field rotation axis

b)

Rotation angle (°)

 A site
 B site
 C site
 A site
 B site
 C site

a)

0H
R

es
 (T

)

d)c)

Rotation angle (°)

[110] field rotation axis

Figure 7.26: a) Isosurface representation of the spin density distribution, utilizing
a superposition of dz2 and dx2−y2 orbitals on the A,B and C site. It
encases 95% of the probability distribution. b)-d) Measured (scatter)
and simulated (solid lines) resonance fields based on the best fit solution
(cz2 = 0.5752, cx2−y2 = −0.0439, Z = 8.597).

The population of the U site has been neglected so far, because the local spin distri-
bution around the base A,B and C sites is the most important for reproducing the
NMR data. Dipole fields from the U site would only have minor influences, as shown
in the first panel of Fig. 7.21 due to the large distance between the NMR nuclei at
the base from the U site. However, an increasing occupancy of the U site influences
the spin distribution at the base, due to the fact that in total one electron is shared
among the four sites. When populating the U site, the threefold symmetry of the
electron distribution needs to be preserved, thus only the dz2 orbital can be occupied
at the U site, hence the cluster wavefunction is then given by:

Ψtot = cU
z2ΨU

z2(r, θ) +
∑

α=A,B,C
cz2Ψα

z2(r, θ) + cx2−y2Ψα
x2−y2(r, θ, φ) (7.42)

The occupancy Ω of the U site is then calculated as follows:

Ω = (cU
z2)2

(cU
z2)2 +∑

α=A,B,C(cz2)2 + (cx2−y2)2 (7.43)

116



7.2 Hyperfine Coupling in GaV4S8

0.0 0.2 0.4 0.6 0.8 1.0
8

9

10

11

12

13

14

0.0 0.2 0.4 0.6 0.8

0

2

4

6

8
 dz2+dx2-y2 real
 dz2+dx2-y2 imag
 dz2+dxy real
 dz2+dxy imag
 dz2+dz2

Ef
fe

ct
iv

e 
nu

cl
ea

r c
ha

rg
e 
Z

U site occupancy 

O
rb

ita
l w

ei
gh

t (
%

)

 dz2+dx2-y2 real
 dz2+dx2-y2 imag
 dz2+dxy real
 dz2+dxy imag

U site occupancy 

Figure 7.27: Dependence of the effective nuclear charge Z (left) and the orbital weight
|cx2−y2 |2/(|cz2|2 + |cx2−y2|2) (right) on the occupancy Ω of the U site.
Each configuration containing nonzero orbital weights for the secondary
orbital correctly reproduces the NMR data similar to Fig. 7.26.

For different U site occupancies Ω, the orbital parameters are determined via fitting
the NMR data, which is shown in Fig. 7.27. There is a clear correlation between the
Z value and cx2−y2 on the U site occupancy. As the U site is more populated, the
base sites lose electron density, which needs to be compensated via an increase in
the effective nuclear charge Z. The same is true for the weight of the dx2−y2 orbitals,
which need to compensate a change in the transferred dipole field coming from the U
site. In the limit of a 100% occupation of the U site, the Z value approaches infinity,
as an electron at the U site does not reproduce the NMR data.

In this section, the cluster orbital was constructed using atomic dz2 and dx2−y2 or-
bitals. Calculating the hyperfine fields based on orbital configurations and optimizing
the occupancies and orbital parameters yields a set of possible cluster orbitals which
are consistent with the NMR data.
Using the NMR data alone does not provide a unique solution for the spin distri-
bution, but rather a one dimensional solution space, where the occupancy of the
U site, or equivalently, the effective nuclear charge determines the spin distribution
over the cluster. In order to find a unique solution, additional insights other than
the NMR data need to be included, which can discriminate between the different
solutions provided by the NMR analysis.
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7.2.6 Occupation of the Unique U Site

Since any partial occupation of the U site is compatible with the NMR data, sim-
ulating the hyperfine fields and optimizing the cluster orbitals does not provide a
unique solution for the distribution of the single d electron over the V4S4 cluster.
A direct measurement of the U site occupancy has not been provided yet, however
Dally et al. [109] suggested an even distribution over the cluster based on SANS
measurements. From the NMR measurements, the only evidence on the U site oc-
cupancy could be the signal from the U site itself, which is not observed. However,
the signal not being observed hints towards either larger hyperfine fields or faster T2
relaxation rates at the U site 51V nucleus. A higher relaxation rate can originate from
a stronger coupling between the electron and the nucleus due to the fluctuations of
electron spins opening a relaxation channel for the nucleus. Both scenarios, a higher
internal field or relaxation rate, require a higher occupancy than those of the base
sites since they are observed, which indicates values of Ω > 25%. With an effective
nuclear charge Z = 10.58 from Eq. 7.37 [108], an occupancy of Ω ≈ 46% of the U
site would be most plausible, but since the used formula does not necessarily apply
for clusters, neither does it consider ligand fields, it should rather be considered as
a rough estimate. From Müller et al. [103], a larger occupancy of Ω = 69.6% is
proposed, based on spin-polarized LDA+U calculations.
Importantly, the observed hyperfine field caused by the contact interaction can be
used as a discriminator for the different Ω values. From Carter et al. [104], the hy-
perfine fields due to the core polarization from a single electron in different orbitals
is listed in table 7.2. The observed contact field of 1.7T in GaV4S8 can therefore be
attributed to a fraction of a single electron. The electron fraction per base atom is
determined by the ratio of the observed and tabulated contact interaction, resulting
in 1.7 T/12.5 T = 13.6% = (1− Ω)/3 and an U site occupancy Ω = 59.2%.

The negative sign for the hyperfine fields of 3d electrons implies that the s shell
polarization is opposite to the 3d spin polarization. Therefore, using the two obtained
values Ω = 69, 9% and Ω = 59, 2%, the conclusion is hereby made, that the U site is
populated by about Ω = (64± 6)% of the single d electron in the V4S4 cluster. The
spin distribution associated with this U site population, which reproduces the NMR
hyperfine fields is depicted in top panels of Fig. 7.28. With additional quantum
chemical calculations using an embedded [V4S16]−19 cluster model, performed by
Thorben Petersen [110], the distribution of the single electron was calculated as well,
which is in good agreement with the shown approach of superposing d orbitals to
agree with the NMR results. The depiction of this distribution is shown in the
bottom panels of Fig. 7.28. The orbital parameters for the solution corresponding
to Ω = 64% are given by:

Z = 12.06 cαx2−y2 = −0.064 cαz2 = 0.341 cU
z2 = 0.799 (7.44)

118



7.2 Hyperfine Coupling in GaV4S8

Table 7.2: Contact Hyperfine fields due to core polarization for a single unpaired
electron in different orbitals, adopted from [104]

Orbital Core polarization hyperfine field (T)
2p +3
3p +1.5
4p -5
5p -15
6p -30
3d -12.5
4d -35

In conclusion, the spin density of the single d electron is found to be largest at the
U site, with a about Ω = (64± 6)%, while the rest of the spin density is localized at
the three bottom sites of the V4 sites. This conclusion was drawn due to the NMR
analysis as well as the determination of the isotropic NMR shift induced by the spin
polarization of s electrons via the Fermi contact interaction.
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Figure 7.28: Top: Isosurface representations of the spin distribution over the cluster
for Ω = 64% using superpositions dz2 and dx2−y2 orbitals. The orbital
parameters are chosen to match the NMR hyperfine shifts. 90% of the
electronic distribution is contained within the surfaces.
Bottom: Isosurface representation of the spin distribution obtained by
quantum chemical calculations by Thorben Petersen [110].
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Conclusion

In conclusion, the electronic properties of the lacunar spinels GaV4Se8 and GaV4S8
are investigated via a deep and extensive NMR study presented in this work. The
71Ga nuclei in both compounds are local probes for the structural distortion, or
equivalently the ferroelectric polarization, driven by the Jahn-Teller transition. In-
teraction between the electric field gradient (EFG) and the 71Ga nucleus and its
nuclear quadrupoole moment Q leads to a splitting of the 71Ga NMR lines. This
allowed us to determine the quadrupolar frequency νQ whose temperature depen-
dence closely follows the ferroelectric polarization. By this, we demonstrated that
the quadrupolar frequency νQ is a local measure of the ferroelectric order parameter
and accurately reproduces the polarizations on a local scale.

The quadrupole splitting in 71Ga spectra in finite magnetic fields depends on the
orientation of the magnetic field with respect to the principle axis of the EFG tensor.
Since Ga occupies a unique site in the unit cell, its site symmetry is identical with
the point group symmetry of the crystal. Therefore, in the polar rhombohedral state,
the EFG tensor at the 71Ga nuclei has an axial symmetry, which offers a simple ap-
proach to determine the volume fraction of the four types of polar domains. Different
methods for measuring domain populations using 71Ga spectra were developed and
proved to be consistent with each other, as well as with methods utilizing 51V spec-
tra. The magnetic Vanadium ion sites embedded in a V4S(e)4 cluster show strong
magnetic anisotropy in their NMR spectra. Similarly to the domain dependent 71Ga
spectra, rotation experiments show the different domains as distinct NMR lines in
the 51V spectra, which can also be used for domain quantification. There, spectra
are recorded for each domain under the same conditions within a field rotation, in
order to provide a consistent result. This technique was then used to investigate
the domain population under electric and magnetic poling, showing the validity of
the developed method. NMR can be used to quantify domain population in a large
variety of systems, however the exact technique may differ greatly [111–114].

The V4S4 cluster is distorted below TJT, which gives rise to two inequivalent V sites,
located on the apical site of the elongated V4 tetrahedron (U site) and its base
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triangle (A, B and C site). In order to analyse the complex structure of the 51V spec-
tra, the quadrupolar interaction was investigated via a 180◦ magnetic field rotation
around the [110]. We found, that the NMR signal originates from the three base sites,
while the unique U site was not observed. Two different branches emerged, since the
base sites become inequivalent upon a [110] field rotation axis, with respect to their
quadrupolar interaction. The local EFG was reconstructed from measurements of
the quadrupolar interaction causing oscillations in the T2 decay measurements, and
showed good agreement with ab initio DFT calculations [90] with small deviations
to be corrected for via hyperfine fields.
In order to investigate the hyperfine coupling in more detail, additional rotation ex-
periments were performed, rotating the magnetic field around the [112] and [111]
axes. The basal plane, which is a 〈111〉-type plane, shows very small anisotropy
of the hyperfine field, whereas the rotation planes containing the polar [111] axis
demonstrate a strong anisotropy of ∆HRes =2.7T. With the experimentally deter-
mined hyperfine fields, the hyperfine coupling matrix was deduced, which corrected
the previous deviations between the ab inito calculated and measured EFG, as the
total field ~Hint + ~Hext is relevant for the quadrupolar interaction.
Going even further, the spin distribution over the cluster was reconstructed based
on the anisotropy of the hyperfine coupling. The hyperfine coupling originates from
the dipole field of the spin density distribution over the V4S4 cluster and the contact
interaction, while the orbital magnetization was neglected. The spin distribution is
modeled via superposition of atomic d orbitals, consisting of dz2 and dx2−y2 orbitals.
The overall cluster orbital obeys a threefold symmetry, implemented via a 120◦ ro-
tation about the polar z axis from one base site to the next. The U site is populated
by a pure dz2 orbital since other orbitals would not fulfill the threefold symmetry.
Regarding the calculation of the hyperfine fields based on a given spin distribution,
any U site occupancy is able to reproduce the NMR data, however the spin distri-
bution at the base needs to compensate for the smaller weights by a closer distance
to the nucleus, increasing the effective nuclear charge Z. This one dimensional so-
lution space was further narrowed down by theoretical work [103,110] as well as the
strength of the Fermi contact interaction [104], which hints towards a population of
(64± 6) % of the U site.
This thesis therefore provides experimental evidence for the orbital structure in the
V4S4 cluster, which was not available in this detail before. Based on NMR data it was
possible to refine the spin distribution and the orbital occupancy of the V4S4 cluster
ions, which is an original and new result. The result itself is specific to GaV4S8,
however the used approach can be applied to other anisotropic cluster magnets with
one or few d electrons. Therefore, this work presents a pathway for better under-
standing and modeling multiferroic materials, and subsequent emergent phenomena
with potential for future applications.
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