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Abstract – Deepfake makes it quite easy to synthesize videos or images using deep learning techniques, which leads to substantial 
danger and worry for most of the world's renowned people. Spreading false news or synthesizing one's video or image can harm people 
and their lack of trust on social and electronic media. To efficiently identify deepfake images, we propose ResViT, which uses the ResNet 
model for feature extraction, while the vision transformer is used for classification. The ResViT architecture uses the feature extractor to 
extract features from the images of the videos, which are used to classify the input as fake or real. Moreover, the ResViT architectures 
focus equally on data pre-processing, as it improves performance. We conducted extensive experiments on the five mostly used datasets. 
Our analysis revealed that ResViT performed better than the baseline and achieved the prediction accuracy of 80.48%, 87.23%, 75.62%, 
78.45%, and 84.55% on Celeb-DF, Celeb-DFv2, FaceForensics++, FF-Deepfake Detection, and DFDC2 datasets, respectively.
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1. INTRODUCTION

Deepfake is creating and manipulating videos, audio, 
or images produced by deep learning methods and 
techniques that appear real [1]. Lip-sync [2], puppet-
master [3], and face swap [4] are some of the tech-
niques used for synthetic video, image, and speech 
generation. With such technological advancement, the 
creation of deepfake videos, audio, and images is ris-
ing [5, 6]. According to the report of DeepTrace [7], in 
September 2019, approximately fifteen thousand fake 
videos were found, which was about two times higher 
than the previous year. These included about 96% por-
nographic, while 99% were female celebrities whose 

faces were mapped on porn stars. Such deepfake vid-
eos may target famous personalities to denigrate a 
person, resulting in devastating damages. For example, 
deepfake videos can be used to destabilize the reputa-
tion of a political candidate by making the candidate 
appear to say or do things that never actually occurred.

Researchers are developing robust algorithms for dif-
ferentiating real videos from fake ones to prevent this 
hazardous threat to society. For example, [8] and [9] tried 
to discover discrepancies in eye blinking for deepfake de-
tection. To simulate eye blinking, [8] proposed a model 
that can be used to spawn the appearance of a face from 
a portrait. The same problem was also addressed by [9], 
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recommending a model that produces speaking videos 
with heads using facial expressions like eyes blinking. 
Brockschmidt et al. [10] proposed a facial forgery detec-
tion model for the detection of various spoofing meth-
ods, which helps detect reliably those detection methods 
that are invisible. FakeCatcher [11] is a deepfake detection 
technique that uses biological signals representing in-
ternal synthesizers and image generators. A convolution 
neural network model is proposed in [12] to identify the 
inconsistencies created during the creation of deepfakes. 

However, these existing models for deepfake detec-
tions mainly focus on their architectures and ignore the 
importance of data pre-processing, which may improve 
the model performance [13]. Thus, training a model with 
proper data pre-processing techniques for detecting 
deepfake videos with higher accuracy. Moreover, these 
techniques lack generalizability for detecting deepfake. 
However, deep neural networks (DNNs) have shown su-
perior performance in image classification compared 
to shallow layers [14, 15]; thus, carefully training a DNN 
model can get maximal deepfake artifacts for detecting 
deepfake videos with higher accuracy. 

In this article, we propose, ResViT, which combines 
the ResNet model with the Vision Transformer to iden-
tify deepfake videos efficiently. The ResViT has gen-
eralized architecture as it extracts all local and global 
features of videos' frames (images) via ResNet and clas-
sifies it as fake or real via the attention mechanism of 
the vision transformer. Also, the ResViT architectures 
focus equally on data pre-processing, as it improves 
performance. Moreover, we train the proposed ResViT 
model on a diverse set of face images using the largest 
dataset currently available to detect deepfakes created 
in different settings, environments, and orientations. To 
evaluate ResViT, we conducted extensive experiments 
on the five mostly used datasets of Celeb-DF, Celeb-
DFv2, FaceForensics++, FF-Deepfake Detection, and 
DFDC2. Our analysis revealed that ResViT performed 
better than the baseline and achieved the prediction 
accuracy of 80.48%, 87.23%, 75.62%, 78.45%, and 
84.55% on Celeb-DF, Celeb-DFv2, FaceForensics++, FF-
Deepfake Detection, and DFDC2 datasets, respectively. 
The main contributions of this article are as follows:

1. We propose the ResViT framework, which com-
bines the ResNet model with the vision trans-
former to identify deepfake images efficiently.

2. We propose not only to focus on the architec-
tures of ResViT but also on data pre-processing, 
as it improves performance. 

3. We propose we train the ResViT model on a di-
verse set of face images using the largest dataset 
currently available to detect deepfakes created in 
different settings, environments, and orientations. 

The rest of the article is organized as follows: Section 
2 presents the literature review, while Section 3 presents 
the proposed framework. The experiments and results are 
described in Section 4. Section 5 concludes this article.

2. LITERATURE REVIEW

Deepfake can be created by switching two different 
identities in the visual stream, i.e., image or video (se-
quence of images). FakeApp [16] is the first deepfake 
technique that uses two autoencoders (AE) networks. 
An AE is an encoder-decoder architecture, Feedforward 
Neural Network (FFNN), that is trained self-supervised 
to reconstruct the input stream. The encoder downs-
amples the input in FaceApp and converts it to a latent 
representation called latent face features. The decoder 
mirrors the encoder and works reverse to upsample the 
latent representation to reconstruct the face images [17]. 
Face synthesis and face swapping are techniques used 
for fake videos. Using the face synthesis technique, it's 
possible to create unseen realistic images from training 
examples [18]. Application of Image synthesis and, more 
specifically, face image synthesis are face frontalization, 
face aging, and pose-guided generation. 

Face synthesis can be done by generative adver-
sarial networks (GANs), where we create a generative 
model responsible for creating a realistic face image. 
GAN-based architectures, e.g., StyleGAN [19], produce 
more realistic images that resemble the original im-
ages. There is a technique called FaceSwapping, which 
is a generative adversarial network-based method to 
generate deepfake videos. Face swap is the process of 
swapping or inserting the facial identity of the source 
image into the target image. This fake generation is 
used to insert actors in different video clips [12]. Tra-
ditional computer vision techniques and GANs based 
approaches synthesize face swaps. FSGAN and RSGAN 
are also used to perform face-swapping tasks. 

Similarly, Face expressions can also be exchanged 
among individuals. The Face2Face technique manipu-
lates facial expressions and projects source images onto 
some target faces in almost real-time without delay [20]—
Face2Face synthesis images under different lighting and 
environmental conditions. The deep learning techniques 
for deepfake video detection have three main categories 
[21]. The first set of methods focuses on the psychological 
and physical behavior of the videos. It includes head pose 
movement and tracking eye blinking. The second type 
focuses on GANs' fingerprints and biological signals. The 
last category is data-driven and focuses on visual artifacts. 
[22] also proposed a CNN model that leverages the image 
transformation or augmentation (i.e., rotation, scaling, 
and shearing). A novel approach based on deep learning 
to detect forged videos was proposed in [23]. They mainly 
focus on facial reenactments, face swapping, replay at-
tacks, and computer-synthesized image spoofing. 

Transformers architecture is usually used for language 
processing-related tasks, and an immense number of its 
applications are available in the literature on natural lan-
guage processing tasks. On the contrary, its application 
remains limited in image processing, video processing, 
and computer vision research. [24], shows that CNN-
based architecture can be replaced by its alternative, 
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so-called transformers, which perform better. It outper-
formed as compared to state-of-the-art CNNs while re-
quiring fewer computational resources for model train-
ing. Deepfake is synthesized by autoencoder (encoder + 
decoder) and generative adversarial models [25]. 

Unlike these works, we utilized ResNet, a more gen-
eral model, for feature extraction and integrated it with 
the vision transformer. We also focus on data process-
ing, making it easy for the vision transformer in clas-
sification.

Fig. 1. The ResViT architecture.

Dataset Generate Method Total Videos Actors Train Images Validation Images Test Images

Celeb-DF Deepfake 1203 13 10592 1245 1245

Celeb-DF-V2 Deepfake 6229 59 65936 7756 7756

FaceForensics++ Deepfake 2000 977 32499 3823 3823

FF-DFDC Deepfake 1803 977 39727 4673 4673

DFDC2 Deepfake 2656 28 21088 2840 2840

Combined (FF) Deepfake 2803 - 139879 16809 16809

Table 1. Datasets for deepfake detection

3. ResViT ARCHITECTURE

Fig. 1 shows the architecture of ResViT. The ResViT 
has feature learning and classification components. In 
the proposed ResViT, we use the ResNet 18 model to 
extract features from the images. The ResViT architec-
ture works in a two-stage mechanism. Firstly, ResNet 
is used for extracting the features from the images. As 
shown in Fig. 1, we use the ResNet model to extract 
features from the images. We modify the ResNet model 
intermediate layers to get better image features. Each 
layer's output is the input of the next layer. We did not 
use the model's average pooling layer, flattening, and 
fully connected layers. Since we only need to extract 
the features, we do not use a fully connected layer. Fi-
nally, we return all four outputs and concatenate them. 
We reduce the dimensions to (Channels*7*7) and con-
catenate them. We apply different combinations of 
concatenating the outputs of the layer. Still, in some 
cases, we get a better model performance by concat-
enating the output of the first and last layer (x1 and x4) 
and the dimensions for that (3072*7*7).

Secondly, we used the vision transformer [24] for 
classification. Most natural language processing tasks 

use transformers, primarily for sequential tasks. After 
better performance on many tasks, the transformer is 
also thought to be used for computer vision tasks. The 
vision transformers follow the mechanism of the earli-
est transformer with some minor input signal adjust-
ment. These are the main components of our model 
ResViT. After we get the features from the ResNet, we 
map all those features to the transformer. Transformers 
take the input image in patches. Therefore, we need 
to divide our image into patches. We split the feature 
map into seven patches that are not fixed, and one can 
use any patch size. The patches are then entrenched 
into a linear sequence with the dimension of 1*1024. 
We need to perform position embedding so that each 
patch can be placed after the other. Therefore, we need 
to divide our image into patches. We split the feature 
map into seven patches that are not fixed, and one can 
use any patch size. The patches are then entrenched 
into a linear sequence with the dimension of 1*1024. 
We need to perform position embedding so that each 
patch can be placed after the other. Therefore, the 
patches are further added up into position embedding.

The dimension for position embedding then be-
comes 2*1024 in this case. Compared to the original 
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transformer, the vision transformer uses only the en-
coder. So, the patch and position embeddings are 
forwarded to the vision transformer. The transformer 
encoder has two blocks: Multiheaded Self-Attention 
(MSA) and Multi-Layer Perceptron (MLP), whose head 
and the job are similar to conventional CNN, as shown 
in Fig. 1. The input dimension has 2048 channels while 
the out channels are two, which signifies the two class-
es (fake and real). It has almost 40 million learnable pa-
rameters, and to get the final output, the MLP head has 
applied SoftMax, which alleviates the weight values 
between 0 and 1. It consists of a Feed Forward Network 
and is followed by a norm layer to normalize the interi-
or layer. There are eight heads in the transformer. ReLU 
nonlinearity and a couple more layers are part of MLP.

4. EXPERIMENTS

In this section, we present the experimental setup to 
implement the model. We deliver the results achieved 
by our model implementation and interpret the experi-
mental results.

4.1. DATASET

Deep learning models learn from data; thus, the da-
taset must be carefully prepared for higher prediction 
accuracy. Therefore, we pre-process the data so that the 
model learns all the features correctly. We use a couple 
of libraries like BlazeFace and MTCNN for face extrac-
tion, known as the rapid processing of large  amounts 
of images. The dimensions and format of the extracted 
images are 224*224 and JPEG, respectively. Some ex-
amples of face extraction from real and fake datasets 
can be seen in Fig. 2. 

Fig. 2. Extracted frames from videos.

We split the datasets into training, validation, and 
testing. The data is then augmented using the library 
called Albumentation, known for transforming a huge 
amount of data. We train our model first to detect 
whether the video is real or fake. To make our model 
perform better, we train our model with large data. We 
tried to split the dataset so that maximum data could 
be provided for training the model. It took a lot of time 
to train the model and finetune it for better perfor-
mance. After training the model, the validation data is 
provided, which is unseen data, and the model is fine-
tuned repeatedly. Finally, the testing data is provided 
to the model to evaluate and predict whether our 
model classifies the video in relative class(fake/real) or 
not. We used Celeb-DF [2], Celeb-DFv2 [3], Faceforen-
sics++ [4] and Deepfake Detection Datasets to evalu-
ate our model. We combine the FaceForensic Deepfake 
and Deepfake Detection datasets. The number of train-
ing, validation, and testing images for each dataset is 
shown in Table 1.

4.2. EVALUATION

Before feeding our dataset to ResViT, we normalized 
and augmented the dataset at each iteration of the 
training phase. We use the learning rate of 0.001 and 
weight decay of 0.000001 for ten epochs. Once the 
model is trained, 30 images are forwarded to the model 
for the classification process. We calculate the accuracy 
of our model by using the log loss function. We used a 
binary cross-entropy function for calculating the loss. 
The purpose of the log loss function is to calculate the 
probability distribution between 0 and 1. The real class 
is represented with the value of 0 > y < 0.5, while the 
fake class is represented with the value of 0.5 >= y < 1. 
For a fair comparison with the baseline, CViT [26], we 
trained our model with a batch size of 8 and 10 epochs 
under the same settings. The baseline model uses the 
VGG-16 architecture as a feature extractor and trans-
former as a classifier, using the DFDC dataset released 
by Facebook. We have limited resources; therefore, we 
did not use the DFDC dataset, which is approximately 
470 Gigabytes. 

We demonstrate our results by calculating the accu-
racies and losses for all datasets. We trained the base-
line and the proposed models on all the datasets men-
tioned above and compared their results. 

Fig. 3 shows the performance comparison of the 
ResViT on different datasets. The proposed ResViT per-
forms better on each dataset and has achieved the pre-
diction accuracy of 80.48%, 87.23%, 75.62%, 78.45%, 
and 84.55% on Celeb-DF, Celeb-DFv2, FaceForensics++, 
FF-Deepfake Detection, and DFDC2 datasets, respec-
tively. The overall prediction accuracy of the ResViT on 
the combined datasets is 74.54. 

Fig. 4 shows the performance comparison of the 
baseline and proposed ResViT under the same circum-
stances and resources. The figure shows that CViT has 

(a) Fake

(b) Real
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achieved the prediction accuracy of 71.04%, 84.50%, 
71.67%, 73.31%, and 73.4%2, on Celeb-DF, Celeb-DFv2, 
FaceForensics++, FF-Deepfake Detection, and DFDC2 
datasets, respectively, while the ResViT achieved 
higher accuracies of 80.48%, 87.23%, 75.62%, 78.45%, 
and 84.55%, on the same datasets. The overall predic-
tion accuracy of the CViT on the combined datasets is 
68.37%, while the ResViT has 74.54% prediction accu-
racy. The ResViT prediction accuracy is 15.79% higher 
than the CViT on the combined dataset. This is because 
our proposed ResViT architecture utilizes the ResNet 
model for feature extraction, which has better gener-
alization than the CNN model. Moreover, the proposed 

ResViT architecture focuses on pre-processing, which 
results in higher predictions than the baseline. Since 
we used the same settings as CViT, thus when ResViT 
results are better than the CViT, it automatically per-
forms better than other baselines of the CViT. 

Moreover, we present the training and validation 
losses and accuracy on three sample datasets for the 
proposed ResViT in Fig. 5 for the different number of 
epochs. Although we observe that the results im-
prove with more epochs, we stick to the original set-
tings of epochs of the CViT. We observe that the ResViT 
achieved better performance on all three sample data-
sets, as shown in Fig. 5 (a-e).

Fig. 3. ResViT performance on all datasets

Fig. 4. ResViT and CViT prediction performance on all datasets.

(a) Celeb-DFV2 training and validation accuracy (b) Celeb-DFV2 training and validation loss
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(d) FaceForensics++ training and validation loss(c) FaceForensics++ training  
and validation accuracy

(e) DFDC2 training and validation accuracy (f ) DFDC2 training and validation loss 

5. CONCLUSION

In this article, we proposed ResViT, which combines 
the ResNet model with the Vision Transformer to iden-
tify deepfake videos efficiently. ResViT extracts all local 
and global features of videos via ResNet and classifies 
them as fake or real via the attention mechanism of 
the vision transformer. ResViT not only focuses on its 
architecture but also on pre-processing, which adds to 
higher prediction performance. We evaluated ResViT 
and baseline in the same settings with extensive exper-
iments on the five mainly used datasets in deepfakes. 
We find that the proposed ResViT performs better than 
the baseline. We anticipated the better performance of 
ResViT, as the ResNet model has better generalization 
in feature extraction, and the pre-processing adds to 
prediction performance. Thus, such technology should 
be used to protect people, especially celebrities and 
politicians. In the future, we are determined to check 
the performance of the ResViT under massive datasets 
with more baseline models.
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